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Louis Phlips: a brief biography

Louis Phlips was born in 1933 in Brussels. He received a doctorate in
economics at the UniversiteÂ Catholique de Louvain and a doctorate in
law at the Katholieke Universiteit Leuven. After teaching for four years at
Fribourg University (Switzerland), he returned to his alma mater from
1966 until 1989. He then joined the European University Institute in
Florence (Italy) until 1997, when he retired from Academia. He now
spends his time playing the piano and drawing.

During his 23 years at the UniversiteÂ Catholique de Louvain, Louis
was ®rst director of the Economic Analysis Unit (ANEC) and then a
member of CORE (Center for Operations Research and Econometrics).
Before Switzerland, he visited Nuf®eld College to work with P.S.W.
Andrews on industrial pricing. Between Switzerland and Louvain, he
visited the University of Chicago (Fall and Winter 1965) and Harvard
University (Spring and Summer 1966) to work with Henk Houthakker on
his econometric utility tree. He wanted to ®nd out which empirical com-
modity groupings correspond to the theoretical concept (if any) of an
`industry'.

Already in those early days, Louis' research interests had clearly taken
shape: use price theory to better understand observed business practices.
It all goes back to his 1961 doctoral thesis De l'inteÂgration des marcheÂs
that asked (and answered) the question: what will happen to the cartels
(that were in operation in most European industries) once the Common
Market authorities start reinforcing an anti-trust policy? Since there were
no statistical industry data available for Europe, Louis volunteered to
compute concentration ratios from the new industrial census. They form
the bulk of his North-Holland monograph Effects of Industrial Concen-
tration: A Cross-Section Analysis for the Common Market (1971).

His Ph D thesis had a yellow cover. It was followed by the green North-
Holland cover. Having chosen blue for his elementary time series analysis
(Analyse chronologique), the next cover couldn't but be red. Louis used to
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say: `Mao has his red book, why shouldn't I have one too?' Applied
Consumption Analysis (1974, enlarged 1983) was the result. Its exercises
made a full generation of doctoral students suffer and grumble, but at the
end of the day they had learned how to bridge the gap between demand
theory and econometrics.

After 10 years of applied econometric work, Louis felt relieved to
return to his old love, industrial economics. His 1983 Cambridge
University Press book of The Economics of Price Discrimination was
his answer to a remark (made by a so-called `pure' theorist) that price
discrimination is a market failure. Louis made the point that if price
discrimination is a failure, then everything business men do is a failure
too: price discrimination is indeed present everywhere, in pricing over the
space and time domain as well as over the quality and income domain.

Being surrounded by world-famous theorists, Louis had to try his hand
at applying some (elementary) game-theory to his favourite topics. Hence
his Economics of Imperfect Information (1988) which got a policy ¯avour
in Competition Policy: A Game-Theoretic Perspective (1995), both from
Cambridge University Press.

The ®nal bouquet was ± at the request of Cambridge University Press ±
a selection of published articles which he found worth turning into
required reading on Applied Industrial Economics (1998).

Louis was a visiting professor at the Universities of MontreÂ al,
Pennsylvania, Cornell, Leuven and Bielefeld. One of the founders of
the European Economic Association, he was its Secretary until 1989
and its President for 1995. He is a member of the Academia Europaea
and a fellow of the Econometric Society.
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Introduction

George Norman and Jacques-Fran Ëcois Thisse

In his doctoral thesis published in 1962, Louis Phlips argued that European
®rms in the cement industry attempted to coordinate their actions by using
basing-point pricing systems and more or less formal agreements about
geographical markets. At the time that Louis was formulating his ideas,
European competition policy was still in its infancy. It is perhaps no
surprise that those who were formulating policies at that time paid little
attention to the work of a doctoral student. It is somewhat ironic that these
have come to centre stage at the end of Louis' distinguished academic
career. It is also amusing to note that after a long and productive detour
through consumption analysis, applied econometrics and industrial eco-
nomics, Louis himself has chosen to return to his original love as shown by
his Competition Policy: A Game-Theoretic Perspective.

Game-theoretic methods are now indispensable in the design, formula-
tion and testing of competition policy in Europe and anti-trust policy in
the United States. Until very recently, the connection was from market
structure through market behaviour, as explained by game-theoretic tools,
to competition policy. We can see this timeline, for example, in the
formulation of merger policy and policies with respect to cartels. What is
new is the realisation that this is a two-way street. Just as market structure
affects competition policy, competition policy equally affects market
structure. As European competition policy is becoming more active, it
has become increasingly endogenised in the strategic decisions of the ®rms
whose behaviour the policy is intended to affect. It is dangerous for policy
makers to ignore this change in behaviour. For example, we are now aware
that in some circumstances making a market more competitive is not
necessarily bene®cial to consumers. Rather, the additional competition
may increase market concentration and may facilitate tacit or even explicit
coordination among the surviving ®rms. This connection from competition
policy to market structure and the welfare effects of policy is a recurrent
theme of this book.
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Louis' early interest in basing-point pricing extended to spatial price
policy when he wrote a report for the European Commission in 1976. This
culminated in his book on The Economics of Price Discrimination that had
a signi®cant in¯uence on scholars and policy makers alike. An essential
preliminary to any discussion of price discrimination is that we should be
able to de®ne what we mean by `discriminatory prices'. The conventional
de®nition prior to Louis' analysis was that price discrimination exists when
the same product is sold to different consumers at different prices but this is
unsatisfactory, for at least two reasons. First, such a de®nition might lead
us to conclude that price discrimination exists when a company sells its
product in two different cities ± say, New York and London ± at different
prices. Clearly this conclusion would be wrong since it ignores the different
costs of supplying these two cities. Secondly, we might conclude that there
is no price discrimination if the ®rm sells its product in London and
New York at the same prices. This is equally wrong since the prices now
do not re¯ect the different costs of supplying these two cities. Louis was
able to circumvent these problems by providing us with the following
de®nition:

Price discrimination should be de®ned as implying that two varieties of a com-

modity are sold (by the same seller) to two buyers at different net prices, the net

price being the price (paid by the buyer) corrected for the cost associated with the
product differentiation. (Phlips, 1983, p. 6, emphasis in the original)

Applying this to our example, price discrimination exists if the difference
between the London and the NewYork prices is not equal to the difference
in the seller's marginal costs of supplying London and New York.

Starting from this de®nition, Louis was one of the ®rst to point out that
price discrimination is a pervasive marketing practice that survives despite
the attempts by regulators to limit or eliminate its use. This might come as
no surprise if we were to consider only situations where ®rms are able to
exercise considerable market power since price discrimination provides the
®rm with a remarkably ef®cient means by which consumer surplus can be
converted into pro®t. What was more surprising and in¯uential was Louis'
clear demonstration that price discrimination is widespread in oligopolistic
andmore generally imperfectly competitivemarkets.Moreover, he showed
through both theory and evidence that the degree of price discrimination
present in such markets is, if anything, stronger than would characterise a
monopolist in the same markets. This analysis set an agenda that remains
current and active today.

European cement manufacture provides a classic case study of many
of Louis' ideas. The price and competition policies of the major manu-
facturers are under scrutiny by the European Commission. Chapter 1, by

2 George Norman and Jacques-Fran Ëcois Thisse



d'Aspremont, Encaoua and Ponssard shows how the questions that moti-
vated Louis Phlips in his doctoral dissertation can be revisited using
modern game-theoretic techniques. In particular, these authors discuss the
relationship between spatial pricing policies and market behaviour and
performance in an industry characterised by high transport costs. Their
analysis provides an important illustration of the connection noted above
between competition policy and market structure. Denying cement ®rms
the use of, for example, basing-point pricing, has increased price competi-
tion but has also been associated with a dramatic increase in market
concentration.

There is a related issue that also recurs in a number of chapters in this
book: the role of information. d'Aspremont, Encaoua andPonssard discuss
the impact on prices of facilitating practices such as most-favoured
customer clauses or meet-the-competition promises. Recent analyses sug-
gest that this kind of information exchange between ®rms changes the
resulting market equilibria from Bertrand to Cournot, with the surprising
result that consumers lose out. These authors show that this is a short-run
effect only that ignores the connection between the competitive environ-
ment and long-run market structure. The idea behind this is in fact very
simple and general. If ®rms expect tough competition (e.g. aÁ laBertrand)we
are likely to see greater industry concentration and higher prices than if
they anticipate soft competition (e.g. aÁ la Cournot).

Competition policy is still evolving in the European Union, perhaps
because such a policy is relatively young in Europe by historical standards.
This is in sharp contrast with the long history of anti-trust policy in the
United States.Neven in chapter 2 correctly points out that European policy
makers could bene®t from applying some of the lessons that have been
learned in the United States. There are some common elements. For
example, on both sides of the Atlantic, the principle is emerging that the
possession and exercise ofmarket power is not of itself evidence of violation
of competition or anti-trust rules. Rather the appropriate courts have to
®nd evidence of explicit coordinationwhen there are several ®rms involved,
or evidence of attempts to extend market power when the market is
effectively monopolised. Microsoft was not being investigated because it
has an effectivemonopoly of operating systems. Itwas being investigated to
see whether it has tried to use its operating system monopoly to extend its
market power into browser markets. By contrast, there are some sharp
distinctions between United States and European policies. Neven points to
two of these. First, it is reasonably common practice in theUnited States to
take the existence of market power as an indication of the possibility that
there is coordination between ®rms. Secondly, the United States anti-trust
authorities tend to take the existence of facilitating practices as a
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presumption of coordination. Neither principle is yet established in
Europe.

There is a major dif®culty confronting the Commission in its pursuit of
coordinating practices that is well articulated by Friedman in his insightful
discussion of the Folk Theorem in chapter 3. This can be simply stated.
Once ®rms recognise that they interact repeatedly, then it is possible for
them to settle on a non-cooperative dynamic equilibrium that looks very
like a market outcome that would emerge from explicit coordination. This
is an example of what Louis Phlips has referred to as the `indistinguish-
ability problem'. The theory of repeated games suggests that ®rms can form
non-cooperative strategies that support collusive outcomes. These strate-
gies always involve some credible threats to punish deviations. It is dif®cult
to see how these threats can be made credible without their being com-
municated between the relevant ®rms since in principle they are never
actually observed. The act of communication is in violation of competition
policy, but is remarkably dif®cult to observe.

An equally dif®cult issue facing both the Commission and the inter-
national trading community is the design and implementation of effective
anti-dumping (AD) legislation. These problems are eloquently addressed
by Tharakan in chapter 4 and draw together two important themes of
Louis' work: price discrimination and the design of competition policy, in
this case at the supra-national level. A particularly interesting feature of the
use ofADmeasures is the dramatic proliferation in the number of countries
initiating such measures. In 1990 four groups launched around 82 per cent
of AD investigations: Australia, Canada, the European Union and the
United States. By 1997 this proportion had fallen to less than 49 per cent
with AD actions being actively used by a number of developing and Newly
Industrialising Countries (NICs). There is a danger that the strategic use of
AD measures will seriously undermine movement towards multilateral
trade liberalisation. Indeed, there is the real-risk that these measures will
lead to the escalation of protectionism under the guise of measures
purported to ensure some kind of `level playing ®eld' in international trade.

Tharakan points out that the welfare effects of AD legislation are at
best ambiguous ± a conclusion that applies equally to legislation intended
to prevent price discrimination. Indeed, most of the analysis that has been
conducted has concluded that AD legislation actually imposes large
welfare losses on both the exporting country and the importing country
that initiates the AD investigation. The solution that is suggested to correct
the detrimental strategic and welfare consequences of AD actions is to
change the regulations developed by theWorldTradeOrganisation (WTO)
and individual nation states on AD legislation, restricting their application
to cases of predatory price dumping. This type of dumping does have
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detrimental welfare effects and needs to be corrected. Identifying such
dumping suffers from many of the same problems that confront the anti-
trust authorities in trying to prove predatory pricing within a country:
another application of Louis' `indistinguishability problem'. Tharakan
points out, however, that a number of new methods have been developed
for detecting attempted predation. One particularly useful such test
involves a `two-tier approach'. First, assess the market power of the
supposed predator: only if such power exists is predatory power either
feasible or likely. For those cases that `pass' the ®rst test, consider price±
cost and other factors. It is a relatively simple matter to extend this type of
test to the international arena. If this had been done, Tharakan notes that
its impact would have been to reduce signi®cantly the number of AD
complaints that reach the second-tier test.

We noted above that there is an important link from competition policy
to market structure that has been neglected by policy makers, both in
Europe and in theUnited States. The next group of chapters focuses on this
link fromdifferent perspectives. Norman andThisse in chapter 5 argue that
the naive application of the idea that competition is always and everywhere
desirable may have unforeseen and harmful effects. Policies that create too
tough a competitive environment may be detrimental to consumers and
social welfare through their impact on ®rms' medium- and long-run
decisions. The stronger are the structural effects of competition policy,
the more likely is it that blind adherence by the anti-trust authorities to the
bene®ts of competition is misguided. In particular, these authors show that
consumers are likely to lose from price deregulation in markets char-
acterised before deregulation by high levels of concentration. This suggests
a role for regulators that has not been considered, despite the fact that it lies
at the heart of the Folk Theorem of repeated games: the regulator should
impose a minimum period of time over which prices cannot be changed.
Such a slowing in the speed of response undermines the effectiveness of the
punishment that supports the tacitly collusive outcome.

The same trade-off between tough competition and concentrated
market is also at the centre of d'Aspremont and Motta's work and con-
cerned Phlips in the introduction to Applied Industrial Economics. In
chapter 6, they develop a similar set of policy conclusions, using a different
setting. Speci®cally, they consider a situation inwhich anti-trust authorities
attempt to break down price coordination to create an environment in
which prices are set competitively. In so doing, the variety of products is
reduced, prices are increased and consumers are worse off.

Hamilton in chapter 7 considers a related but somewhat different set of
ideas. In theUnited States, the Federal TradeCommission (FTC) regulates
advertising. In particular, it has developed policies to prevent the use of
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`bait-and switch' tactics. If a ®rm advertises a low price, it must also be able
to show that it has suf®cient inventory to meet anticipated demand. This
can be a signi®cant constraint on the ®rm but it can be circumvented if the
®rm offers a `raincheck'. This is a promise to supply at the sale price once
new inventory has been received.WhatHamilton shows is that the require-
ment that rainchecks be offered deters vigorous competition. Again, a
policy designed to protect consumers may actually harm them.

The idea that competition policy may drastically affect market structure
is illustrated in chapter 8 byMartin in a yet different context. Suppose that
®rms can undertake R&D that leads to process innovations. The ®rmsmay
also collude and the competition authorities take market performance as a
signal of the potential existence of collusion. Martin shows that a stronger
competition policy reduces both pre-innovation and post-innovation
pro®ts, but the latter relatively less than the former. Consequently, tougher
competition policy induces additional R&D spending. The additional
R&D, by reducing costs, also reduces the probability of investigation by the
authorities. This is not necessarily bene®cial to the collectivity. There is an
inverted U-shaped relationship between competition policy and expected
net welfare. Once again, a moderately strict competition policy improves
welfare; excessively strict competition does not.

Regulation remains one major dimension of competition policy, parti-
cularly in its application to the behaviour of previously state-owned
monopolies that have been privatised, or the creation of new natural
monopolies such as cable television. The interesting issues are, ®rst, the
design of regulatory policy itself and, secondly, whether it is possible to
create a competitive environment in some industries. De Fraja in chapter 9
discusses some of the main issues that arise in the design of regulatory
regimes. Recent analyses have discussed how competition and regulation
affect industry performance and how the interaction between the regulator
and the regulated affects industry structure in ways that are determined
by the regulatory rules. What De Fraja shows is that a wide variety of
outcomes can arise, leading to the need for a case-by-case approach to the
modelling of the interplay between the regulator and the regulated.

The ®nal three chapters of this book open new avenues for research in
which competition policy, while not yet developed, will undoubtedly have
an important role to play. It is fair to say that time is at best implicit inmany
game-theoretic contributions to the design of competition policy. Yet,
entry and exit of ®rms arise in real-time and seems to exhibit some robust
stylised facts: (1) entry is frequent and relatively easy; (2) entry tends to be
associated with innovation; (3) entrants suffer a high failure rate and
(4) exit follows successful entry. Ponssard in chapter 10 develops a dynamic
model of competition that has the potential of exhibiting many of these
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features. The main message to be drawn from his analysis is that the
outcome of the entry/exit dynamics will be determined by the interplay
between competitive advantage that tends to favour entrants and mobility
barriers that tend to favour incumbents.

The banking industry has often been considered as a prototype of a
competitive market. However, the large number of mergers observed in
recent years suggests that it is nowmore appropriate to see thesemarkets as
being oligopolistic. Although the banking sector has been and is still very
regulated, very little attention has been paid to the process of competition
between banks. In order to develop appropriate tools in competition
policy, one must develop a better understanding of the future working
of this sector because of its new more concentrated structure. In this
perspective, de Palma andGary-Bobo in chapter 11 present one of the ®rst
modellings of oligopolistic competition of the banking sector. They show
that the behaviour of banks is potentially unstable in that a small change in
the underlying parameters can induce a sharp change in equilibria ± for
example, from safe to risky. Their contribution thus sheds light on the
importance of determining the role of the central bank as a regulator of
competition in this sector.

The spirit of chapter 12 byWauthy and Zenou is similar in that it invites
us to think of other institutions as possible actors in the design of
competition policy. It draws our attention toward the interaction between
the product and labour markets. By affecting the product market, the anti-
trust authorities may in¯uence the choice of technologies and, therefore,
the need for skilled or unskilled workers. One is not accustomed to think
in these terms but their contribution leads us to think of the possible
implications for workers of competition policy as well as of the connections
between competition policy and training.

Introduction 7





1 Competition policy and game-
theory: re¯ections based on the
cement industry case

Claude d'Aspremont, David Encaoua and

Jean-Pierre Ponssard

1 Introduction

Is the main objective of competition policy the maintenance of competition
per se or the promotion of economic ef®ciency? These two goals do not
necessarily have the same basis or the same implications.1 The goal of
maintaining competition per se can be justi®ed morally, politically and
legally by the wish to protect individual freedom and rights, and by
limiting the power of agents. This faith in the democratic virtues of
interacting competitive forces is grounded in a political philosophy
which sees regulatory mechanisms resulting from impersonal market
forces as a guarantee against the arbitrariness of authority, whether
public or private. In this sense, competition is a right which warrants
protection. Economically, competition is not considered as an end in itself
but rather as a mechanism for allocating resources which in many, if not
all cases, promotes economic ef®ciency. The question the economist has
then to answer is whether or not, depending on the circumstances, com-
petition promotes the reduction of costs, the selection of the most ef®cient
businesses, the welfare of consumers, the creation of new products, the
entry of new enterprises, the development of technological progress and
innovation and so on.

To what extent do these two goals of competition policy overlap?
Before setting out our framework to formulate an answer to this question,
let us introduce the basic issues.

Clearly, if competition policy adopted an exclusively normative
approach, consisting of the decentralised inducement of an ef®cient

9

An initial version of this chapter was presented at the conference `Economic Analysis
and Antitrust Issues in Concentrated Sectors: The Case of the Cement Industry', Paris, CarreÂ
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FrancË ois Thisse and the other participants at the conference for their comments and suggestions.
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allocation of resources, based on the perfectly competitive behaviour of
®rms, the convergence between the above two goals would be total,
according to the First Welfare Theorem. Such an approach means, how-
ever, that each business would be obliged to comply with the rule of
maximising pro®ts by taking the environment in which it operates as ®xed
± an outrageous requirement. We know that that is not how competition
policy functions. Rather than decreeing rules a priori, free competition
limits itself to prohibiting certain types of behaviour judged to be repre-
hensible in so far as they hinder the free play of market forces. However,
the interpretation of this notion is tricky since no precise system of
reference exists for judging deviant behaviour.

Thus, in many oligopolistic sectors the reference to `perfect competi-
tion' is totally unrealistic. Market forces are not impersonal and the
limited number of actors naturally leads ®rms to adopt strategic behav-
iour in which they anticipate their competitors' reactions. We have thus to
ascertain which rules would need to prevail on these markets in order to
ensure that the discrepancy was not too great between the principle of
maintaining rivalry, implicit in the free play of market forces, on the one
hand, and the concern to enhance economic ef®ciency and the social
optimum, on the other.

The independent behaviour of the different actors is one of the guiding
principles of all competition policies; they defend this rule by opposing
anything which may indirectly facilitate collusion between ®rms (agree-
ments or information exchange concerning prices, quantities produced or
capacities, etc.). However, this type of approach is soon limited without
an appropriate conceptual model to analyse imperfect competition as
such. It results, for example, in only explicit agreements being condemned
while tacit collusion becomes acceptable, the latter being seen as an
expression of rational behaviour between independent agents with a
common perception of their environment.2

With the formalisation of imperfect competition by means of game-
theory, another step forward can be taken. The ambiguous notion of
parallel behaviour is replaced by the more precise one of non-cooperative
equilibrium. It then becomes possible to re¯ect on the interaction between

2 Wood pulp is a case in point. The alignment of prices among about 50 wood pulp
producers was judged by the European Commission to be an expression of a concerted
practice. The European Court of Justice (ECJ), however, regarded wood pulp to be an
homogeneous product for which the market is perfectly transparent. It considered that the
®rms may have reacted identically to modi®cations in their environment without any formal
agreement. For the European Commission decision (19 December 1984), see the O�cial
Journal of the European Communities, L851, and for the ECJ judgement in the appeal case
(31 March 1993), see Recueil de la Jurisprudence de la Cour de Justice et du Tribunal de
PremieÁre Instance, I, 1993, 3. For a case study, see Phlips (1995, pp. 131±6).
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certain rules of the game and the degree of economic inef®ciency of the
non-cooperative equilibrium which may result from it. Some rules may
then appear to be less effective than others and be condemned as such,
whereas others will be encouraged. This approach thus provides a more
powerful frame for examining competition policy.

The present chapter develops this type of analysis in relation to the
cement industry. It considers several rules concerning price policy, the
exchange of information and external growth operations (mergers and
acquisitions), with particular reference to models derived from game-
theory.

The cement industry is a typical example of an oligopolistic sector.
Cement is an homogeneous good for which the price elasticity of demand
is weak, production requires heavy investments and distribution involves
high transport costs. Consequently, there are often few local competitors.
They are, however, subject to competitive pressure from the outside, from
distant ®rms which try to sell at marginal costs.

The sector has a rich history of anti-trust cases in the United States,
Europe and Japan, which have provided subject-matter for an extensive
literature on the various standpoints taken. In the present chapter we
draw essentially on the cases referenced in the historical analysis by
Dumez and JeunemaõÃ tre (2000). In some of these cases there is clear
proof of agreement while in many others the questions concern practices
with far less obvious effects ± e.g. the choice of price regulation (the
use of points of parity, for instance), the role of information exchange
between competitors and the choice of the relevant market for analysing
concentration.

We shall consider these questions of principle in the light of several
theoretical developments which are particularly relevant to a study of the
cement industry.

First, what is the impact of a pricing system, in relation to its degree of
discrimination, in a context of horizontal differentiation? Numerous stu-
dies have focused on this question since the ®rst articles by Spence (1976)
and Salop (1979). Most reached the classical conclusion that more com-
petitive pricing had a positive impact on welfare (Phlips, 1983). Norman
and Thisse (1996) examined the same question by considering the role of
the irreversibility of investments. They show that highly competitive pric-
ing may lead to greater market concentration and ultimately to a loss of
welfare for the economy as a whole.

The second question concerns information exchange ± or, more gen-
erally, trade practices which shape competition. How are they justi®ed and
what is their impact? Information exchange usually concerns commitments
to align prices on advance noti®cation. But there are other facilitating
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practices. Holt and Scheffman (1987) showed that such practices could
in¯uence the intensity of competition ± for example, by causing it to
change from Bertrand to Cournot competition. This conclusion is used
by d'Aspremont and Motta (2000) in a context of horizontal differentia-
tion. They show that more intense competition may lead to greater
concentration.

These theories, in terms of both pricing and facilitating practices,
provide arguments in favour of the maintenance of rules tending to
moderate competition in the short term and thereby limit concentration
in the sector. Of course, in these models it is always assumed that ®rms'
behaviour remains non-cooperative. The question of whether a particular
rule promotes agreements between ®rms remains relevant. However,
empirical studies by Sutton (1991) reinforce the general assumption
that the intensity of competitive pricing can have a retroactive effect on
concentration. The value of theoretical analyses is then to specify the
mechanisms which may favour this retroaction to a greater or lesser
degree.

Lastly, we examine a point which has received relatively little attention
in the literature but is directly relevant to the empirical analysis of the
cement industry. When we study this sector over periods of about 10
years, we are struck by the considerable importance of the buying and
selling of assets ± production units, here ± for purposes of restructuring
(Tanguy, 1987). The indivisibility of investments, the stagnation of
demand in most developed countries and the increase in the minimal
economic size of production investments are all factors which make
competition in the cement business resemble a game of Go. In this
game, some positions which are still pro®table do not seem viable in
the long term; the company then tries to sell them at a pro®t to a rival
in a better position who has anticipated the situation more accurately.
This process of restructuring the industry, favoured by a degree of ®nan-
cial concentration, seems to play a major part in the strategy of
cement ®rms (Collomb and Ponssard, 1984). From a theoretical point
of view, we are then led to question the relationship between short-term
competition rules and ®rms' capacities to engage in this process of long-
term ef®ciency.

A natural starting point for the study of this question is the modelling
of competition in a dynamic context with free entry. Now, it has already
been shown that in this type of context strong potential competition
which facilitates entry does not necessarily lead to greater economic
ef®ciency but may, on the contrary, lead to a waste of capital (Eaton
and Lipsey, 1980; Maskin and Tirole, 1988). This results from the fact
that incumbent ®rms may be induced to create entry barriers arti®cially
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by means of defensive measures involving heavy costs (advertising, ver-
tical integration, renewal of assets before this is due, etc.) rather than
lowering their prices. This analysis, developed in the absence of compe-
titive advantages between ®rms, has been completed so as to take into
account possibilities of asymmetry (Gromb, Ponssard and Sevy, 1997).
The authors show that an effective process of selection will be initiated,
in which a more ef®cient entrant will replace a less ef®cient incumbent.
However, this selection depends on a mechanism of rational expectations
which presumes that ®rms are able to assess their respective structural
positions.

The rest of this chapter is organised as follows. In section 2 the char-
acteristics of the cement industry are analysed in detail. Section 3 develops
theoretical considerations and explains the results mentioned above. In
the conclusion (section 4) we summarise the lessons drawn from the
proposed approach and suggest some general ideas in terms of competi-
tion policy for an oligopolistic sector such as the cement industry.

2 Characteristics of the cement industry

In this section we present the basic economic characteristics of the cement
industry by following the classical approach which consists of successively
examining demand, supply and market structure. On the basis of these
characteristics we are then able to de®ne the main economic stakes in the
sector. Our presentation concerns the industrialised countries and, more
speci®cally, Europe. We have drawn upon the French case for many of
our examples.

Demand

Demand in the cement industry is typically that of an activity which is
mature, cyclical and with low price elasticity. It is also characterised by a
high degree of horizontal differentiation in terms of location and a low
degree of vertical differentiation in terms of quality.

Let us look at each of these points. Cement is an homogeneous prod-
uct. Most of its sales concern about half a dozen commercial varieties, of
which Portland cement is by far the leader. No brand name exists, so that
one supplier's products can easily be substituted for another. Cement is,
however, an experience good; its quality is guaranteed by standards with
which the supplier has to comply. These standards are often national but
in most cases the products of one country can easily be approved in
neighbouring countries. Standards therefore do not constitute trade
barriers as such, even if they may hinder trade.
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Although cement is one of the main ingredients used in the construction
industry, it accounts for only 2 per cent of the costs. The price of cement
therefore has little impact on ®nal demand which is essentially the result
of macroeconomic conditions (economic growth rate, interest rates, pol-
icy of infrastructure development, etc.). By contrast, intermediaries such
as producers of precast concrete or prefabricated material are strongly
affected by prices, with the result that pressure is constantly exerted on
suppliers to lower prices. This pressure will be particularly strong when
the sector is concentrated downstream.

Figure 1.1 represents the consumption of cement in France over the
period 1970±95 (trade syndicate data). This demand, typical of industrial-
ised countries, appears to be cyclical with a downward trend after peaking
in 1974 (this peak occurred a little earlier in the United Kingdom and
Germany and more recently in Spain and Italy). This demand curve does
not encourage the entry of new competitors.

Let us now consider horizontal differentiation in this sector. The
demand for cement is geographically widely dispersed and corresponds
roughly to population density. Although cement is an upstream industry,
it differs from other basic industries such as aluminium, steel or glass, for
which demand is concentrated both geographically and in terms of the
number of customers. In the cement industry demand is, by contrast,
dispersed in multiple zones of consumption, each of which comprises
numerous customers. Geographical factors thus determine the structure
of the market. For example, in areas with high levels of consumption,
accessible by waterway (such as London, Marseilles or Barcelona) the
market stakes differ from those of more isolated areas (such as Berne,
Grenoble or Madrid).
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Figure 1.1 Cement consumption, 1970±1994, million tons
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Figure 1.2, adapted from Tanguy (1987), illustrates this phenomenon.
On the left, producers compete on a major market; on the right, each
producer is relatively isolated on its natural market. These two extreme
cases ± called the maritime and the land model, respectively, by Dumez
and JeunemaõÃ tre (2000), as well as all the possible intermediate forms,
constitute the playing ®eld of the cement industry. The traditional playing
®eld is the land model, but the maritime model takes over when commu-
nication over vast distances becomes possible (the Great Lakes and
Mississippi networks in the United States, the North Sea network, the
Euro±Mediterranean network, and so on).

Supply

Two economic considerations are important a priori in structuring supply
in a market characterised by strong horizontal differentiation:

. The trade-off between ®xed costs and transport costs which, depend-
ing on the economic size of the factories, gives an initial idea of the
density of the network of production units covering the territory, in
relation to the density of demand

. The level of investment costs and the life-span of facilities which
determine the rigidity and the duration of the network.

We shall begin our discussion of supply by giving a rough idea of the
main expense items and the pro®tability factors of a production unit, and
by simplifying the transport question.

∆ ∆

∆

∆∆

∆∆∆

∆ = factory

equiprice lines

equiprice lines(b)(a)

Figure 1.2 Maritime and land models of market structure. (a) Maritime model
(b) Land model

Competition policy and game-theory 15



Factory costs and key factors of pro®tability
The following data (table 1.1), drawn from interviews with professionals
in the sector in France, give a breakdown of expenses for a production
unit which has a capacity of 1 million tons per year and costs 1 billion
francs in investments. This size is representative both of current technical
capacities and of the economic stakes in most industrialised countries.
For high-growth urban markets or for on-shore plants intended for an
essentially maritime environment, larger dimensions would be more
appropriate.

The main items in table 1.1 may be grouped together as variable
expenses, which change in proportion to production, and as ®xed
expenses which are reduced to the ton but remain constant, irrespective
of production. (By contrast, ®xed costs may vary in relation to capacity;
we shall return to this point below.) With regard to variable expenses, the
item `market access' represents transport costs for an average geographi-
cal dispersion. For a production of 1 million ton/year, variable expenses
are 150 Fr/ton and ®xed expenses are 180 Fr/ton, a total cost (excluding
economic depreciation) of 330 Fr/ton.

In 1995 in France the average customer price including transport
was roughly 450 Fr/ton. This type of factory therefore has a pro®t
before tax of 450ÿ 330 � 120, or 80 Fr/ton after tax (for a tax rate of
33.3 per cent).

To evaluate the operating pro®t after depreciation and taxes, one has
to subtract the capital charges for investment (taken here to be equal to

Table 1.1 Cost/pro®t structure for a production unit with a capacity of
1 million tons per year, running at full capacity

Capacity: 1 million ton/year Fr/ton (F/T) Total

Material 30
Energy 70

Market access 50 150 Variable costs
Factory fixed costs 100
Maintenance 40

Overhead
(commercial, administrative)

40 180 Fixed costs

Selling price 450
Earnings before tax 120

Taxes 40
Econ. depreciation 76
Econ. rent 4
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8 per cent), taking into account the delayed deductibility of this expense
owing to tax depreciation. By considering a life-span of about 20 years
while tax depreciation is over a shorter time period, one can obtain a
rough estimate in proceeding as follows. First compute the tax shield
associated with depreciation (given local ®scal rules, in our example this
amount would be 250 Fr/ton); secondly, after subtracting this amount
from the investment cost (to obtain 1000ÿ 250 � 750 Fr/ton), compute
the economic depreciation associated with this capital investment of
750 Fr/ton on 20 years. With a unit capital cost of 8 per cent per year
that gives approximately 76 Fr/ton in our case. The economic rent gen-
erated by this production unit would then be 4 Fr/ton. This cost structure
implies that the economic rent is quite sensitive to price variation and to
utilisation rate. This sensitivity is typical of a capital-intensive process
industry in which the ®xed costs (after tax) together account for over 65
per cent of the total cost.

It is generally considered that ®xed factory costs and investments are
largely determined by capacity. When the latter increases from 800 k ton/
year to 1,500 k ton/year, they may be reduced by a factor of about 35
per cent. This calculation makes it possible to determine the part of ®xed
costs which is truly ®xed. The corresponding economy explains why it
may be advantageous to build large plants, provided that transport costs
to the market are not too high.

The preponderance of transport costs
Transport costs depend on several factors: the means of transport used,
the quantity transported and the distance covered. The three main means
of transport are: road for short distances (less than 200 km), rail for
longer distances (200±600 km) and ®nally water, essentially maritime.
In the latter case, the cost is generally not considered to depend on the
distance.

Each means of transport is economical not only for certain distances
but also in relation to a minimum quantity which ranges from 25 ton for a
lorry to 1,300 ton for a train and about 10,000 ton for a boat or ship. This
is explained primarily by the loading and unloading costs involved. Boats
are usually loaded directly from an on-shore plant whereas unloading
costs require expensive facilities.

It is therefore possible to draw up a comparative table of transport
costs (see table 1.2). All the corresponding data are drawn from interviews
with professionals in the industry.

In an analysis of competition transport costs, which may easily amount
to 100±150 Fr/ton, rapidly account for a signi®cant fraction of the factory
cost. Greater ef®ciency in production costs is thus soon lost in relation to
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a competitor who may be better placed on the market. On the other hand,
the discrepancy between the price and the variable cost clearly constitutes
a strong incentive to marginal-cost selling. Given the destabilising nature
of this type of selling, it is likely to develop over large distances to avoid
possible retaliation. In such cases harbour areas will be structurally more
vulnerable to imports than inland areas.

If we wanted to use managerial stylisation, we could say that favour-
able transport conditions will tend to multiply the areas of contact
between a large number of competitors, since the market will resemble
a commodity market. By contrast, the exclusive use of road transport in
areas of moderate consumption will bring together only a small number
of competitors since the market will resemble a juxtaposition of special-
ised activities. This is another way of distinguishing between a maritime
and a land model.

The network and its rigidity
By taking the geographical distribution of demand, ®xed factory costs
and transport costs, it is possible to determine an effective networking of a
given territory. Applied to the territory of France, and excluding all
imports and exports of cement, we ®nd about a dozen production
units with capacities of between 800 k ton/year and several million ton/
year. (We note, however, that a capacity of several million ton/year is not
realistic because of competitive vulnerability.)

Although theoretical, this calculation helps us to locate the real net-
work. In 1995 France had about 20 production sites, whereas there
had been about 50 in the early 1980s for a market which, admittedly,
was 50 per cent bigger. Thus, the size of the plants has increased, which
has enabled them to bene®t from economies of scale in a shrinking
market.

Table 1.2 Estimation of transport costs

Transportation mode
Road
(0±200 km)

Railway
(200±600 km)

Sea
ex: Greece±USA

Loading 18 Fr/ton 15 Fr/ton Ð
Per km 0.35 Fr/ton� km 0.25 Fr/ton� km 70 Fr/ton
Unloading Ð 20 Fr/ton 80 Fr/ton

Total/ton 18±88 Fr/ton 85±185 Fr/ton 150 Fr/ton
Standard quantity 25 ton 1300 ton 10000 ton
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This type of calculation is, however, too static and overlooks some
important dimensions. The historical analysis in the French context illus-
trates the extremely rigid nature of cement production. For example, no
new plant was built between 1980 and 1995. Three factors explain this
phenomenon: ®rst, the life-span of factories is very long ± about
20±30 years; secondly, it is relatively more economical to renovate old
factories than to build new ones; and, lastly, environmental constraints
(notably for the opening of quarries) make the creation of new units more
and more dif®cult. In a context of stagnating demand peculiar to indus-
trialised countries, these three factors generate a very stable industrial
structure.

These elements enable us to complete the description of the spatial
playing ®eld by introducing a time dimension, and then examine the
strategies used by competitors on this time±space playing ®eld.

Market structure and the implications of restructuring

The time±space playing ®eld has to be analysed in light of the fact that
the vast majority of ®rms in the sector have several plants. Many of
them are part of major multinationals active in several countries.
Surprisingly, in view of its regional character, the cement sector is highly
internationalised.

In France, for example, there were about 30 factories in 1995 but only
four rival ®rms (Holderbank, Lafarge, Ciments FrancË ais and Heidelberg).
These ®rms were, moreover, well established in other European countries,
North America and, in some cases, Latin America and Asia. Similarly, in
the United Kingdom there are three dominant cement groups, and this
type of concentration is also apparent in Spain and Germany, even if in
those countries many independent single-plant ®rms remain operational.
This highly concentrated multiplant structure results far more from a
process of acquisitions than from one of internal development. The
rigidity of supply explains why.

Concentration has two main objectives. The ®rst is the wish to stabilise
competition in a context of a tit-for-tat-type strategy. Numerous acquisi-
tions in Europe thus followed the setting up of the Single Market and the
rapid increase in uncontrolled exports. Several large companies acquired
positions in Greece or Italy, for example, in an attempt to exert pressure
on national manufacturers.

The second factor seems equally important. Financial concentration
makes it possible to bene®t from industrial rationalisation campaigns
through the renovation and/or closure of several plants in the same
area. On the one hand ®nancial concentration enables ®rms to raise
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funds, which is essential in such a capital-intensive industry and, on the
other, the existence of several plants close together makes it possible to
reorganise ¯ows without becoming involved in trade wars.

Let us consider two examples of this type of process concerning
the border area between France and Belgium. In the early 1990s the comp-
any Ciments FrancË ais bought out the Belgian ®rm CCB. Following
this acquisition, it closed down two of its own plants in the region.
Conversely, Holderbank bought out the company Cedest and closed
one of the newly acquired plants. Thus, within a few years a ®nancial
and industrial restructuring had taken place in an area which for a long
time had had an overcapacity. This occurred without any price war for the
selection of the best plants. The questions are: on what was the selection
process based, and how effective was it?

We suggest the following interpretation. In the process of acquisition
and restructuring, it was as if the ®rms practised a form of indirect
competition on the physical assets market (either to acquire existing
factories or to sell them) rather than on the product market. Consider
a given playing ®eld. Some production units seem to be doomed (e.g.
problems of quarries being too small to warrant heavy but essential
investments), although still able temporarily to defend a natural market.
Moreover, for various reasons other more modern factories in the vicinity
have an overcapacity. There thus exist opportunities for value creation
derived from industrial restructuring. The ®rms will prepare this type of
set up by means of purely ®nancial acquisitions and/or overinvestments in
existing sites to discourage investment in other sites. This amounts to a
sort of game of Go in which the status of a production unit may switch
from one side to another without this being immediately foreseeable. The
fact that there are now four cement ®rms in France while in the 1960s
there were close to 40 accounts for the size of the phenomenon of ®nancial
concentration and industrial restructuring.

The cost structure is at the origin of this process. It explains why a
plant, even an old one which is less ef®cient as regards variable costs and
®xed factory costs, yet no longer has depreciation charges, remains mar-
ginally pro®table unless the selling price drops by at least 40 per cent.
However, this type of price decrease would by nature be extremely costly
for all the actors involved. In the cement industry, the selection process
by price war is hardly credible and easily back®res on those who initiate it.
A production unit is consequently a long-term strategic asset. It allows
a ®rm either to acquire plants close by in order to improve the ef®ciency
of the area, or to realise a capital gain on sales by trying to recover a
signi®cant part of the value derived by the acquirer from this enhanced
ef®ciency.
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3 Theoretical analysis of some relevant competition rules for
the cement sector

In this section we examine the theoretical implications of the above
characteristics of the competition process, as regards both the price
regime and information exchange (or others facilitating practices).

When transport costs account for a signi®cant proportion of all costs,
competition must be analysed on two levels. The ®rst is the establishment
of the way in which transport costs are incorporated into prices. Multiple
pricing systems are possible. At this level coordination between ®rms may
already appear, in so far as they may agree on a particular pricing system
for transport costs. The second is that of the establishment of price levels
as such, incorporating transport costs in relation to the pricing system
adopted at the ®rst level. At this second level (which is the only one to
consider when transport costs are not very high) coordination, or mutual
understanding on the basis of information exchange between ®rms, plays
an essential part in the establishment of a mode of competition.

The role of the pricing system

In a context of geographical differentiation, competition is extremely
intense locally (although limited to a small number of neighbouring
competitors). By nature it is scarcely affected by changes in distant
areas. In these conditions, the direct threat regulating prices is the
entry of a competitor. This may either be a direct entry through the
construction of a new production unit or, more probably, in the cement
sector, an entry linked to the construction of a terminal allowing for mass
deliveries from an existing but distant plant. Entry on the market is thus a
major strategic decision in which the reaction of local competitors cannot
be overlooked.

One of the ®rst articles to study this question was that of Eaton and
Wooders (1985). The authors showed, in particular, that spatial competi-
tion is `®erce' but `local'. The same point is examined by MacLeod,
Norman and Thisse (1988).

To study this question, two systems of pricing are usually chosen: the
system of uniform FOB pricing (or mill pricing), and the system of non-
uniform discriminatory delivered pricing (discriminatory pricing with
absorption of transport costs). It is these two systems which are of interest
to us here, although we cannot entirely overlook other pricing systems
which have been used and analysed. For example, a system at the origin of
many discussions is that of points of parity, where the delivered price is
equal to a base price associated with a point in space (the point of parity,
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agreed in advance) to which are added (shadow) transport costs calcu-
lated from this point and not from the point where the seller is located
(unless this corresponds to the point of parity). Phlips (1983) presents
this pricing system in detail. It was prohibited in the United States,
particularly in the case of cement (see Areeda and Kaplow, 1948). In
Europe, in the case of steel, it was adopted by article 60 of the ECCS
treaty. It was even considered during discussions (between 1981 and 1994)
between the German, Belgian and Dutch cement industries and the
European Commission. This system is generally considered to favour
price collusion (all the producers agree on a single rate for transport)
and to be globally inef®cient in terms of location. Since transport costs
paid by buyers do not correspond to real costs, cross-hauling will gen-
erally occur. Another price system, also used in the past by the cement
industry in the Benelux countries, is that of uniform delivered prices per
zone. This system poses similar problems when there is wide geographical
dispersion; it is generally applied in areas with a strong concentration of
buyers (in cities).

Let us revert to a theoretical comparison between the two most com-
mon price systems ± mill pricing and discriminatory pricing.

For a long time most economists considered that non-uniform discri-
minatory pricing was preferable because it provided an incentive for more
vigorous short-term competition for established ®rms. Moreover, under
some symmetry assumptions, this regime results in collectively optimal
locations. If buyers' reservation prices are high enough for demand to be
covered completely, we then have an ef®cient solution. Yet this result also
depends on an implicit assumption of relocation without costs, following
an entry. When this assumption is not veri®ed, as is the case in a sector
such as the cement industry, it is possible to show that the absence of
discrimination becomes socially preferable. The reason for this result
derives from the fact that an entry penalises incumbent ®rms far more
in a system of mill pricing and that they have therefore to protect them-
selves by a less concentrated market structure (more ®rms) and, ®nally,
lower prices (Norman and Thisse, 1996).

The impact of information exchange on prices

In so far as it may lead to collusion, or to agreements between ®rms likely
to limit competition, or to the abuse of a dominant position, the exchange
of information on prices is one of the main targets of anti-trust
authorities. The Sherman Act (1890) in the United States served above
all to prohibit price collusion, as did the application, in Europe, of articles
85 and 86 of the Rome Treaty (1957). We note, however, that information
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of this nature is not always exchanged in the same way. It may be direct or
indirect, organised through announcements or contracts. For example, it
may be agreed that a competitor may make public advance announce-
ments on price changes (which are not binding), which the other compe-
titors may or may not follow.3 Similarly, sales contracts may include
particular clauses such as the most-favoured customer, which excludes
discrimination between consumers, or meet-or-release, which guarantees
the customer the best price compared to other competitors. It has been
shown that such practices generate more coordination between ®rms,
resulting in less competition. This reduction in competition depends to
a large degree on the speci®c practices adopted. Thus, if all the practices
just cited are adopted, and if adjustments as compared to announced
prices are possible at the time of the sale (by granting discounts), then the
solution observed should be a Cournot-type solution. The role of dis-
counts is to enable ®rms to defend their territory (Holt and Scheffman,
1987).

Yet reduced competition and welfare losses, resulting from certain
types of coordination, may be a short-term effect only. The long-term
effect, if we take structural adjustment in the industry into account, may
be positive for the collective welfare by allowing a less concentrated
structure to be maintained.

The following example (inspired by the Hotelling model), described in
®gure 1.3, illustrates this possibility (d'Aspremont and Motta, 2000).

We presume that the consumers are uniformly distributed in a straight
line. Each of them buys a unit of the good if, and only if, the price is less
than a given price (the reservation price, presumed to be the same for
everyone). There are three possible (equidistant) locations and a ®xed set-
up cost for three potential producers. In the ®rst stage, the producers
decide whether or not to set up. The transport pricing scheme is presumed
to be that of FOB prices where the customer must pay the factory price
plus the transport cost, with the latter taken to be proportional to the
distance. In the second stage no producer may increase its pro®ts by
unilaterally changing its price. If competition is of the Cournot type
(more coordinated), this change is envisaged by considering that the
competitors will adjust their factory prices to retain their customers.
If competition is of the Bertrand type (less coordinated), competitors
are supposed to maintain their factory price at a ®xed level. Ex ante, a
producer sets up only if it anticipates a positive pro®t after set-up costs.

3 This is standard practice in the cement industry. In the United States the industry was
sued on this point by the anti-trust authorities but won its cases (cf. Dumez and
JeunemaõÃ tre, 2000).
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In the example (®gure 1.3), two producers will set up if competition is of
the Bertrand type (®gure 1.3a) and three will set up if it is of the Cournot
type (®gure 1.3b). Moreover, the consumer surplus, measured by the dif-
ference between the purchase price and the reservation price (the shaded
area on both ®gures), is greater in the Cournot than in the Bertrand case
(owing to the presence of an additional competitor). The same relation-
ship is veri®ed for the total surplus (consumer surplus plus sum of pro®ts).

More short-term competition but greater concentration in the long run

The general ideal conveyed by the above results is that it may be prefer-
able to have a less concentrated structure (more ®rms) with less intense
price competition, rather than more intense price competition resulting
in a more concentrated structure (with fewer ®rms). The trade-off
between the level of short-term competition and the level of concentration
may then become an issue. Now, it is accepted that a high level of
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Figure 1.3 The effect of competition on pricing: Cournot and Bertrand
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concentration often goes hand in hand with the exercise of increased
monopoly. This idea is corroborated by the empirical studies of Sutton
(1991) in the agri-food sector.

As far as the cement industry is concerned, we can certainly interpret
the construction of the European Union as a period of intensi®ed com-
petition in the short term, challenging national oligopolies. The extent of
mergers and acquisitions in Europe can then be considered as the natural
consequence of this intensi®cation of competition.

The basic question is whether this increase in concentration will
not eventually result in less intense competition. We may also wonder
whether a policy limiting competition in the short term by allowing anti-
dumping within the Union, for example, would not have had the effect of
limiting purely defensive acquisitions, without hindering the restructuring
process.

In order to consider the terms of this question in more depth, we need
a frame of analysis enabling us to understand the possible forms of the
acquisition±restructuring process, and to investigate corresponding gains
and the impact of the competition dynamics in the materialisation of such
gains.

Dynamic ef®ciency and selection process in the long run

Let us assume that potential competitors are constantly trying to enter a
market on which only a limited number of ®rms can make a sustainable
pro®t. Let us consider two questions. Does the entry/exit process select
the most ef®cient ®rms? Does potential competition generate ef®ciency in
the incumbent ®rms? The ®rst question concerns productive ef®ciency
while the second concerns allocative ef®ciency.

Intuitively it may seem that the less rigid the market, the closer to
perfect competition the competitive process, the more the answers to the
above questions are likely to be af®rmative. This idea is more particu-
larly linked to the notion of contestable markets (Baumol, Panzar and
Willig, 1982). It is then advisable to encourage everything which may
promote market ¯exibility by eliminating all forms of rigidity. However,
this type of reasoning is particularly misleading, for two reasons.

First, this reasoning is theoretically inaccurate because strong potential
competition can lead to high levels of waste. This point was initially
demonstrated by Eaton and Lipsey (1980), who were also the ®rst to
propose a formalisation of dynamic competition with free entry. In their
model, ®rms use their capital investments as entry barriers. Once paid for,
a facility has a de®nite life-span known to all, and its use involves zero
marginal costs. It is therefore in an incumbent ®rm's interests to renew
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its capital well before the facility reaches the end of its life, so that a price
war in the event of a competitor's entry will be credible. Even if the
incumbent's pro®ts are whittled away by competitive pressure, the con-
sumer does not bene®t from this pressure which is merely a waste of
capital. Maskin and Tirole (1988) considered this question by looking at
the role of capacity as a barrier to entry. They show that potential
competition not only disciplines the incumbent ®rm but also induces it
to act ef®ciently. Steinmetz (1998) shows that when ®rms can choose
between anticipated renewal resulting in wasted capital on the one
hand and reduced prices on the other, it is in their interests to choose
wastage. These different approaches show that any judgement of produc-
tive ef®ciency will strongly depend on the form of competition.

Let us illustrate this type of wastage in the cement industry. If we
compare the market zones in which a given factory delivers, we notice that
these areas vary considerably from one country to the next ± for example,
they are geographically limited in France but spread out in the United
States. As an explanation we may imagine that efforts towards extreme
¯exibility, required by strong short-term competition in the United States,
may lead to overinvestment in logistics, including in numerous terminals.
Steinmetz' results suggest that this form of capital waste in the United
States is favoured by ®rms, to the detriment of price reductions, whereas
in France weaker short-term competition results in greater logistic
ef®ciency.

Let us now consider the second reason for which a policy aimed at
maximal contestability may be illusory. The underlying reasoning may be
ill-suited to reality, for the concrete nature of rigidity may be partly
structural and its elimination is not always possible. In these conditions,
it is certainly preferable to develop a theory of imperfect competition
which takes into account the existence of mobility barriers limiting entries
and exits on a market. By simplifying, we could then imagine that the
strategy of incumbent ®rms consists of acting on these barriers in order to
choose between immediate pro®ts, of whatever size, on the one hand and
risks of entry, of whatever degree, on the other. As for potential competi-
tors, one may imagine that their strategies consist of seeking a competi-
tive advantage (innovation, enhanced ef®ciency, etc.) enabling them to
enter at a lower cost and with greater chances of success.4 It is then
worthwhile to explore those factors which favour the substitution of
more ef®cient ®rms for less ef®cient ones and, ®nally, promote technical
progress.

4 Scherer (1992) and Geroski (1995) provide a large number of empirical studies to justify
this formulation of the problem.
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In order to understand the theoretical conditions in which this selection
process may be initiated, we can start with the following. Consider the
case of two ®rms: an entrant and an incumbent. In this context the level of
the entry barrier resulting from the incumbent's strategy must be greater
than or equal to the rent expected by the potential competitor in the event
of it replacing the incumbent. Suppose that the least ef®cient ®rm is able
to retain its position on the market for a fairly long period. We are going
to show that a contradiction will result as the end of the game becomes
more distant. This is because the rent of the least ef®cient ®rm is certainly
lower than that of the most ef®cient one. This difference between rents
will increase as the horizon becomes more distant (assuming that the
discount rate is not too high). Consequently, to remain on an horizon
that is more and more distant, the least ef®cient ®rm must raise the level
of its entry barrier (and thus decrease its current pro®t). This reasoning
leads to an avalanche effect which widens the gap between the rents. As
soon as the horizon goes beyond a certain stage the least effective
®rm will have a negative total rent owing to its efforts to bar the entry
of a more ef®cient competitor. It is then in its interests not to bar the entry
and rather to adopt a strategy of exiting in the most pro®table way
possible.

This intuition may be formalised (Gromb, Ponssard and Sevy, 1997;
Ponssard, 2000) but the reasoning behind it is admittedly based on
rational expectations. This property of positive selection may, for exam-
ple, be contrasted with other well established results on the effect of
reputation. In the models integrating this effect, a little uncertainty always
enables an incumbent monopoly, even an inef®cient one, to protect itself
in the long run against ef®cient entrants by acting strong (Kreps and
Wilson, 1982).

The mechanism through which inef®cient ®rms are replaced by more
ef®cient ones naturally makes one think of the merger/acquisition and
restructuring process as analysed earlier for the cement industry. The
theoretical analysis then suggests that a degree of transparency of infor-
mation will certainly be necessary if the corresponding expectations are to
be developed. By highlighting the non-necessity of price wars in a success-
ful process of selection, this analysis also invites us to grant a signi®cant
role to gains derived from mergers, even if these also increase the monop-
oly power resulting inherently from the spatial differentiation of the
sector.

In the Schumpeterian view, characterising the present competitive
dynamic, these monopoly powers would be challenged by sources of
innovation. In other words, it is the very existence of monopoly power
which encourages ®rms to strive for greater ef®ciency and to want to

Competition policy and game-theory 27



take advantage of it elsewhere. Even if we need to be careful in this
interpretation, we may consider that such a mechanism is not totally
unrelated to the fact that the biggest cement ®rms are European corpora-
tions, whereas American ®rms remain, on the whole, regional (before
being bought out by European ®rms). It is noteworthy that American
®rms were hardly able to enjoy the ef®ciency gains which attend mergers
and acquisitions, primarily because the anti-trust authorities have an
extremely limited view of the notion of a relevant market.

4 Conclusion

This chapter has attempted to illustrate some of the contributions of
game-theory to competition policy, by analysing the case of the cement
industry.

These contributions have been focused on elements of doctrine such as
questions of pricing systems, information exchange and other facilitating
practices; questions which were debated at length in the anti-trust cases in
which the cement industry was involved. On these subjects, the analysis
suggests that a reinforcement of short-term competition must logically
be accompanied by greater ®nancial concentration in the industry.
This hypothesis is con®rmed in the European cement industry by a
large number of mergers and acquisitions throughout the Union. It
naturally leads to questions on the anti-trust regulations which need to
be established.

To answer such questions, it is necessary to have a thorough under-
standing of the part played by ®nancial concentration in industrial
restructuring typical of a capital-intensive sector. The theoretical analysis
of the selection process in an industry characterised by rigidity provides
several benchmarks on the subject. Because of this rigidity, price wars in
processes of selection are relatively ineffective; some other form of selec-
tion must then be encouraged. Systematic efforts towards greater ¯uidity,
contrary to widespread belief, does not necessarily constitute a favourable
context for this selection. This approach (which relies on a simplistic
interpretation of the notion of contestability) may have the unintended
effect of wasting resources in an attempt to preserve established positions
at all costs5 without this resulting in an effective selection and without the
consumer necessarily bene®ting (in terms of price and quality of service).
By contrast, a certain transparency of information may contribute to
this process of selection by `revealing' winning and losing positions in

5 In the cement industry, this corresponds to ine�cient choices in relation to production
capacity, multiplication of terminals, high transport costs, etc.
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the long term. By highlighting the structural conditions of the sector,
this transparency6 may also facilitate the analysis of a competition
authority by enabling it to distinguish between ef®cient and inef®cient
areas, independently of the stability or instability of short-term competi-
tion in those areas.

Finally, when considering a highly oligopolistic sector, this theoretical
analysis allows one to diverge fairly systematically from an approach
which merely applies the principles of perfect competition (maximising
short-term competition, absence of information exchange, as much ¯uid-
ity as possible, total independence in the behaviour of ®rms, etc.). It is not,
however, a question of looking for general rules in game-theory, in so far
as this theory is merely an instrument of analysis. The approach which we
believe to be the most fruitful consists of starting by analysing the eco-
nomic characteristics of the sector concerned, and then applying game-
theory to clarify the impact of a particular mode of organising competi-
tion in the sector. This chapter also indicates how this type of approach
may indirectly contribute to new theoretical developments.
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2 Legal standards and economic
analysis of collusion in EC
competition policy

Damien J. Neven

1 Introduction

In his presidential address to the European Economic Association
(Phlips, 1996), Louis Phlips noted that the legal framework towards
collusion in the European Union drew an interesting distinction between
agreements and concerted practice. He further conjectured that the latter
concept might cover what economists would refer to as `tacit collusion', or
`implicit coordination'. This conjecture, which I found intriguing, is
further investigated in this chapter. Its objective is thus to evaluate the
legal standard and underlying economic analysis applied in the European
Community towards collusion.

For a long time, collusion was not considered as a serious concern for
policy makers. Throughout the 1950s and 1960s, the view was indeed
widely held among economists that ®rms could not exercise market power
collectively without some form of explicit coordination. They pointed out
that if ®rms selling substitutes often had a collective interest in raising
price above marginal cost, such a move was not compatible with individ-
ual incentives. Firms would thus attempt to cheat and secretly expand
sales, thereby taking advantage of the output restriction undertaken by
their competitors. As a consequence, informal cartels were considered to
be inherently unstable in the absence of explicit enforcement mechanisms
and accordingly were not seen as a major concern for anti-trust policy (see
Stigler, 1956, for a vivid exposition of this view).

In this context, anti-trust policy could focus on the detection of more
explicit arrangements between ®rms; indeed, one could expect ®rms to try
and undertake some explicit coordination in order to design and imple-
ment enforcement mechanisms which would protect their collective
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exercise of market power against opportunistic behaviour by individual
participants. Such coordination would with reasonable likelihood leave
somematerial traces onwhich a conviction could be brought. Accordingly,
a policy which banned explicit coordination arrangements between ®rms
was seen as a suf®cient instrument against collusion.

The theory of repeated games has cast some doubt on this approach.
According to these theoretical developments, if ®rms interact with each
other repeatedly, the pursuit of individual interest may be consistent with
the collective exercise of substantial market power.1 Firms which con-
template deviating from an outcome involving substantial aggregate
market power will trade-off the resulting short-term gains against the
long-term consequences of foregoing the cooperation of their competi-
tors. This outcome may thus be supported as a non-cooperative equili-
brium. Collusion may not be unstable as originally anticipated and stable
arrangements may require little coordination between ®rms, and possibly
none at all.

This raises a dilemma for the design of a policy towards collusion: on the
one hand, if the legal standard focuses on explicit coordination between
®rms and requires evidence of such coordination, a potentially large num-
ber of collusive outcomes will fall outside the prohibition. Yet, if the legal
standard tries to cover instances of collusion without explicit coordination,
it will prohibit non-cooperative practices.

This dilemma has been widely discussed by economists, lawyers and
practitioners in the United States (see, for instance, the 1992 special issue
of the Antitrust Bulletin). Legal standards applied in the United States
have also changed over time and currently place less emphasis on evidence
of explicit coordination between ®rms.

The objective of this chapter is to analyse the approach followed by the
European Commission and the European Court of Justice (ECJ). We will
review landmark decisions as well as more recent case law and try to
evaluate both legal standards and the underlying economic analysis.

The chapter is organised as follows. Section 2 considers a simple
framework for the design of policy rules towards collusion. Section 3 anal-
yses the legal standard which arises from the case law. Section 4 considers

1 The idea that firms might resist taking advantage of competitors in the short term
because by doing so they would risk jeopardising a profitable arrangement in the long term
has been discussed informally for some time in both the economics and the management
literature (see for instance, Scherer, 1980 and Porter, 1985, respectively). The important
contribution from the repeated-game-literature has been to confirm that this intuition is
sound, as well as being robust to the introduction of some reasonable restrictions. Following
Friedman's original contribution (1971), there is now a large literature on the subject. See,
for instance, Rees (1993) for a survey.
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the economic analysis presented in some decisions. Section 5 concludes
and offers some policy recommendations.

2 A framework for designing policy rules

As indicated above, the design of a policy towards collusion faces a
dilemma such that on the one hand, if the legal standard focuses on
explicit coordination between ®rms and requires evidence of such coor-
dination, a potentially large number of collusive outcomes will fall outside
the prohibition. On the other hand, if the legal standard tries to cover
instances of collusion without explicit coordination, it will prohibit non-
cooperative practices.2

One can wonder at the outset whether the ®rst part of this dilemma
is in practice a serious concern: in other words, can ®rms realistically
exercise market power collectively without coordination? The insights
from the theory of repeated games are ambiguous in this respect. To
the extent that many outcomes involving substantial market power can
be supported as non-cooperative equilibria, it is unclear how ®rms will
make sure that they focus on a particular one. This question has by and
large not been treated formally3 so far, and it is not clear whether the
selection of a particular outcome can be undertaken simply through
market interactions. Schelling (1960) proposed a theory of focal points
which does not require direct coordination between ®rms; according
to this view, ®rms will select outcomes, or at least behavioural rules,
which are `self-evident', and ®rms may want to try and affect the percep-
tion of particular outcomes, or particular rules, as self-evident. For
instance, a prior announcement of a well de®ned price increase (say, a
given percentage) may be suf®cient to establish a self-evident way to
behave. Short of theoretical backing or empirical evidence, it is still
dif®cult to assess how much weight should be given to these conjectures.
At the very least, it seems that selecting a particular outcome through
market interactions, if feasible, will be a highly imperfect process. Firms
trying to improve on the selection of the outcome may have to resort to
explicit coordination.

In order to analyse the case law and evaluate current legal standards, it
is useful to distinguish between two different (albeit not mutually exclu-
sive) approaches for the design of a policy towards collusion. On the one

2 This distinction is meaningful only if market interactions through which firms may
progressively select an outcome as focal points and support it are not considered as explicit
coordination.

3 Harrington (1989) has combined a non-cooperative repeated game with a cooperative
selection of a particular outcome (modelled as a Nash bargaining game).
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hand, the prohibition can be formulated in terms of coordination (where
unlawful coordinations can be speci®ed further or left general). The evi-
dence required for establishing the existence of unlawful coordination
then includes either direct material evidence (memos, minutes of meetings)
or evidence on ®rm behaviour in the market which is consistent only with
the existence of coordination.

On the other hand, the prohibition could be formulated in terms of a
benchmark of market power (in the spirit of the EC merger regulation).
Evidence required to establish a prohibition could then rely on two types
of evidence ± namely, evidence on aggregate outcomes and evidence on
those types of ®rm behaviour that are consistent only with the collective
exercise of market power.

We consider both approaches in turn. Consider ®rst an approach based
on market power. The main drawback of this approach is associated with
the cost of type I errors. This would involve the conviction of ®rms which
are not attempting to exercise market power collectively and are doing no
more than `simply' maximising pro®ts. Competition policy might thereby
discourage the pursuit of pro®table activity that is a central motive behind
the operation of a market economy. In this context, type I errors will have
to be minimised. To the extent that the trade-off between type I and type
II errors is severe, type II errors may become large and the policy will be
rather ineffective. As discussed in Neven, Papandropoulos and Seabright
(1998), the evaluation of market power (either directly or through the
observation of ®rm behaviour) often involves a serious trade-off between
type I and type II errors. This arises because market power is hard to
measure directly (cost being endogenous) and because ex post strategies
such as parallel behaviour can often be explained in different ways and
suffer a pro-competitive interpretation.

Second, consider an approach based on a legal standard of coordina-
tion. The cost of type I errors in this context is likely to be substantially
smaller. Firms may be discouraged from undertaking some innocent
forms of coordination but there is hardly a presumption that coordination
between ®rms is welfare-improving4 (at least regarding behaviour in
the ®nal output market between ®rms selling substitute products).
Accordingly, a reasonably relaxed attitude towards type I errors could

4 In some instances, coordination between firms may be necessary because competition
may fail to bring about an equilibrium (namely, when the core is empty); coordination
between firms may then be seen as an attempt to establish a stable outcome in an otherwise
chaotic environment. A legal prohibition of coordination would prevent this reasonable
attempt to maintain stability. As indicated by Sjostrom (1989), highly unstable outcomes
can indeed arise when entry is costless and when firms operate with large capacities relative
to demand or in the presence of a large fall in demand.
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be adopted, which in turn will reduce the magnitude of type II errors
(in this context, the trade-off between type I and type II errors is also
rather steep ± see Neven, Papandropoulos and Seabright (1998) for a
discussion of this issue).

Overall, there is therefore a presumption in favour of a legal standard
which prohibits coordination rather the exercise of market power itself.
We now turn to the statute and case law of the European Community and
try to evaluate what standard has been applied.

3 The legal standard in the European Community

Article 81(1) (previously 85(1)) of the Rome Treaty (1957) stipulates that
agreements or concerted practices between ®rms which distort competi-
tion are prohibited. What is meant by `agreements' and `concerted
practices' is not further speci®ed in the treaty and we have to turn to
the case law to delineate these concepts further. It is of course tempting
to associate an agreement with a formal understanding between ®rms
and to associate a concerted practice with the implicit collusion which
arises in equilibrium of non-cooperative repeated games. This would
imply that the legal standard of the European Community includes
both a prohibition of coordination (to the extent than an agreement
requires a coordination) and a prohibition in terms of a benchmark of
market power.

The early case law established a couple of principles in this respect.

Some coordination is unlawful

The early decision on Zuiker Unie5 by the ECJ considers explicitly the
coordination between ®rms:

The degree of `co-ordination' and `co-operation' . . . must be understood in the

light of the concept inherent in the provision of the Treaty relating to competition

that each economic operator must determine independently the policy which he

intends to adopt on the common market . . . Although it is correct to say that this

requirement of independence does not deprive economic operators of the right to

adapt themselves intelligently to the existing and anticipated conduct of their

competitor, it does however strictly preclude any direct or indirect contact

between such operators, the object or effect whereof is either to in¯uence the

conduct on the market of an actual or potential competitor or to disclose to such

a competitor the course of conduct which they themselves have decided to adopt

or contemplate adopting in the market.

5 1976, 1 CMLR 295.
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This statement established two important principles. First, it makes
clear that interdependent decision making by ®rms is in itself legitimate.
From the economist's point of view, the recognition that strategic
interdependence is not only a fact in most industries but is also an integral
part of competition, is clearly welcome.6

The second principle established by the decision is one of prohibition:
coordination between ®rms which involves direct or indirect contact
between them to in¯uence each other's behaviour (or that of a third party),
is not legitimate. This decision thus provides a ®rst de®nition of coordi-
nation and has established that it is unlawful.

Unfortunately, this de®nition leaves an important ambiguity. It is not
clear from this formulation whether some forms of market interaction
between ®rms (which may be aimed at establishing a focal point for
coordination or simply at the initiation of a punishment phase) can be
seen as a form of indirect contact between ®rms.

`Agreements' are associated with coordination

Throughout the case law, the de®nition of an `unlawful agreement' has
been relatively uncontroversial and has been clearly associated with a
process of coordination between ®rms, for which there is material
proof. The central element in an agreement seems to be an exchange
of undertakings. For instance, the fact that ®rms may have expressed
their joint intention to conduct themselves in the market in a speci®c
way is suf®cient to constitute an agreement.7 It is also clear for the
Court that the binding and rule making character of an agreement is
not due to legal factors8 and that it does not have to be set down in
writing.

Unsurprisingly, what is meant by a `concerted practice' has proved
much more controversial and the concept has evolved a great deal over
time. Two important steps can be distinguished.

6 Indeed, the United States anti-trust authorities have not also shown the same wisdom;
the United States case law regarding the application of para. 1 of the Sherman Act (1890)
tends to draw a distinction between independent behaviour and a joint action. `Independent
behaviour' is defined in a very strict fashion and excludes the type of strategic inter-
dependence envisaged by the Zuiker Unie decision (see for instance Yao and DeSanti, 1993).
By contrast, a `joint action' is supposed to entail a conscious commitment to a common
scheme. The problem with this distinction is, of course, that it does not allow for a complete
typology to the extent that an action that is not independent is not necessarily a joint action.
By including some strategic interactions as legitimate behaviour, the Zuiker Unie decision
avoids this pitfall.

7 See for instance, the Chemiefarma case, ECR 661.
8 Indeed, prohibited agreements are legally void under para. 2 of article 85.
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Concerted practices and individual behaviour

In the early decisions, the concept of `restrictive practices' was meant
to cover circumstances where there is no material evidence of explicit
coordination.9 Concerted practices were associated with ®rms' behaviour
indicative of a common policy being pursued. This was expressed, for
instance, by AG Mayras in the Dyestuff 10 decision:

It is my opinion that the authors of the Treaty intended to avoid the possibility of

the prohibitions of article 85 concerning anti-competitive acts being evaded by

undertakings which, while following a common policy, act in such a way as to

leave no trace of any written document which could be described as an agreement

and

. . . such an interpretation . . . is of obvious interest as to the proof of the existence

of a concerted practice which, even implying a certain manifestation of will of the

participating undertakings, cannot be sought in the same circumstances as the

proof of an express agreement.

But there is need, ®rst, for an objective element, essential to the concept of con-

certed practice: the actual common conduct of the participating undertakings . . .
However, the simple ®nding of a common conduct, parallel or concordant, of

undertakings on the market clearly cannot suf®ce to establish a concerted practice

within the meaning of article 85(1). It is still necessary for that conduct not to be the

consequence, or at least the main consequence, of the structure and the economic

conditions of the market. There should be added a certain will of the parties to act

in common . . . but this common will may, according to circumstances, be deduced

from all the informational data gathered on the conduct of the undertakings.

This passage suggests that a concerted practice is indeed associated
with evidence that ®rms follow a common policy, which results from a
hidden process of coordination. Rightly, the AG also suggests that a solid
analysis of counterfactuals should form part of the evidence on behav-
iour. However, the AG also insists on evidence that parties have a certain
will to act in common (and hence have coordinated their behaviour) while
accepting fairly loose standards of proof (in particular, that intention can
be presumed from the outcomes).

9 The particular distinction between `agreement' and `concerted practices' referred to
here, which was established early on in the case law, has certainly meant that the
Commission and the Court did not have to extend to the concept of an agreement beyond
common usage. The wisdom of this approach is apparent if it is compared with the United
States approach in which agreements are supposed to catch all forms of coordination. As a
consequence, the United States case law had to extend the meaning of an agreement as far as
considering that indirect means of communications may constitute an agreement (see, e.g.,
Kovacic, 1993).
10 1972, CMLR 60, p. 571.

EC competition policy 37



In terms of the typology discussed above, this evidence therefore
suggests that a concerted practice effectively corresponds to coordination
which is established from evidence about ®rms' individual behaviour
(whereas an agreement is a form of coordination which is established
from direct evidence11) ± but this correspondence is not quite accurate,
because some evidence about intentions is also required. Importantly, this
interpretation would seem to imply that the prohibition associated with
concerted practices is not one of market power; in other words, the
pursuit of a ®rm's own interest, even if it leads to market power, seems
to be excluded from the prohibition provided it is undertaken without
coordination.

In the decision on Zuiker Unie,12 the ECJ has however moved closer to
a prohibition of market power. In that decision, the court has expressed
the condition of a `common will' differently by requiring that ®rms should
be aware of the cooperative logic behind their behaviour. A concerted
practice was de®ned as:

a form of co-ordination between undertakings which, without having been taken

to the stage where an agreement properly so called has been concluded, knowingly,

substitute for the risk of competition, practical co-operation between them which

leads to conditions of competition which do not correspond to the normal condi-

tions of competition of the market.

The de®nition provides a minimal condition for a coordination to
occur ± namely, that ®rms should realise what they are doing! Indeed,
at the non-cooperative equilibrium of a repeated game, ®rms need to
understand the (cooperative) logic of their behaviour. According to this
de®nition, non-cooperative equilibria in a repeated game could thus
arguably be considered as `concerted practices' and prohibited.

This de®nition has, however, not been con®rmed by additional case
law. On the contrary, a narrower de®nition of intent (common will) has
been used and evidence of such intent has been required. This practice is
also consistent with the perception (explicit in the passages above) that
type I errors would be unacceptably frequent if concerted practices could
be established solely on the basis of behaviour. It is indeed one of the ®xed

11 There is a direct consequence of this distinction between agreements and concerted
practices (as noted by AG Mayras): to the extent that concerted practices will be
established by outcomes, it is not necessary to further establish that a concerted practice
has the effect of restricting competition. This is an integral part of the proof that there is a
concerted practice in the first place. By contrast, where agreements are concerned, it is
necessary to prove that they have the object or effect of restricting competition. This
additional requirement has, however, not proved to be a major hurdle in the case law (see
Guerrin and Kyriazis, 1992).

12 1976, CMLR 295.
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points in the case law since the Dyestuff decision that the ECJ has
refused to consider evidence on outcomes and economic counterfactuals
as suf®cient.13

This approach is not altogether very different from that found in
the United States, where additional factors are required in addition to
parallel behaviour in order to ®nd a conviction. Among those factors,
evidence of anti-competitive intent behind the parallel conduct14 and the
absence of a credible explanation for the conduct in the absence of
detailed communication or coordination are given heavy weight (see
Baker, 1993).

The concept of concerted practice that emerges from these decisions
would still be greatly clari®ed if it were stated explicitly how the economic
counterfactual (the `normal conditions of the market') should be treated.
So far little has been said (except in PolypropyleÁne,15 where it was estab-
lished that evidence on behaviour need not be limited to parallel behav-
iour but could include any conspicuous behaviour which could not be
explained in terms of `normal competitive conditions'). As a result, there
has been some confusion in the case law (see below). Effectively, what the
Commission has to do is to show that observed behaviour could not
reasonably be explained without some form of coordination. This
ought to be explicitly acknowledged. It should also be clari®ed, in partic-
ular, that behaviour which can be explained as the pursuit of a ®rm's own
interest in the absence of coordination will not be taken as evidence for
the existence of a `concerted practice'.

Concerted practices ± weak direct evidence of coordination

Decisions by the Commission and subsequent reviews by the ECJ have
extended the concept of `concerted practices'. In PolypropyleÁne16 as well
as in later decisions such as Flat Glass17 or LEDP,18 the Commission
argued that evidence on behaviour was not really necessary to establish
the presence of a concerted practice. It sought to extend the concept to

13 The same attitude can be found in the United States, where the requirement of the
Sherman Act that an agreement should be proved has never been stretched to the point that
evidence on outcomes was sufficient to deduce the existence of an agreement. Even under
article 5 of the FTC act, which does not require proof that an agreement exists, evidence on
outcomes has not so far been considered sufficient (see Kovacic, 1993).

14 Indeed, the very notion of an `agreement' under United States law, defined as a
conscious commitment to a common scheme, requires some intent (see Kovacic, 1993).

15 1992, CMLR 84.
16 1992, CMLR 84, 1986 and OJ L 230/1, 1986.
17 OJ L 33/44, 1989.
18 OJ L 74/21, 1989.
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situations where the factual evidence on direct coordination between
®rms was insuf®cient to support the conclusion that there has been an
agreement (for instance, no clear exchange of undertakings), but where
there was still abundant evidence of communication between ®rms
regarding anti-competitive actions. The Commission has thus perceived
a hole in the coverage of the legal concepts, between situations that can
qualify as concerted practices because of evidence on behaviour and
situations that can qualify as agreements because of abundant factual
evidence. It has tried to extend the concept of `concerted practice' in order
to cover this hole. This reaction is presumably a consequence of the
considerable frustration that the Commission must have felt in dealing
with counterfactual behaviour in order to establish the existence of
concerted practices (in its original de®nition).

For instance, in the PolypropyleÁne decision, the Commission stated in
article 87 that:

toute prise de contact direct ou indirecte entre elles ayant pour objet ou pour effet,

soit d'in¯uencer le comportement sur le marcheÂ d'un concurrent actuel ou poten-

tiel, soit de deÂ voiler aÁ un tel concurrent le comportement que l'on est deÂ cideÂ ,

ou que l'on envisage soit meÃ me sur la marcheÂ . . . peut tomber sous le coup

de l'article 85 paragraphe 1 en tant que pratique concerteÂ e. [All points of direct or

indirect contact between them which have for their object or their effect either

to in¯uence market behaviour in relation to actual or potential competition or to

unveil such competitive behaviour or what is envisaged on the market, shall fall

under article 85, para. 1 as concerted practices.]

The companies involved challenged the interpretation of the
Commission during the administrative procedure by stating (article 88
of the decision) that `la notion de pratique concerteÂ e suppose des actes
manifesteÂ s sur le marcheÂ ' [the concept of concerted practice presupposes
demonstrable action on the market]. In their view, the Commission
should have shown that companies had tried to put into effect what
was allegedly concerted. The case was brought to Court essentially on
this ground (in addition to procedural issues).

The ECJ ®rmly rejected the argument of the Commission that con-
certation (i.e. exchange of information and opinions between ®rms which
can be used as a vehicle to outline common views) could be taken as
evidence of a concerted practice per se. However, it has suggested that
when there is evidence of concertation, the effects on the market could be
presumed. As stated by AG Versterdrof:

It can therefore be maintained that in principle concertation will automatically

trigger subsequent action on the market which will be determined by the con-

certation, whether the undertakings do one thing or another with regard to their
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market policy, that is to say regardless of whether they subsequently behave in a

more or less uniform way in the market.

Effectively what this ruling has done is to declare that the Commission
was wrong on principles but right in its practice. There is still a subtle
difference between the Commission's argument that coordination is per se
a concerted practice and the ECJ ruling that when there is evidence of
concertation, behaviour can be presumed; in the latter case, it is still
possible for a ®rm to overturn the presumption ± namely, to argue that
the content of the concertation has not affected its behaviour: for
instance, because it has put in place commitment mechanisms to prevent
the use of the knowledge gained in the concertation (such as ®ring the
executives concerned).

Legal standards: some conclusions

The main conclusion which emerges from our review of these legal con-
cepts is that the current legal standard is on the whole (if one excludes
some ambiguous statements in Zuiker Unie) one of coordination and not
one of market power. In particular, it does not seem that ®rms which
collectively exercise market power in repeated market interactions can be
considered to have engaged in a concerted practice. In addition, it seems
that the legal norm of coordination is quite general and covers many
different forms. There is no form of coordination which has been explic-
itly excluded from the prohibition.

There is one clear implication from the observation that legal stan-
dards are solely de®ned in terms of coordination ± namely, that behaviour
which is consistent with the collective exercise of market power by ®rms
which act independently is irrelevant to establishing the presence of
unlawful practices. This issue is discussed further in section 4.

The concept of `concerted practices' has evolved a great deal in recent
years. A concerted practice can currently be found on two different
grounds: ®rst, by evidence on the conduct of ®rms (which includes parallel
conduct but also any suspicious conduct which cannot be credibly
explained in terms of `normal' competitive behaviour) supplemented by
evidence on intent; secondly, by evidence on concertation (regarding
practices which can have anti-competitive effects) from which conduct
in the market can be presumed.

Because of this evolution, one can wonder whether the distinction
between agreements and concerted practices is still very meaningful.
Both can be established from direct evidence of coordination and the
only difference is that evidence may be weaker for concerted practices.
Hence, it seems that any agreement is a fortiori a concerted practice.
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In this context, it would clarify matters a great deal if the Commission or
the ECJ were to state explicitly that the legal standard is indeed one of
coordination, and furthermore that coordination can be established either
by direct evidence or by evidence on market behaviour for which coordi-
nation is the only reasonable explanation.

If the legal rule which emerges seems relatively clear, the analysis of
®rms' behaviour and the standards that economic counterfactuals should
meet have remained rather vague (`the normal conditions of competi-
tion'). It is therefore important to evaluate how this analysis has been
undertaken in practice. This is the objective of section 4.

4 Economic counterfactuals in case law

In cases19 where the Commission is trying to establish a concerted practice
on thebasis of behaviour, the analysis of the counterfactualwill be essential.
What the Commission has to show is that the behaviour of ®rms cannot be
explained without resorting to some form of coordination. Importantly,
therefore, it is not enough for the Commission to establish that the beha-
viour of ®rms is consistent with some prior form of coordination: it has to
show that the observed behaviour cannot be explained in terms of alter-
native competitive processes which do not involve coordination. The ECJ
has indeed ®rmly established that in case of litigation, the burden of proof
falls on the Commission (see Guerrin and Kyriazis, 1992).

The next subsections consider some ¯aws in the Commission's reason-
ing that appear in a number of decisions.

Alternative explanations not involving coordination

The Commission has on a number of occasions failed to consider whether
the observed behaviour might be explained without appeal to coordi-
nation. First, the evidence on behaviour brought forward by the
Commission sometimes almost reads like a textbook description of non-
cooperative strategies in repeated games. Such evidence is of course not
indicative of coordination and, as suggested above, is effectively irrelevant
to the prosecution if the legal rule is one based on coordination.

19 Many decisions by the Commission in the area of secret horizontal agreement and
concerted practices are appealed in Court. We reviewed all decisions by the Commission in
the period 1989±95 (whether or not they were appealed in Court) as well as all the important
ECJ decisions in the same period, together with the original Commission decisions relating
to those cases (which may accordingly have been taken prior to 1989). In what follows, we
will focus on the analysis of economic counterfactuals. A more complete analysis can be
found in Neven, Papandropoulos and Seabright (1998).
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The Welded Steel 20 case serves as an illustration of such unconvincing
arguments (admittedly, the factual evidence of concertation was so strong
in this case that the Commission did not have to rely much on interpreting
the behaviour). In particular, the case contains a detailed account of what
economists would refer to as the `trigger of a price war'. For instance in
paragraphs starting at 38, the Commission describes ®rst an exchange of
information between French and Italian producers. At some stage, of®cial
statistics are published with a signi®cant discrepancy from the declaration
of Italian producers. Suspicion then arises, which is con®rmed when a
Belgian producer warns its French competitors that is has found, by
chance, evidence of substantial sales at low prices by an Italian producer
through a small company in BriancË on (France). This triggers a price war,
in which French producers (`nous sommes en guerre') reduce price by
15 per cent. After a few months, prices have returned to their original
level.21 Of course, all this evidence is consistent with the view that ®rms
were acting without coordination. Reporting this evidence has, in our
view, weakened rather than strengthened the case.

In other cases, the Commission has indeed considered whether
observed behaviour could not be explained without coordination. But
the analysis is sometimes unconvincing.

InWood Pulp,22 the Commission also argued that the sequence of price
announcements, as well as the level of prices, could not be explained in a
more competitive framework. Regarding the sequence of price announce-
ments, the Commission noted that the ®rst price to be announced was
almost always met by subsequent ones. The Commission claimed that
such pattern could not arise in a competitive environment because ®rms

20 Producers of welded steel throughout Europe coordinated sales in a number of
national markets (Italy, the Benelux, Germany and France) between 1980 and 1985. Part of
the incentive to coordinate arose because a crisis cartel was established in Germany and
allowed by the Bundeskartellamt. In order to make it effective, imports had to be restricted.
The Commission found ample factual evidence of coordination and 14 companies were
fined, with fines ranging from 20,000 to 1,375,000 ECU (JO L 260, 1989).

21 A similar incident occurred a couple of years later where, in line with the principles
discussed above, there is also evidence of prices creeping up to their original level (rather
than adjusting abruptly).

22 Producers of wood pulp from the United States (organised as an export cartel exempter
under the Webb±Pomerene Act), Canada, the Scandinavian countries and several member
stateswere foundby theCommission to have coordinated prices between 1975 and1981.There
was evidence of numerous contacts between firms but little factual evidence of coordination.
Much of the decision turned on the interpretation of `parallel behaviour', in particular
pre-announcement of prices. As many as 36 companies were fined, with amounts ranging
from 50,000 to 500,000 ECU. The decision was appealed on several grounds. The question of
Community competencewas settled in the firstCourtdecision (27September1988) in favourof
the Commission. The second Court ruling (31March 1993) annulled most of the Commission
decision, except regarding the United States export cartel (JO L 85/1, 1985).
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would normally experiment with different prices before converging to
some equilibrium level. The suggestion that independent ®rms would
normally experiment with different prices seems intuitively appealing,
at least for transaction prices; but pre-announced prices carry little com-
mitment and serve mostly to establish a maximum price for consumers. In
this context, after a ®rst announcement has been made, the best strategy
of an independent ®rm may be to quote the same price: it certainly has no
incentive to quote a higher maximum price as customers would turn to the
®rm having made the ®rst announcement. Quoting a lower price may also
be unattractive, as ®rms would foreclose the option of reaching agreement
on an intermediate price (in between the original announcement and its
lower reply). By meeting the ®rst announcement, subsequent ®rms may
not foreclose any option and thus keep open the possibility of providing
rebates later. Altogether, it is far from clear that the sequence of prices
could not be explained in terms of competitive interactions.

The Commission also considered evidence regarding price levels,
arguing that uniform prices should not be expected in a competitive
environment, given wide differences in the location of customers, in the
cost structure of ®rms and large changes in the exchange rates. According
to the Commission, these factors should have led ®rms to quote different
prices. However, the argument is puzzling: ®rst, it is clear that in a
competitive environment, different suppliers will end up quoting the
same price for a given delivery (say, for a given product, at a given
place and time); low-cost suppliers will make some pro®t but will not
charge lower prices. In this respect, the uniformity of prices, as quoted by
suppliers, is thus perfectly consistent with a very competitive environ-
ment. Second, the Commission seems to argue that the variation of prices
across different types of products and across space is low and that more
variation would be observed if ®rms did effectively compete. Yet, some
degree of discrimination across products and space is consistent both with
competition and some form of prior coordination. It is unclear whether
coordination will always lead to more discrimination. At the very least,
the Commission should have argued its case in more detail.

In Flat Glass,23 the Commission considered a somewhat unusual
form of parallel behaviour which could prove useful in other cases. The

23 Three Italian producers of float glass were found to have violated both article 85 and
86. Regarding article 85, the Commission held that the three producers had coordinated
prices and commercial policies in both the automotive and non-automotive markets. The
Commission brought material evidence of coordination and of parallel behaviour. The
companies were fined between 1,700,000 and 7,000,000 ECU. They appealed and the Court
of First Instance annulled most of the decision (CMLR 302, 1992) because of insufficient
legal standards of proof. It also reduced the fines (cancelling the fine altogether for one firm
and reducing them by as much as six-sevenths for the other two). (JO L 33/44, 1989).
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Commission suggested that ®rms had classi®ed their main customers in a
number of different categories in order to de®ne appropriate rebates. The
Commission argued that such common classi®cation was the result of an
explicit coordination because they did not respect the speci®city of the
relationship between each ®rm and its main customers (for instance,
customers were given rebates proportional to total purchases addressed
to the ®rms in the coordination, rather than proportional to the purchases
addressed to individual ®rms). In principle, the argument seems con-
vincing. However, the Court rejected the evidence brought forward by
the Commission as insuf®cient (and indeed, the factual claim by the
Commission was weak).

The distinction between coordination itself and resulting behaviour

This distinction has sometimes been far from clear. For example, there is
a puzzling analysis of coordination in Wood Pulp. First, the Commission
considered the pre-announcement of prices that ®rms undertook
before each quarter, emphasising the simultaneity of the announcements
(within a few days of each other), the similarity of price levels that
were announced and the fact that the ®rst-price announcement was
almost always met by subsequent ones. However, the Commission
adopted a very ambiguous interpretation of this evidence: effectively,
the Commission could not decide whether these announcements
were the result of a previous process of coordination, and should be
seen as an outcome, or whether these announcements should be seen
as a process of coordination in itself. The ambivalence of the
Commission is most apparent in the following excerpts from the decision
(paras. 107±8):

Les annonces de prix en succession rapide ou meÃ me simultaneÂ ment auraient eÂ teÂ

impossibles sans un ¯ux constant d'information entre les entreprises viseÂ es. [Price

announcements in rapid succession or even simultaneously will be impossible
without a continual ¯ow of information between the enterprises.]
Le systeÁ me des annonces trimestrielles, que les entreprises ont choisi volontaire-

ment, constituait aÁ tout le moins en soi un eÂ change indirect d'information quant aÁ

leur comportement futur sur le marcheÂ . [The system of three-monthly announce-
ments which ®rms have chosen voluntarily constitutes an indirect exchange of
information concerning their future conduct on the market.]

Following the logic that price announcements were a process of coor-
dination rather than the outcome of such a process, the Commission even
went as far as to argue that `prior information exchanges, should be seen
as a separate infringement of article 85 (1)'. This confusion was not lost on
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the defendants and the Court of First Instance. For instance, AGDarmon
states (paras. 242±3 of his opinion):

Is the `common price' the result of the concertation between the undertakings

prior to the announcement themselves . . .? Or does the system of price announce-

ments constitute the machinery of concertation for ®xing that common price? The

lack of clarity in the Commission's position is unfortunate . . . The Commission's

position in this case has the consistency of mercury. Just as one is about to grasp

it, it eludes one, only to assume an unexpected shape.

In theory, the argument that the system of price announcements should
be seen as a process of coordination seems more appropriate. As empha-
sised by KuÈ hn and Vives (1994), the prices that are announced by ®rms
carry little commitment value. Indeed, the actual prices in Wood Pulp
sometimes differed from the announced prices24 (even though the
Commission tried to argue that discrepancies were small). Accordingly,
announced prices could hardly be seen as the decision resulting from a
prior process of coordination. These prices should rather be seen as a
form of what game theorists call `cheap talk'. Accordingly, the ®rms'
announcements can be interpreted as an attempt to establish some focal
point (whether this should be seen a suf®cient evidence of coordination
will be discussed in the next subsection). This interpretation was consid-
ered by the AG in his opinion; he accepted the view that such indirect
information exchanges could be seen as unlawful, but rejected the argu-
ment in the case at hand because of insuf®cient reasoning.

Acceptance of weak reasoning by the defendants

In some cases the Commission could have dismissed more strongly argu-
ments advanced by the defendants. An example is the argument by Solvay
and ICI in Soda-Ash,25 that market sharing could be explained as the

24 However, the combination of pre-announcements with most-favoured customer
clauses can act as a facilitating practice (see Holt and Scheffman, 1987). In the present
case, there is evidence of contracts using most-favoured customer clauses.

25 Whereas Solvay has concentrated its sales of soda-ash on the continent, where it holds
a large market share (> 60 per cent), ICI has a near-monopoly in the United Kingdom
and has never penetrated the continent. An agreement, known as `page 1000', was struck
between the companies in 1945 to maintain the actual market-sharing arrangements which
prevailed at the time. The agreement was formally suspended by the time the United
Kingdom joined the Community. The Commission held that the companies had continued
to coordinate their behaviour to maintain the market-sharing thereafter. The Commission
had evidence of sustained contacts between the companies but not factual evidence of
coordination. The interpretation of `parallel behaviour' ± namely, whether market-sharing
could arise in a competitive condition ± was essential. Fines of 7,000,000 ECU were imposed
on each company. They appealed and the decision was annulled by the Court of First
Instance, on procedural grounds (JO C 341, 19 December 1995±JO L 152/1, 1991).
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equilibrium of a Cournot game. The ®rms argued that `Cournot is char-
acterised by the expectation of undertakings in an industry that other
undertakings will maintain output whatever the individual does'.
According to the expert witness, producers in the soda-ash industry
could thus be expected to concentrate on their home market and refrain
from competition with one another. The Commission dismissed the
expert witness because she proved (in the administrative hearings) to be
unaware of the documentary evidence attached to the statement of objec-
tions. Being ill informed, the Commission argued, she could not reach a
relevant conclusion.

Such a dismissal avoided confronting directly the arguments of the
®rm. These arguments could nevertheless have been seriously questioned
by the Commission. For instance, the reference to Cournot in the ®rm's
submission is clearly a misrepresentation. The ®rms seem to imply that
because Cournot ®rms take rival output as given, any output con®gura-
tion can be seen as the outcome of a Cournot game. This implication is
clearly incorrect and misses the equilibrium condition ± namely, that
®rms' outputs have to be mutual best replies. The Commission could
have argued further that most models of international trade which assume
Cournot behaviour predict signi®cant cross-hauling (bilateral exports).
The absence of market-sharing has actually been considered as a major
attraction of the Cournot framework in international trade, such that it
can account for (widely observed) intra-industry trade. It takes extremely
large barriers to trade to obtain an outcome where ®rms stay in their
home markets.26

Inconsistency of burden of proof

In some cases, the arguments of the Commission regarding ®rm behav-
iour do not seem to be consistent with the allocation of the burden of
proof. Soda-Ash is a case in point. The defendants argued that they did
not penetrate each other's market (with ICI holding close to a monopoly
in the United Kingdom and Solvay holding more than 60 per cent of
continental Europe), simply out of fear of retaliation. Indeed, the defen-
dants could have argued that when ®rms potentially meet in several
markets at the same time, a successful non-cooperative exercise of market
power will typically involve market-sharing.27 This is more likely to occur
when domestic ®rms have a cost advantage at home, which certainly

26 See for instance, Neven and Phlips (1985) and Smith and Venables (1988).
27 See Bernheim and Whinston (1990). Admittedly, the Commission decision was pub-

lished less than two years after the relevant academic paper was published.
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holds in the present case, given the evidence being provided on transport
cost.

The Commission argued that this behaviour could also be seen as the
outcome of explicit coordination:

the possibility of retaliation which Solvay and ICI claim as the reason for their
respective abstention from each other's home market in no way excludes the

existence of an understanding . . . retaliation was the normal sanction for any
breach of the home market principles: the threat of retaliation thus served to
encourage continued cooperation.

The point is well taken but it would help the prosecution only if it were
for the ®rm to show that its behaviour could not be seen as the outcome of
coordination.

5 Conclusions

The ®rst conclusion to emerge from our analysis is that the current legal
standard is one of coordination and not one of market power. Firms
which collectively exercise market power in repeated market interactions
cannot be considered to have engaged in a concerted practice. In addition,
the recent case law suggests that many forms of coordination are pre-
sumed unlawful; neither the Commission nor the Court has ever consid-
ered that some form of coordination might be useful or necessary.

Secondly, the concept of a `concerted practice' has evolved in such a
way that the distinction between agreements and concerted practices may
no longer have much point. In our view, it would clarify matters a great
deal if the Court were to state explicitly that the concepts are equivalent
(recent decisions in any case suggest the Commission no longer attaches
any importance to the distinction).

Thirdly, the analysis of ®rms' behaviour which has been undertaken by
the Commission in recent cases often appears unconvincing, or even
misguided. In the context of a coordination rule, what the Commission
has to show is that ®rms' behaviour cannot be explained without some
underlying process of coordination. The Commission often overlooks
alternative and plausible explanations behind ®rm behaviour, which do
not involve a process of coordination. In particular, the main insights
from the repeated-game-literature (which imply that no coordination may
be needed for the exercise of some market power) have not been fully
absorbed into the Commission's thinking.

Commission decisions are also interesting in terms of the arguments
that they overlook. In particular, the Commission does not try to argue
that circumstances were favourable to the development of some collective
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exercise of market power so that attention is warranted or that concerta-
tion was likely. Such arguments (known as economic plausibility factors)
are however used routinely in United States case law (see Ginsburg, 1993
and references therein) and could serve at least to establish a ®rst-
presumption.

Finally, the Commission has rarely appealed to the existence of facili-
tating practices in order to establish a presumption, a practice which is
also common in United States case law, particularly when it can be shown
that the facilitating practice has been established by the defendants. The
most common facilitating practice that appears in recent cases is the
establishment of a research and information centre on the industry (see
Wood Pulp, PolypropyleÁne, LEDP, PVC,Welded Steel ). Invariably, these
research and information centres have gathered information about ®rms'
behaviour in addition to aggregate statistics and have organised or even
hosted meetings between competitors. The Commission could have taken
a stronger line against such institutions and counted their mere existence a
serious presumption of coordination.
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3 A guided tour of the Folk Theorem

James W. Friedman

1 Introduction

The Folk Theorem suggests the possibility of cooperation through a self-
enforcing agreement. The phrase `Folk Theorem for repeated games' refers
strictly to a theorem stating that a certain large class of single-shot game
payoffs can be obtained as Nash equilibrium payoffs if the game is
repeated in®nitely many times and the players do not discount their
payoffs (Aumann, 1960). It refers more broadly to similar results, sup-
ported by subgame perfect equilibria (SPEs), for games that are ®nitely
repeated and in®nitely repeated games in which players may discount
payoffs. Perhaps the most striking implication of these results is the
possibility of apparently cooperative outcomes in non-cooperative
games when these games are knowingly played many times by a ®xed
collection of players.

I have been aware of, and impressed by, the work of Louis Phlips for
about a quarter of a century. His work on competition policy is meticu-
lous and distinguished. The topic of my contribution bears on competi-
tion policy, because the Folk Theorem literature spells out means by which
®rms can attain outcomes that appear collusive without, necessarily,
engaging in overt collusion ± or, indeed, even discussing together what
to do.

In®nite horizon oligopoly is a well known example of a repeated game.
The Cournot model is the most widely taught example and it is typical in
that the Cournot equilibrium (i.e. the Nash equilibrium of the single-shot
Cournot market) generally results in a payoff pro®le that lies inside the
payoff possibility frontier. However, if the Cournot market is in®nitely
repeated, then it may be possible to achieve virtually any payoff pro®le on
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the frontier. This result is a two-edged sword. On one hand, it provides a
theoretically well grounded foundation for cooperative payoffs when bind-
ing agreements are impossible ± that is, it shows how ®rms can collude by
means of self-enforcing agreements. On the other hand, it shows that
almost any payoff outcome is a theoretical possibility, which robs the
model of predictive power.

My purpose in this chapter is to review the meaning and signi®cance of
the Folk Theorem in both the narrow and the broad senses. To do this I
will refer to a number of models and theorems, relate them to each other
and relate them to the commonsense interests of economists in their roles
as scholars and policy advisors. The coverage will vary in comprehen-
siveness; the main purpose of this chapter is to provide suf®cient intro-
duction to the Folk Theorem literature to give a good intuitive sense of
some of the main results and to provide further readings. In section 2 a
model will be speci®ed that should orient the reader and provide helpful
tools for understanding the rest of the chapter. Section 3 discusses the
Folk Theorem in the narrow sense and notes various questions and
objections that the original Folk Theorem raises. A prominent objection
is that the result is ¯awed because the equilibrium strategies seem to rely
on unbelievable threats. This is discussed in section 4 where results are
reviewed that solve this dif®culty. Section 5 considers whether the pre-
dictive power can be sharpened, whether the results critically depend on
the discontinuous nature of the equilibrium strategies used in proofs, and
whether single-shot games can be brought within the scope of the theo-
rems. While single-shot games cannot come within the purview of the
Folk Theorems, it is seen in section 6 that some ®nite horizon games can
be covered. The general nature of the Folk Theorem equilibria is that
players are expected to behave in a particular way and, when some player
does not choose as expected, she is punished. Clearly this requires that
players have some ability to monitor other players' choices. In section 7
the extent of that ability is examined. Section 8 examines Folk Theorem
results for games that go beyond the repeated-game-framework by per-
mitting the payoff function of time period t to depend on the past choices
of the players ± that is, there are state variables in the model. Finally, in
section 9, some concluding remarks are offered.

2 Some basics

The basic framework of repeated games is presented below. First, a
conventional strategic game (the single-shot game) is described. This
chapter is concerned mainly with repeated games in which this single-
shot game is repeated at regular intervals, either in®nitely, or for a known,
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®xed number of times.1 A striking aspect of the Folk Theorem is that
equilibria are possible in which a player may obtain in each play of the
single-shot game a payoff that is distinctly below the payoff associated
with any Nash equilibrium of the single-shot game itself. The greatest
lower bound on this payoff is called the player's minmax payoff.
Following the speci®cation of the single-shot game, the repeated game
is characterised for discounted in®nitely repeated games and for ®nitely
repeated games. Given that payoffs in the single-shot game ÿ are bounded,
the payoffs in these two classes of repeated games are clearly bounded.
The speci®cation of the repeated game must be derived in a natural
way from the underlying single-shot game, the information that will be
obtained by players over time and the time preferences of the players.

Imagine a standard strategic game that is speci®ed by the triple
ÿ � N,S,Ph i where (i) N � f1, . . . , ng is the ®nite set of players, (ii) S �
�i2NSi is the strategy space of the game with Si � <m being the strategy
set of player i and (iii) P � �P1, . . . ,Pn� is the pro®le of payoff functions
with Pi : S ! < being the payoff function of player i. For each player i in
a game ÿ certain payoffs are called individually rational; these are payoffs
that exceed the lowest payoff vi to which player i can be forced by the
other players. That is

vi � min
sÿi 2Sÿi

max
si2Si

Pi�sÿi, si�

Let v � �v1, . . . , vn�. For any Nash equilibrium payoff pro®le x in the
game ÿ, the relationship v � x must hold. This is easily illustrated by a
Cournot duopoly game in which inverse demand is given by p �
maxf0, 61ÿ q1 ÿ q2g, each ®rm has a marginal cost of one, ®xed cost is
zero and the output of each ®rm must be between zero and 60. Thus N �
f1, 2g, Si � �0, 60� and Pi�q1, q2� � qi maxf0, 61ÿ q1 ÿ q2gÿ qi. It is easily
veri®ed that the Nash equilibrium is uniquely (20, 20) with associated
payoffs of 400 for each player. The minmax payoff pro®le is v � �0, 0�.
To see this, note that the strategy pro®le (0,60) forces player 1 to a payoff
of zero; if player 2 chooses q2 � 60 then player 1 maximises her payoff by
choosing q1 � 0 and achieving a payoff of zero. Similarly, the choice of 60
by player 1 will force player 2 down to a payoff of, at most, zero.

A repeated game occurs when, typically, the setN of players will play the
gameÿ repeatedly at ®xed time intervals that wemay denote t � 0, 1, 2, . . . ,
T ÿ 1witheachplayer iknowing,beforechoosingsit 2 Si attime t, theactual
history of choices ht � �s0, s1, . . . , stÿ1� 2 St made by everyone in the past.

1 In section 8 the possibility of playing a fixed, varying sequence of games is discussed and
also the possibility of playing a sequence of games in which the game at any period depends
on past choices.
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For ®nite T the repeated game is called ÿT , indicating that ÿwill be played
T times and the in®nitely repeated game is called ÿ1. The condition that
at time t each player knows ht, is called perfect monitoring.

Complete speci®cation of ÿT , for either ®nite or in®nite T, requires that
(i) the repeated-game-strategy sets of the players be derived from the single-
shot strategy sets Si and the information conditions of the repeated game,
(ii) discount parameters � � ��1, . . . , �n� must be speci®ed and (iii) the
repeated-game-payoff functions be speci®ed as functions of the repeated-
game-strategy pro®les. That is, ÿT � hN,ST , �,P i needs to be de®ned
where ST

i is the repeated-game-strategy set of player i, �i 2 �0, 1� is the
discount parameter of player i andPi : S

T ! < is the repeated-game-pay-
off function of player i. It will help to avoid confusion if elements of Si are
calledmoves, because they are naturally regarded as moves in the repeated
game, and the word strategy is reserved for repeated-game strategies.

Let H � f�s0, s1, . . . , stÿ1� 2 Stjt � 1, . . . ,Tg denote the set of histories
of the game ÿT . It is understood that the null history ; 2 H. Thus the set
of histories associated with time t is St, the t-fold product of S with itself,
and H can also be written as f;g �T

t�1 S
t. If T is ®nite, ÿT is a ®nitely

repeated game. The set of histories can be partitioned into the set Z
of terminal histories and the set HnZ of non-terminal histories. At each
non-terminal history each player imust choose a move from Si while, at a
terminal history, the game ends. For in®nitely repeated games, all ®nite
histories in H are non-terminal and all in®nite histories are terminal. A
strategy for player i in the repeated game ÿT is a function �i : HnZ ! Si ±
that is, a strategy for player i is a function that associates with each
possible non-terminal history a speci®c move in Si. S

T
i � f�ij�i�h� 2 Si,

h 2 HnZg is the set of repeated-game strategies and ST � �i2NS
T
i is the

set of repeated-game-strategy pro®les.
Except as occasionally and speci®cally noted below, I will take the sets

Si to be compact and convex, and will assume that players always choose
pure strategies and that there are no other sources of randomness in
the game. Thus a speci®c strategy pro®le � � ��1, . . . ,�n� 2 ST will
clearly cause a speci®c terminal history, denoted h� � �s�0 , s�1 , . . . , s�Tÿ1�,
to be played where s�t 2 S, for each player i and time t � 0, s�it � �i�s�0 ,
s�1 , . . . , s

�
tÿ1� and s�i0 � �i�;�. The payoff of player i associated with the

single-shot game at time t is, given the strategy pro®le �, Pi�s�t �. If player i
discounts using the discount parameter �i 2 �0, 1�, then the repeated-
game-payoff function of player i is de®ned as

Pi��� �
XT
t�0

�tPi�s�t �
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Letting P � �P1, . . . ,Pn� and � � ��1, . . . , �n�, we may write ÿT �
N,ST , �,P
ÿ �

. If the game is in®nitely repeated it may be denoted ÿ1

and if payoffs are not discounted, with a slight abuse of notation, the
game is denoted ÿT � N,ST , 1,P

ÿ �
to signify that � � �1, . . . , 1�.

Sections 3 and 4 review the most basic Folk Theorem material. The
results in section 3 are apparently due to Aumann (1960). Aumann's
theorem permits equilibrium behaviour that can be interpreted as non-
believable threats. This behaviour is eliminated by the further results in
section 4, which are due to Rubinstein (1979) for in®nitely repeated games
without discounting and Fudenberg and Maskin (1986) for in®nitely
repeated games with discounting.

3 The (original) Folk Theorem

Apparently during the 1950s various people became aware that the Nash
equilibrium payoff pro®les of in®nitely repeated games without discount-
ing went far beyond the payoff pro®les generated by the repeated play of
single-shot Nash equilibria. Some early writings of Aumann (e.g. 1960)
bear on this as does Luce and Raiffa's (1957, section 5.5) discussion of the
repeated prisoners' dilemma. Theorem 1 is the original Folk Theorem, the
result that was known in some game-theory circles many years ago.2 In
the theorem the overtaking criterion is used to evaluate in®nite sums. One
in®nite sequence of payoffs fxtg1t�0 is preferred to a second sequence
fytg1t�0 according to the overtaking criterion if, after some ®nite time
T �, the sum of payoffs under the ®rst sequence is always larger than the
sum under the latter ± that is,

PT
t�0 x

t >
PT

t�0 y
t for all T > T�.

Theorem 1: Let ÿ1 � N,S1, 1,Ph i be an in®nitely repeated game with-

out discounting, based on the single-shot game ÿ � N,S,Ph i, and let x 2 < n

be an achievable payoff pro®le in ÿ (i.e. there exists some s0 2 S such that

P�s0� � x). Then if x � v there exists a strategy pro®le �0 2 S1 that is a

Nash equilibrium of ÿ1 for which the payoff pro®le in every period of play is x.

Proof: Denote by s0 2 S the single-shot strategy pro®le that achieves x,

let zi � maxsi2Si
Pi�s0ÿi, si� be the largest possible payoff player i could

achieve in a single period by maximising against s0ÿi and let ui 2 S be a

single-shot strategy pro®le that achieves the minmax payoff of player i.

(That is, Pi�ui� � minsÿi 2Sÿi
maxsi2Si

Pi�sÿi, si� � vi.) De®ne the strategy

pro®le �0 as follows: (i) �0
i�;� � s0i, (ii) for any non-terminal h 2 H

2 To my knowledge, the first formal, published statement of theorem 1 is in Aumann
(1960).

The Folk Theorem 55



such that h � �s0, . . . , s0�, �0
i�h� � s0i, (iii) for any other non-terminal h �

�s0, . . . , st� ®nd the earliest time � for which s� 6� s0 and the player with
the lowest index j for which sj� 6� s0j, and then set �0

i�h� � u j
i for each

player i 2 N. Clearly, the payoff sequence �xi, . . . , xi, zi, vi, . . .� is over-
taken by �xi, . . . , xi, xi, xi, . . .�. &

What drives this proof is exceedingly clear: if a player i deviates from �0
i

at some time t this deviation is immediately known before the next round
of choices is made, permitting the other players to punish player i in
perpetuity by driving her payoff to vi ever afterward. The maximum gain
that player i can obtain is ®nite ± namely, zi ÿ xi ± and the subsequent loss
is xi ÿ vi which, when carried out forever, is unbounded. In effect, the
in®nite repetition of the game permits the players to make a non-binding
agreement to select some s 0 in each repetition of ÿ and to punish deviators
from this agreement in a fashion consistent with Nash equilibrium.
Apparently, an agreement might be self-enforcing if present actions are
subject, when needed, to later discipline.

Very few proofs will be found below; however, the proof above is
useful to present because it is simple, it makes clear precisely what causes
the result to be true and it is typical of the proofs of many of the theorems
that will be discussed below. Later proofs will either be omitted or brie¯y
sketched. Like the proof above, the proofs of theorems below are typically
based on constructing a strategy pro®le that satis®es the conditions of the
theorem.

Two major implications ¯ow directly from this theorem and some
perplexing questions are also raised by it. The ®rst implication is that
virtually any payoff pro®le x for a single-shot game ÿ that is a cooperative
game-solution can, according to theorem 1, be supported as a Nash
equilibrium payoff in each period of the repeated game. To take a pro-
minent cooperative game-solution concept, the core is a subset of the
payoff pro®les that weakly dominate v and is also a subset of the payoff
pro®les on the payoff possibility frontier. Thus an attainable payoff
pro®le x such that x � v with xi � vi for at least one player i would
not be sustainable under the conditions of theorem 1, but could be in
the core; however, any core payoff pro®le satisfying x � vwould be in the
core. Similarly, the Shapley value and its non-transferable utility general-
isations would be sustainable under the conditions of the theorem for
nearly all games as would the Nash bargaining solution and other two-
person bargaining solutions such as that of Kalai and Smorodinsky. The
second implication is that the Folk Theorem is lacking in predictive
power: that any feasible, individually rational payoff pro®le of ÿ can
be supported means that anything vaguely reasonable can be supported.
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Questions raised by theorem 1 include: (i) Are these equilibria based on
punishments that players can be expected to carry out? (ii) Is there a
natural way to reduce the set of payoff pro®les that can be supported in
equilibrium in order to provide more predictive power? (iii) Is the in®nite
repetition of the game absolutely necessary? (iv) Do the results require the
discontinuous behaviour embodied in the strategy pro®le �0 that is used in
the proof of the theorem? (v) Must the intertemporal game be a strictly
repeated single-shot game ± that is, could the intertemporal game be
either a sequence of varying single-shot games or be a sequence of
single-shot games in which the exact nature of the game at time t depends
on the earlier behaviour of the players? (vi) Will the results change if
players, at time t, have inexact or partial information about the earlier
choices of other players? (vii) Is anything fundamentally different if the
single-shot game ÿ is ®nite so that �i�h� is a probability distribution over
the (®nite) set of single-shot game pure strategies of player i ? Each of
these questions will, to some extent, be addressed in subsequent sections.

4 Credibility of theorem 1

A moment's thought will make clear that it is not in a player's interest to
punish a defector forever, because such behaviour is not, in general, a best
reply to the strategies of the other players. The missing element is that the
punishment that players carry out against a defector must be in the
interest of the punishers to carry out; otherwise it is not credible. We
will see below that credibility is implied by subgame perfection ± that is,
by the requirement that the strategy pro®le be a Nash equilibrium when
restricted to any subgame of the original game, whether or not that
subgame would be encountered along the path of play generated by the
strategy pro®le from the beginning of the game.3 In particular, this must
hold even for subgames that will never be encountered when the players
stick to their equilibrium strategies from the start. Theorem 2 of
Rubinstein (1979) shows that the Folk Theorem can be restated with
the substitution of `subgame perfect equilibrium' (SPE) in place of
`Nash equilibrium'. Following that, a parallel result, due to Fudenberg
and Maskin (1986), is stated that extends these results to in®nitely
repeated games with discounting.

Consider the duopoly game mentioned above. For player 2 to punish
player 1, player 2 must choose q2 � 60 and receive a payoff of ÿ60
forever. Player 2 would be better off choosing q2 � 0 and it is natural

3 The point of subgame perfection is to impose optimal (Nash equilibrium) play on parts
of the game that are not encountered along the equilibrium path.
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to believe that player 1 would understand this. That is, following the
equilibrium strategy pro®le, the players will experience the history
h�

0 � �s0, s0, . . .�, punishment is called for if some other history occurs
(i.e. if some player i deviates from s0i); if player 1 deviates in the duopoly
game, then a subgame occurs within which player 2 is not selecting a best
reply to the behaviour of player 1. Player 2 incurs a punishment cost that
is too high to be in his interest. It would make more sense if the punish-
ment meted out by player 2 had a ®nite duration after which higher
payoffs were received by player 2 and if, given the defection of player 1,
carrying out the prescribed punishment would bene®t player 2 more
than failing to carry it out. That is, the threats and punishments would
be credible if �0 were an SPE. Then, following any physically possible
history at time t (i.e. following any h 2 St), the strategy pro®le �0 would
induce a Nash equilibrium on the subgame commencing at history h and
no player could pro®tably shirk from any prescribed punishment that he
was supposed to carry out under �0. This credibility problem was recog-
nised and solved in Rubinstein (1979) by the following theorem.

Theorem 2: Let ÿ1 � N,S1, 1,Ph i be an in®nitely repeated game with-
out discounting, based on the single-shot game ÿ � N,S,Ph i, and let x 2
<n be an achievable payoff pro®le in ÿ (i.e. there exists some s0 2 S such
that P�s0� � x). Then if x � v there exists a strategy pro®le �0 2 S1 that
is an SPE of ÿ1 for which the payoff pro®le in every period of play is x.

The proof of this theorem differs from that of theorem 1 by construct-
ing a somewhat different strategy pro®le �0 under which deviations from
equilibrium behaviour are followed by a two-phase response from the
other players. The ®rst, called the punishment phase, punishes the defector
and the second, called the reversion phase, restores play to s0. This two-
phase design is crafted so that a punishing player will be better off
carrying out the prescribed punishment. To be more precise, when a
player i deviates from the behaviour prescribed by �0

i then that player
is forced to her minmax payoff vi for a ®nite length of time that is long
enough to render the deviation unpro®table; following that punishment
phase, �0 directs that the players return to choosing s0 (unless and until
another deviation occurs). The strategy pro®le is also designed so that, if
some player j among those charged with carrying out the punishment
should deviate from the required punishing behaviour, then that player is
punished by forcing him to his minmax payoff vj for a long enough time
to make his deviation unpro®table.

Discounting causes additional dif®culties as compared with the no-
discounting case. The problem is that, when a player deviates, the reward
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is immediate while any punishment in response to the deviation takes
place starting in the future and extending further into the future.
Consequently, a deviation that yields player i an extra payoff of 10 at
time t cannot be rendered unpro®table by reducing that player's payoff by
2 for each of the next ®ve periods. The gain is 10 while the loss is
2�i�1� �i � �2i � �3i � �4i �; indeed, if � < 5=6, taking away 2 units per
period forever will not make the deviation unpro®table. Thus whether
a particular individually rational payoff pro®le can be supported by an
SPE strategy pro®le depends on the values of the players' discount param-
eters; however, if the discount parameters are large enough, then the
required strategy pro®les are constructed somewhat along the lines of
those for theorem 2. The basic result is due to Fudenberg and Maskin
(1986).

Theorem 3: Let ÿ1 � N,S1, �,Ph i be an in®nitely repeated game with

discounting, based on the single-shot game ÿ � N,S,Ph i, and let x 2 <n be

an achievable, individually rational payoff pro®le in ÿ. Then there is a

pro®le of values 0 � �� � 1 of the discount parameters such that if � �
�� there exists a strategy pro®le �0 2 S1 that is an SPE of ÿ1 for which

the payoff pro®le in every period of play is x.

A related result, due to Friedman (1971), is worth mentioning, partly
because it appeared rather early in the development of this literature and
partly because it deals with an interesting subset of possible equilibria.
This result proves the existence of SPEs in models with discounting that
support payoff pro®les that strictly dominate some single-shot Nash
equilibrium payoff pro®le using extremely simple strategies. The equilib-
rium strategies are similar to those in theorem 1 except that, in place of
forcing a deviating player to her minmax payoff following a deviation, the
players instead revert to choosing a single-shot Nash equilibrium pro®le.
Such strategies are called trigger strategies owing to their characteristic of
calling for one particular action pro®le s0 and then, when any deviation
occurs, triggering a change to some speci®c alternative pro®le sc that is
selected irrespective of who deviated, when the deviation occurred, or the
size of the deviation. Because the reversion is to such a pro®le, the
equilibrium is subgame perfect and the reversion can continue forever.
This result, then, has the advantage of using equilibrium strategies with a
very simple structure and has the disadvantage that fewer payoff pro®les
can be supported by such strategy pro®les (only those pro®les with
payoffs above single-shot Nash payoffs rather than pro®les with payoffs
above v).
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5 Scope and appeal of theorems 2 and 3

This section addresses items (ii), (iv) and (vii) from the discussion at the end
of section3± that is, can thenumberof supportedpayoffpro®lesbe reduced,
is behaviour based on discontinuous decision rules a necessary condition
of equilibrium and can the theory handle ®nite single-shot games? Taking
the last question ®rst, suppose for the moment that the sets Sj are ®nite
and denote by þj the corresponding set of mixed strategies for player j in
the single-shot game ÿ.

The problem posed by ®nite games is that one player i cannot observe
the probability distribution ÿj 2 þj that player j uses. Player i observes
only the realisation of ÿj that player j implements; therefore, it is not clear
that an arbitrary individually rational payoff pro®le P�ÿ� � v can be
supported by a subgame perfect strategy pro®le in the in®nitely repeated
game. There are two ways to deal with this dif®culty. One way is to
assume it away; to assume that the probability distributions ÿ are observ-
able. A more acceptable solution is to show that P�ÿ� is within an
arbitrarily small " of a payoff pro®le that can be attained by a determi-
nistic sequence of choices, fskgKk�1 � S for ®nite K. That is, the payoff
pro®le P�ÿ� is a convex combination of several payoff pro®les that are
associated with pure strategy pro®les. If the weights of the convex com-
bination were all rational numbers, then P�ÿ� could be attained by a ®nite
sequence of deterministic choices. If the weights are not rational, then the
payoff can be approximately attained with a deterministic sequence of
choices. Details may be found in Fudenberg and Maskin (1991).

Turning now to whether the set of supported payoff outcomes can be
reduced, the results in section 4 make clear that bringing in subgame per-
fection has no effect. As there appears to be nothing inherently objection-
able to any particular SPE, there may be no natural re®nement to suggest.
Friedman (1971) did suggest a selection rule for trigger strategy equilibria
(i.e. equilibria for which the punishment is reversion to single-shot Nash
equilibrium behaviour) which is called the balanced temptation equilib-
rium. Suppose the trigger strategy equilibrium is given by s0, sc

ÿ �
where s0

is the action pro®le the players expect prior to any deviation and sc is a
single-shotNash equilibrium thatwill be implemented following any devia-
tion. The de®ning feature of the balanced temptation equilibrium is that

maxsi2Si
Pi�s0ÿi, si� ÿ Pi�s0�

Pi�s0� ÿ Pi�sc�
� maxsj2Sj

Pj�s0ÿj, sj� ÿ Pj�s0�
Pj�s0� ÿ Pj�sc�

�3:1�

for all players i and j. The numerator in (3.1) is the maximum one-shot
gain to a player and the denominator is the reduced payoff per period that
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will ensue following a deviation. Thus the higher this ratio, the more
appealing a deviation. If players were negotiating over some Pareto
optimal payoff pro®le to support with trigger strategies, this criterion
might stand out as an attractive candidate.

Another observation on this question is that we ought not to expect a
highly abstract model to specify a unique equilibrium. The very generality
of the model, its freedom from institutional and historical detail, make
uniqueness appear unreasonable to expect. At the same time, when amodel
is specialised to deal with a particular applied situation, there may be
institutional or historical facts that are relevant and that will serve to
greatly reduce the set of believable equilibria.

Empirically observed behaviour in repeated games is hard to come by.
The main source of which I am aware is the experimental laboratory;
however, in an experiment the subjects are necessarily in a ®nite horizon
game. The laboratory setting presents another dif®culty; one can observe
what players actually choose to do, but one cannot observe what they
would do in situations that have not arisen. So, for example, if players
consistently choose some s 0 that is not, itself, a single-shot Nash equilib-
rium, we cannot tell what a player might do in the event of a deviation
from s 0. There have been experiments in which subjects have behaved
consistently with Folk Theorem equilibria; however, the underlying stra-
tegies giving rise to their choices is not entirely clear. The evidence is
suggestive and encouraging, because it has involved such circumstances as
oligopoly experiments with subjects choosing joint pro®t maximising
outputs or prices and prisoners' dilemma games with subjects choosing
to not confess.4 These choices have frequently been followed until only
a few periods before the end of the game at which time the players have
reverted to single-shot Nash behaviour. In the oligopoly games the rever-
sion would often be gradual, taking two or three periods to be completed.

Turning now to the necessity of discontinuous decision rules, there is
something rather severe in meeting any deviation by player i, whether
small or large, by the same response. This response is designed so that it
can effectively punish the most pro®table deviation; one size ®ts all. This
is like having a criminal code that punishes all infractions from overtime
parkingtomurderwith lifetime imprisonment.Notonlydoescommonsense
rebel, but it is implausible that people would actually be willing to carry
out such policies despite their desirable theoretical properties. Of course,

4 See, for example, Friedman (1967) and Rapoport and Chammah (1965). The former
deals with repeated duopoly games in which much time is spent at the same point on the
Pareto frontier with a breakdown of cooperation near the end. The latter is similar, but in a
repeated prisoners' dilemma.
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in the world of our complete information models with players who never
make inadvertent errors, no player ever deviates and no punishments ever
need to be carried out; however, it is appealing to have a variant to
theorem 3 that shows that the equilibrium strategy pro®les can employ
continuous decision rules: that is, rules under which the smaller the
deviation, the smaller the change in the behaviour of the players and, as
the size of a deviation goes to zero, the change in the other players' choices
goes to zero. This is done in Friedman and Samuelson (1990, 1994).

The (1990) paper deals with games in which the most severe punish-
ment is to revert to single-shot Nash equilibrium and the (1994) paper
proves a counterpart to theorem 3 for continuous strategies. The basic
idea is more easily explained for (1990) with the help of ®gure 3.1.
Suppose the payoff outcome to be supported is P(s�) and that P�sc� is
a Nash equilibrium payoff of ÿ. The repeated-game-equilibrium payoff
pro®les always call for choosing a point on the line connecting P(s�) and
P�sc�. At the beginning, the strategies call for choosing s� and for con-
tinuing this choice until some player j defects. Suppose a defection occurs
with player j choosing s0j . The size of the defection is measured by the
amountPj�s�ÿj, s

0
j � ÿ Pj�s��± that is, by the extra payoff the defector obtains

in the period of defection. If Pj�s�ÿj, s
0
j � ÿ Pj�s�� � 0 the defector actually

does not gain and no defection is deemed to have occurred. Otherwise,
following the defection, the equilibrium strategy pro®le calls for choosing
a point on the line segment connecting P(s�) and P�sc� whose distance
from P(s�) is proportionate to Pj�s�ÿj, s

0
j � ÿ Pj�s�� as long as the required

movement does not go below P�sc�. Thus a very small defection causes a
very small punishment and, as the size of the defection goes to zero, the
size of the punishment goes to zero. The most severe punishment will take
the players to the single-shot Nash payoff pro®le but, in general, the size

·

·

P2

P1

P(sc)

P(s*)

Figure 3.1 The continuous Folk Theorem
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of the punishment will be in proportion to the size of the defection as
measured by the short-term gain to the defector.

The equilibrium strategies are also designed so that the level of punish-
ment diminishes over time. Suppose that some player has defected at time
t and then, at time t� 1, all players adhere to the equilibrium strategy
pro®le and choose actions that put them at the appropriate point between
P(s�) and P�sc�. Then, in subsequent periods, t� 2, t� 3, and so on, the
equilibrium strategy pro®le directs the players to choose action pro®les
giving them ever-higher payoffs that converge to P(s�). In general, when-
ever the players are choosing on the line segment between P(s�) and P�sc�
and are below P(s�), the strategies call for moving upward over time
toward P(s�) and if a defection occurs from some point below P(s�),
the strategies call for a downward movement relative to the point to
which they would have gone had there been no defection. In this way
the equilibrium strategy pro®les are forgiving, in contrast to the grim
trigger strategy pro®le.

The generalisation of Friedman and Samuelson (1990) that is carried
out in (1994) requires more complicated strategies to mirror the need to
tailor the punishment to the identity of the defector. Thus a defection calls
for a move toward the minmax payoff of the defector and the exact
upward movement of payoffs following a defection also depends on
who defected. But the basic elements are the same: the size of punishment
is proportionate to the pro®tability of the defection, the largest punish-
ment puts a player at her minmax payoff and the equilibrium strategies
are forgiving in the sense that they move toward higher payoffs over time
after a punishment process is started.

6 Finite repetition

Finitely repeated games raise two questions. The ®rst is whether the Folk
Theorem results can be extended to ®nitely repeated games. The short
answer, discussed on p. 64, is `yes', as long as the single-shot game has
multiple Nash equilibrium outcomes. This result leads to the second
question: why do we observe cooperative play in laboratory experiments
employing ®nite repetition and single-shot games having a unique Nash
equilibrium? This will be discussed on p. 65.

The Folk Theorem in ®nitely repeated games

It is clear from the results reviewed thus far that, under SPE play, the
ability to obtain payoff outcomes that differ from single-shot Nash
payoffs depends critically on the ability to punish deviations at time t
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after those deviations have occurred. When the time horizon is in®nite,
there is always a future time in which to do this; however, deviation at
time Tÿ 1 in a T-period game cannot be punished: that is, players must
choose a single-shot Nash action pro®le in the last period of a ®nitely
repeated game. It follows immediately from this that, if the Nash equili-
brium ofÿ is unique, then any SPE of ÿT must call for choosing this unique
action pro®le in each play of ÿ. The argument is by backward induction:
in the ®nal period, nomatterwhat the history of the game, only the (unique)
single-shot Nash action pro®le can be chosen; in the second to ®nal
period, there is no way to in¯uence the ®nal period through the current
period choice, so that only the single-shot Nash action pro®le can be
chosen; and so forth.

If the single-shot gamehas severalNash equilibria, the situation changes,
because itmaybepossible to punish in periodTÿ 1 for adeviation at period
Tÿ 2.Suppose that thereare twosingle-shotNashequilibria, s 0 and s 00, such
that P�s0� � P�s00�. For a Nash reversion (i.e. trigger strategy) SPE, the
repeated-game-strategy pro®le would call for choosing some s� where
P�s�� � P�s00� for periods t � 0, . . . ,T ÿ k or until a deviation occurs
(whichever is ®rst), and then choosing s 0 in periods Tÿ k� 1, . . . ,Tÿ 1.
Suppose, for example, that the game is symmetric and, for each player,
Pi�s�� � 10, Pi�s0� � 5, Pi�s00� � 1 and a deviation at any time would bring
an increase in payoff of 7. Choose k � 3, assume no discounting and
suppose a player deviates at time t < T ÿ 2. The deviator's payoff is
t � 10� 17� 1 � (Tÿ tÿ 3)� 1 � 2; her payoff if she had not deviated would
have been t � 10� 10� 10 � (Tÿ tÿ 3)� 5 � 2. The former minus the latter is
7ÿ 9�T ÿ tÿ 3�ÿ4 � 2 < 0.The immediategainof7 isoffsetby twoperiods
at the end in which payoff drops by 4 per period. Deviation earlier that t �
T ÿ 3 is even more costly. Deviation in periods Tÿ 2 or Tÿ 1
produces no gain in the period of deviation and, for deviation at Tÿ 2,
a further loss of 4 in the ®nal period.

An essential feature of the equilibrium strategy pro®le is that there are
one or more periods at the end of the game when the players are choosing
single-shot Nash action pro®les. The length of this endgame phase depends
on the difference between the payoff of each player when no deviations
have occurred and when punishment is taking place. If the game is
repeated suf®ciently many times (more than two for the example above),
then it is possible to have equilibrium strategy pro®les that are like those
in theorem 3 until the endgame phase where either a non-punishing or a
punishing single-shot Nash action pro®le is chosen, depending on the
history of the game to that point.

The proof of existence of SPEs in ®nite horizon repeated games that
support any individually rational payoff pro®le is in BenoõÃ t and Krishna
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(1985). A more limited result, applying to Nash reversion strategies
and supporting only payoff pro®les that give each player a payoff larger
than the smallest single-shot Nash payoff that player could receive is
Friedman (1985).

Theory clashes with experimental evidence

Rapoport and Chammah (1965) report considerable cooperative play in
repeated, ®nite horizon prisoners' dilemma games played under complete
information. This behaviour is persistent, it is not subgame perfect and
others have reported similar behaviour (e.g. Friedman, 1963). I have often
pondered what I would do as a subject in a ®nitely repeated game with a
unique Nash equilibrium and have concluded that, if the number of
repetitions were numerous (say, over 20), I would give cooperation a
chance. If the other player would go along, both would have much to
gain. I would cease the cooperative play late in the game or when the other
player did so ®rst. A few early trials of cooperative behaviour on my part
would risk a small cost in return for possibly large gains.

In attempting cooperation, I would be gambling that the other player is
not `rational' (i.e. that the other player does not analyse the game in the
conventional way and under the conventional assumptions). This is pre-
cisely the thrust of Kreps et al. (1982), who show that it is rational for a
player to give cooperation a chance in a ®nitely repeated prisoners'
dilemma if the player places suf®cient probability on the other player
being `irrational' in a speci®c way. In their case, the irrationality is that the
other player is dedicated to tit-for-tat (the other player chooses at time t
whatever you chose at time tÿ 1).

7 Imperfect monitoring

To this point it has been assumed that, at any period t, each player knows
what all players have chosen in all past periods. Such an assumption,
called perfect monitoring, is likely to be violated in many circumstances
and it is important to know whether its violation causes the demise of the
Folk Theorem. At one extreme, where there is no monitoring, Kaneko
(1982) has shown that the only possible SPEs are strategy pro®les that call
for single-shot Nash actions in all periods. By no monitoring is meant that,
at any time t, a player has received absolutely no information indicating
what other players have chosen in the past. In a game this will generally
mean that a player does not even know what single-period payoffs she has
achieved thus far. Kaneko's result is not surprising and, of course, there
remains a large intermediate terrain between no monitoring and perfect
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monitoring. As far as I am aware, this terrain was ®rst explored by Porter
(1983) and Green and Porter (1984) and then was expanded importantly
by Abreu, Pearce and Stacchetti (1986, 1990). Further work has been
done; important results along with many references may be found in
Fudenberg, Levine and Maskin (1994).

To see how the nature of monitoring can affect the set of possible
equilibria, consider ®rst a conventional Cournot oligopoly with n ®rms.
Suppose that individual output levels cannot be observed, but that market
price can be observed. Any deviation from a prescribed output level by a
single ®rm will result in a change in market price; therefore, price will
contain enough information for the ®rms to determine deviations. Now
alter the model along the lines of Green and Porter (1984) so that demand
has a stochastic component. When the market price is observed, a ®rm
cannot tell with certainty whether there has been a deviation, because the
price depends both on ®rms' output decisions and on the realisation of the
random variable. The larger the difference between the observed price and
the expected price contingent on no deviation, the more a deviation will be
suspected by a ®rm. If ®rms triggered to single-shot Nash following any
observed price that fell below the expected (collusive) price, the ®rmswould
be treating too many negative random variable realisations as if they were
deviations; however, they would catch most deviations. As the price on
which they trigger is lowered, they make fewer `mistakes' by triggering
when no one deviated, but they make small deviations more tempting,
because small deviations are more likely to be treated like small negative
random shocks.

8 Stationarity and structural time-dependence

Repeated games are precisely that: the ®nite or in®nite repetition of a
speci®c single-shot game. This class of games could be generalised in
either of two ways. One would be to specify an in®nite sequence of single-
shot games fÿtg where the game ÿt is known to be played in period t.
Another way would be to introduce structural time-dependence into the
model ± that is, the payoff functions for any time period t would depend
on the past behaviour of the players. Neither of these generalisations
stands in the way of the Folk Theorem.

Consider the former: a repeated game in which the single-shot game
played at time t is ÿt. Writing out the conditions that would characterise
an SPE would be laborious, because the current gains and future losses to
deviations by one player would be different in each time period; however,
the basic principles used in theorems 2 and 3 could be brought to bear.
The main reason one does not see this worked out in the literature is

66 James W. Friedman



because this generalisation is conceptually easy to carry out, but is
extremely cumbersome to write out.

Introducing state variables is less straightforward, because the manner
in which the state variables enter into the present and future payoffs is
very important. A general formulation appears very dif®cult. A special
case has been considered in Friedman (1990), where the vector of state
variables can be partitioned into n sets with each set `belonging' to a
speci®c player. The sense in which a state variable `belongs' to a speci®c
player i is that the value of that variable at time t depends on the previous
actions of player i only, and not upon the actions of any other player.
Furthermore, the transition mechanism is required to be concave in the
states and actions. Under these conditions, the Folk Theorem can be
generalised. An interesting example for which the desired conditions
hold is oligopoly with the state variables being the capital stocks of
the ®rms.

9 Conclusion

The Folk Theorem and related results raise and solve problems at the same
time. In the oligopoly literature beginning with Cournot (1960 [1838]) and
continuing through Bertrand (1883, English translation in Daughety,
1988) and Chamberlin (1956) there is an ongoing dispute concerning
whether Cournot's equilibrium, in which ®rms are non-collusive, is the
`correct' solution to the `oligopoly problem' or whether ®rms attain the
joint pro®t maximum or some other payoff possibility frontier outcome
through collusion and cartelisation. Until the Folk Theorem results were
available, the analytical apparatus of economics favoured Cournot; on
the other hand, there were those who believed that, one way or another,
despite cartel agreements being illegal (and hence not enforceable in law
courts), ®rms would somehow manage to collude successfully. Empirical
evidence was scant. The Folk Theorem shows how collusive outcomes can
be attained as (subgame perfect) non-cooperative equilibria. In a sense,
this vindicates both Cournot and his critics.

This reconciliation and explanation is very heartening; at the same
time, it greatly decreases the predictive power of oligopoly theory and of
game-theory generally. Any individually rational payoff pro®le can be
supported by an SPE. To my mind, this implies that other considerations
must be brought into applications of the theory. In a sense, when a
`cooperative' outcome is being attained, there is an element of trust
between the players because, at any time, another player can reap short-
run gains by maximising her current payoff with respect to her current
action. The investigation of the role of trust is long overdue.
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In producing cooperative behaviour from a conventional non-
cooperative equilibrium, the Folk Theorem blurs the distinction between
explicit collusion, tacit collusion and unintentional cooperation. From the
standpoint of intent, this makes anti-trust investigation rather delicate. In
addition, it opens up consideration of partial collusion wherein players
collude on certain choices (e.g. prices) and not on others (e.g. location) as
in Friedman, JeÂ hiel and Thisse (1995).

In various sections above, elaborations and extensions of the Folk
Theorem were sketched. These help to expand and re®ne the scope of
this family of results. My presentation has not been complete, either in the
sense of completely explaining those results that are mentioned or by even
mentioning everything in the large literature. The particular things chosen
for inclusion re¯ect the peculiarities of my own knowledge and interests
and do not always re¯ect the inherent importance of the subject. I hope
the reader will be encouraged to explore this area further.
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4 Predatory pricing and anti-dumping

P.K. Mathew Tharakan

The law and economics of predatory pricing is something of a swamp. Fortunately, it

is not necessary to enter that swamp to discuss contemporary anti-dumping policy.

(Hindley, 1991, p. 29)

1 Introduction

Recent years have seen the widespread use of anti-dumping (AD) mea-
sures by World Trade Organisation (WTO) members. But the most
striking development in this ®eld is the swift proliferation of the users
of such measures. By the late 1990s, the exclusiveness1 of the club of
traditional AD users2 had become an anachronism. The developing coun-
tries are now initiating about half of the total number of AD cases.3 As
foreseen by Messerlin and Reed (1995) the realisation is beginning to
dawn on the traditional users of AD measures that contingent protection
is a game that any WTO member can play. This new development has
given greater weight to the traditional concern that AD practice is a form
of backdoor protectionism, which is eroding the hard-won gains of multi-
lateral trade liberalisation.
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Geoffrey Reed, Jacques-FrancË ois Thisse and an anonymous referee carefully read earlier
drafts of this chapter and made a number of useful suggestions. I am grateful to them.

1 In this chapter I concentrate my attention on the AD, rather than the countervailing
duty (CVD) system. According to the information supplied to me by the Rules Division of
the WTO secretariat, the number of CVD investigations (action against subsidised exports)
during 1980±97 was equal to 29.5 per cent of the AD cases investigated during the same
period. Subsidies generally being the actions of governments themselves, CVD actions have
a much higher diplomatic visibility (Jackson, 1990, pp. 3±4). But some authors (see Howell,
Wolff and Ballantine, 1997, p. 4) argue that the preferential attention given to AD actions is
unfair, because `many types of subsidies are either not countervailable or are countervailable
only at rates that do not offset the effect of subsidy'.

2 The traditional users of AD measures are: Australia, Canada, the European Union,
New Zealand and the United States.

3 See Miranda, Torres and Ruiz (1998, p. 64).



Various factors have contributed to the above-mentioned concern.
They are not limited to the fact that AD regulations (both at WTO
and national level) and practices contain considerable ambiguity (see
below). At the more fundamental level, the notion of `dumping' as de®ned
in the WTO, and the corresponding national regulations, are of question-
able validity from an economic point of view. But economists do agree
that certain types of dumping can indeed be welfare-reducing. The most
important among them is predatory pricing.4

Curious as it might seem, both the critics and the advocates of AD
actions often shy away from analysing the question of dumping within the
framework of predatory pricing. In the case of the former, it is because
predation is not at present a necessary legal condition for imposing AD
measures, and secondly because they consider predation to be unlikely
anyway (Hindley, 1991). Interestingly, the supporters of AD measures
sometimes readily agree that predatory dumping as de®ned by economists
probably occurs `only in extraordinarily rare cases in the real world'
(Howell, Wolff and Ballantine, 1997, p. 5). Nevertheless they argue for
the continued use of AD measures on the ground that `dumping' can lead
to the erosion, and in some cases the disappearance, of domestic indus-
tries for reasons unrelated to their state of competitiveness.

Given the conceptual and operational problems connected with the use
of the AD mechanism (see section 2), the ®rst-best-solution would be to
dismantle it. But there would be enormous amount of political economy
pressures against such a move. While there is no unanimity of opinion
among scholars as to whether the harmonisation of competition rules
among trading countries is a necessary condition for the abolition of anti-
dumping, in view of the spillover effects of anti-competitive practices and
for political economy considerations, it would have been helpful if pro-
gress were made in this area. Although there is no lack of concrete
proposals for action in this ®eld,5 progress at multilateral level is likely
to remain slow.6 In any case a severe disciplining of the AD mechanism is
required. The ®rst step in this direction could be to limit AD actions to
cases of predatory dumping.

As important contributions by Louis Phlips (1995) and others7 have
shown, predatory attempts can indeed occur. Further, as competition
(anti-trust) approach to predatory pricing has demonstrated (see section 3),
legal measures can be devised to detect such attempts. The main thrust of

4 See Viner (1923); Willig (1997).
5 See for example, Scherer (1994); Jacquemin et al. (1998).
6 See Lloyd (1998).
7 See for example, Phlips and Moras (1993).
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this chapter is to suggest that in the light of the above developments, the
current WTO de®nition of `dumping' could be reformulated so as to cover
only predatory price dumping, and that the measures to detect and
counteract such dumping could be patterned after those which are already
being employed by the competition (anti-trust) authorities.

The plan of the chapter is as follows. In section 2 we explain the nature
and the dimension of the problem of anti-dumping. Section 3 brie¯y
surveys the competition policy approach to predatory pricing. Section 4
summarises the empirical evidence which has become available concern-
ing the results that are likely to emerge if a competition policy-type of
approach is applied to AD cases. Section 5 sums up the conclusions.

2 The nature and dimensions of the AD problem

Nature of the problem

At the conceptual level
According to article 2.1 of the WTO Anti-Dumping Agreement (1994):

a product is considered as being dumped, i.e. introduced into the commerce of
another country at less than its normal value, if the export price of the product
exported from one country to another is less than the comparable price, in the

ordinary course of trade, for the like product when destined for consumption in
the exporting country.

Article 2.2.1 speci®es that home sales `at prices below unit (®xed and
variable) costs of production' will not be considered to represent `normal
value', except if they were made only for short periods and in small
quantities. The wording of articles 2.1 and 2.2.1 has led to various
types of transactions being considered as `dumping'. Among them two
categories dominate: (1) international price discrimination, and (2) sales
below average cost.

National and international price discrimination is a phenomenon that
is often observed and much analysed. It consists of the practice of char-
ging two or more different prices for a like product, either within a single-
segmented market, or between two or more separated markets.

In his well known book, The Economics of Price Discrimination, Phlips
(1985)8 explains with remarkable clarity the nature of price discrimination
and sums up the conditions which are required for its occurrence. The
latter include: the impossibility of resale of the commodity between sub-
markets; differences in the intensity in consumers' demand and the

8 The 1st edition of the book was published by Cambridge University Press in 1983. The
references given in this chapter pertain to the 2nd edition published in 1985.
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possibility of sorting out customers according to such differences; and
some monopoly power on the part of the seller.9

As could be expected, the conditions necessary for international price
discrimination (`dumping') to take place are almost themirror image of the
general case which Phlips (1995) states. Since the classic work of Viner
(1923), an important stock of literature which deals with the economics
of dumping has become available.10 The following conditions are necessary
for `dumping' to occur: First, the ®rm concerned should be able to separate
its homemarket from its foreignmarkets. If this is not the case, re-exports of
the dumped product back to the home market will eliminate the price
differential.11 Another important requirement is that the ®rm which is
dumping should have suf®cient market power to in¯uence the price. A
third necessary condition is that the price elasticity of demand should be
higher in the exportmarket than in the homemarket of the ®rm that dumps.
If the sourcesof supplyare limitedandthe®rmhas thepower to in¯uence the
prices in the homemarket there will be only a relatively small change in the
quantity demanded for a given change in the price in that market, while
this may not be the case in the foreignmarket. If these conditions are met, a
monopolist, oraquasi-monopolist,might chargea lowerprice in the foreign
market than at home in an attempt tomaximise his pro®ts. This `dumping',
as de®ned by article 2.1, can occur without any predatory intent.

In such a scenario, the negative impact on the aggregate economic
welfare occurs mainly in the country of the ®rm which dumps. The
consumers in that country will have to pay a price that is kept `arti®cially'
high. In contrast, their counterparts in the country into which the pro-
ducts are dumped will gain, especially if the process goes on permanently.
But there will be also adverse effects such as the reduction of the produ-
cers' surplus, and the creation (increase) in unemployment in the import-
ing country. The standard solution to that problem is to be found in the
`speci®city rule' which states that the policy tools which have a direct
impact on the sources of distortions separating private and social bene®ts
and costs are more ef®cient than less speci®c measures. In the present
context, this means that if international price discrimination leads to
problems for speci®c groups in particular countries, it is better that public
policy directly helps those who are adversely affected instead of using
import protection that is harmful to the economy as a whole. Still, if
we are concerned with the aggregate world welfare, the problem of

9 See Phlips (1985), pp. 14±16.
10 See for example, Deardorff (1990); Hindley (1991).
11 In some cases, differences in the specification of the product demanded can make this

difficult. Captive distribution systems can be another obstacle to international price
arbitration.
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protectionism and the monopoly power which makes dumping by ®rms
in the exporting country possible will have to be dealt with. For
this purpose, multilaterally negotiated reduction of protection and
national enforcement of competition policy rules are better solutions
than AD measures because the latter can be diverted for protectionist
purposes.

As mentioned earlier, selling below average cost is another form of
international transaction considered as dumping within the scope of
article 2.2.1. But selling below average cost, when a portion of the
costs are ®xed, is a normal behaviour for a ®rm when prices are depressed.
So long as the price which the ®rm (whether domestic or foreign) can
obtain is above its marginal cost, it is rational to adjust the prices below
average cost in the short run, in times of slack demand. But if the
`below-cost' inference of `dumping' contained in article 2.1.1 is interpreted
to include `predatory pricing', then the picture changes substantially.

Predatory pricing is the most classical genre of dumping scenarios
( Viner, 1923). While a detailed discussion of the concept (and possible
identi®cation of it) is reserved until later, essentially it amounts to
`attempted monopolisation', and its occurrence clearly raises problems
for the state of competition in the importing country. Intuitively it is clear
that given the negative effect of predatory dumping on aggregate national
(and world) welfare, there is an economic rationale for counteracting such
action. As we shall see later, very stringent conditions have to be met if
predation is to take place. Nevertheless, the possibility of its occurrence
cannot be ruled out. Further, competition policy authorities in some
countries,12 have developed and implemented methods for identifying
predatory actions by ®rms.

At this point it should be stressed that the supporters of AD actions are
not happy with this type of conceptual categorisation (see, for example,
Stewart, 1991). They emphasise the imperfect nature of the market struc-
ture prevailing in `foreign' countries and point out that this may include
captive distribution systemswhichmake effective competition fromabroad
practically impossible. The rent thus created can be used to price discri-
minate internationally. Distance and transaction costs can prevent price
arbitrage. According to them, all this means that ®rms with authentic
comparative advantage, operating in open markets with effective compe-
tition rules face injurious `arti®cial' international competition.

Another strain of the pro-AD argument holds that economists ignore
certain forms of unfair actions, such as `disciplinary dumping' and `cartel

12 For a detailed description of enforcement mechanism used in various countries, see
OECD (1989, pp. 49±79).
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maintenance dumping' (Howell, Wolff and Ballantine, 1997). The former
refers to the alleged practice by cartels of dumping or threatening to dump
in order to enforce adherence to their price maintenance and market
allocation arrangements. The latter is the practice by which surpluses
are removed from the geographic zones that are the object of the cartel's
market stabilisation activities, and sold at dumping prices. The objective
is not predation but simply the maintenance of pre-agreed prices and the
curbing of competition within a ®xed geographic area.

But neither of the above arguments explain why multilateral trade
liberalisation and enforcement of competition rules, rather than AD
measures, cannot solve the problem.

At the operational level
The de®nition of dumping contained in article 2.1, and which basically
means that the margin of dumping is obtained by deducting the export
sales price from the home market sales price, raises a number of well
known problems in practice.13 The calculation of the home market price,
and the adjustments which are necessary before it can be compared with
the export sales price, is only part of the dif®culty.

The investigating authorities may choose to `construct' the normal
value if the domestic sales are of `low volume', if `they are not in the
ordinary course of sale', or for certain other reasons. Sales at prices below
unit costs (®xed and variable) of production plus administrative selling
and general costs may be treated as not being in the ordinary course of
trade if the authorities determine that such sales are made within an
extended period of time in substantial quantities. The export price itself
may be `constructed' in certain cases. The most common justi®cation for
such a procedure is the likelihood that there is an association or a
compensatory arrangement between the exporter and the importer or a
third party. In such cases, allowances are made for all costs incurred
between importation and resale, including all duties and taxes in addition
to a `reasonable' pro®t margin.

It is clear that a procedure such as the one brie¯y described above can
give rise to a number of problems, particularly for the respondents.
`Errors of judgement' on the part of the investigating authorities can
turn out to be very costly for the ®rms being investigated. For example,
erroneous dumping ®ndings could be reached if any of the elements
constituting the costs or pro®t margins are overestimated. Further, the
discretion provided to the investigating authorities by the AD rules
creates a fertile ground for protectionist pressures.

13 They are summed up in Tharakan (1999).
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Anaf®rmative dumping®nding alone is not enough for the impositionof
AD duties. Injury to the `like-product' domestic (complainants' country's)
industry is the second necessary condition. In order to be operative for
imposing AD duties, injury must be shown to have occurred (or there is a
threat thereof ); injury must be `material'; it must be caused by the cited
dumping; and there must be injury to the like-product industry. At the
operational level, each one of these aspects can lead to erroneous ®ndings.
Above all, it is extremely dif®cult to disentangle the various causes of injury
andascribe accurately to `dumping' that partwhich itmight have caused. In
addition, certain administrative practices such as `cumulation', by which
investigatingauthoritiesaggregateall `like' imports fromall countriesunder
investigation and assess the combined impact upon the domestic industry14

strikingly increase the probability of af®rmative ®ndings.15 Further, work
by Hansen and Prusa (1996) for the United States cases, and that of
Tharakan,Greenaway andTharakan (1998) shows that cumulation creates
a `super-additivity effect'. This means that for a given cumulated import
market share, the greater the number of countries cumulated, the greater
the probability of an af®rmative ®nding on injury caused by dumping.
Moreover, the method usually used for measuring injury margin ± i.e.
`price undercutting', which consists of the comparison of adjusted
weighted average resale prices of similar products with the prices of
similar products in the domestic market ± can lead to the ®nding of
incorrect margins from an economic point of view. This measure might
be simply an indicator of the economic inef®ciency of the ®rms believed to
have been injured or the distorted structure of the market in which they
are operating.

Dimensions of the problem16

The proliferation of AD actions
Four contracting parties of the GATT ± Australia, Canada, the European
Union and the United States ± accounted for most AD and CVD actions

14 This controversial practice was legitimised by article 3.3 of the WTO Anti-Dumping
Agreement (1994).

15 For example, in the Personal fax machines case, against firms from Japan, Malaysia,
South Korea, Singapore, Thailand, Taiwan, Hong Kong and China, the EC Commission
cumulated the market share of all the defendants. The cumulated market share figure was
close to 65 per cent, while the individual market share of some of the defendants was less
than 5 per cent. As could be expected, an affirmative injury decision was reached by the
Commission against all the defendants. Such an outcome would have been unlikely if
cumulation had not been used (See Tharakan, Vermulst and Tharakan, 1998).

16 This section is based on Tharakan (1999). Permission from Blackwell Publisher
gratefully acknowledged.
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during the 1980s. But as table 4.1 and ®gure 4.1 show, the picture has
changed radically during more recent years. The most important fact that
emerges is that the use of AD measures is no longer con®ned to a limited
number of industrialised countries. In 1990, the above-mentioned `gang of

Table 4.1 AD investigations, by reporting country, 1987±97

No. Reporting country Total no. of
investigations
launched, 1987±97

Per cent

1 United States 391 17.8

2 Australia 383 17.4
3 European Union 355 16.2
4 Canada 188 8.6

5 Mexico 188 8.6
6 Argentina 123 5.6
7 Brazil 97 4.4
8 South Africa 88 4.0

9 New Zealand 59 2.7
10 India 55 2.5
11 Korea 53 2.4

12 Turkey 32 1.5
13 Poland 25 1.1
14 Colombia 20 0.9

15 Israel 16 0.7
16 Peru 14 0.6
17 Finland 13 0.6
18 Indonesia 13 0.6

19 Malaysia 13 0.6
20 Venezuela 12 0.5
21 Philippines 11 0.5

22 Sweden 11 0.5
23 Austria 9 0.4
24 Chile 9 0.4

25 Thailand 6 0.3
26 Costa Rica 5 0.2
27 Japan 4 0.2

28 Singapore 2 0.1
29 Guatemala 1 0.0

Total 2196 100.0

Source: WTO Secretariat, Rules Division, Anti-Dumping
Measures Database.
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four' accounted for 87.27 per cent of the total of AD investigations
launched. By 1997, the corresponding ®gure had diminished to 48.49
per cent! A number of developing and newly industrialised countries
(NICs) are now active users of the AD mechanism.

Figure 4.1 shows a `scissors effect' in the pattern of the share of the
industrial countries and the other reporting countries in the total number
of AD investigations launched during the period 1987±97.17 Until 1992,
WTO members other than the nine industrialised `countries' (Australia,
Austria, Canada, European Union, Finland, Japan, New Zealand,
Sweden and United States) taken into account in ®gure 4.1 accounted
for only about 20 per cent of the total number of investigations. The year
1993 was a turning point, with the share of the other countries rising
sharply and that of the industrialised countries declining. The former was
caused mainly by the large number of investigations opened by Mexico,
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17 I am thankful to an anonymous referee for calling my attention to this fact and
enquiring about the reasons behind it.
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Brazil and Argentina.18 The latter was caused by the fact that the tradi-
tional users of the AD system, such as the United States, ®led fewer cases
in 1993 compared to the previous year.19 It could well be that the ®rms
which came under increased competition from abroad owing to trade
liberalisation in the NICs like Mexico stepped up their efforts for obtain-
ing selective protection by ®ling more AD cases, and the government was
willing to reassure them in this respect by agreeing to initiate the cases.
The decline in the number of cases ®led by the traditional users is more
dif®cult to explain. It is possible that as more and more WTO (GATT)
members started to enact AD legislations, and use them, the traditional
users realised the importance of reining in. But it is not certain that this
wise reaction will continue to prevail. As ®gure 4.1 shows, by 1997 the
share of the traditional users was increasing again. But in spite of that, as
®gure 4.1 con®rms, non-traditional users are now important players in
the AD game.

Effects of AD actions
We have already referred ( p. 73) to the standard international trade-
theoretic view that AD actions will usually have a negative effect on
the aggregate national welfare of the importing country.20 But where
the AD duty-imposing nation has monopsony power, and the necessary
conditions for nationally optimal tariffs are met, it might obtain welfare
gains, but at the risk of facing retaliation, possibly in other sectors. And
even in the cases where nationally optimal tariffs can be used, the aggre-
gate world welfare is likely to decrease from the imposition of AD duties.
But it must be also noted that models based on certain speci®c assump-
tions and viewing AD legislation as the outcome of strategic interaction
between governments have yielded interesting counterintuitive results for
a generalised and strict enforcement of AD rules (see Anderson, Schmitt
and Thisse, 1995).

Some of the earlier empirical work on anti-dumping measured the
sector±country incidence of AD actions at a detailed level. Tharakan
(1988) found a low import incidence of AD measures for the European
Community, while Finger's (1981) results indicated the opposite for

18 For example, the number of cases started by Mexico rose from 26 in 1992 to 70 in 1993.
In the case of Brazil it rose from 9 to 34; and for Argentina, from 14 to 27 (see Tharakan,
1999, p. 203).

19 In the case of the United States, the number of AD investigations reported decreased
from 83 in 1992 to 32 in 1993; for Australia, from 71 to 59; for the European Union from 42
to 21; and for Canada from 46 to 25. Note that in the case of Australia and the European
Union the number of cases filed had once again shown an increase by 1997 (Tharakan, 1999,
p. 203).

20 For a standard, textbook exposition of this view see Lindert (1991, pp. 164±70).
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the United States. The calculations carried out by the Commission of the
European Communities (1997, p. 4) indicate that the absolute value of the
trade covered by de®nitive AD measures in 1996 was 2,919,000 euro,
which was the equivalent of just 0.6 per cent of the total imports of the
Union. But a low incidence of a given measure on imports might be
simply due to the stringency, or the trade-diverting effect, of the measure
itself. For example, if an AD measure halted all imports, the measured
import incidence will be zero!

Some researchers have analysed the effect of AD actions on imports
over a period of time. Messerlin's (1989) work showed that in the case
of the European Community, imported quantities of the products
affected by AD actions fell by 36 per cent in the third year after initiation
and prices increased by 12 per cent in the ®fth year. According to an
ITC study (USITC, 1995), imported quantities declined by 73 per cent
and unit values increased by 32.7 per cent for imports with high calcu-
lated dumping margins. Prusa (1997) found that in the case of the United
States, imports subject to AD duty decline, but this effect is undermined
by the simultaneous increase in the imports from the `non-named
countries'.

The effects of AD actions on the strategic behaviour of ®rms and
governments, and their implications for pro®ts, employment and welfare
are now receiving increasing attention. Foreign direct investment (FDI)
triggered by AD actions and its effect on employment creation have
attracted particular interest. The theoretical analysis of Haaland and
Wooton (1998) indicates that targeted ®rms would have an incentive to
set up local production both in the case of unilateral AD action, and in the
case of reciprocal anti-dumping. They also show that the improved
domestic employment resulting from foreign ®rms setting up local pro-
duction might be signi®cant. But not surprisingly, they ®nd that using AD
policies for employment purposes is a `beggar-thy-neighbour' policy and
that if both (all) countries pursue such policies, the net employment effect
will be minimal.

For understandable reasons, speci®c attention has been paid by some
authors to the FDI responses of Japanese ®rms involved in AD investiga-
tions. As far as the employment results of such investments are concerned,
the results seem to differ. Blonigen (1998) found that for the period
1980±90, the effect of AD actions on Japanese FDI in the United
States was unimportant and the employment generated a small fraction
(less then 5 per cent) of total United States af®liate employees by Japanese
®rms. But the ®ndings of Belderbos (1997a, pp. 450±1) suggest that the
effect is probably greater in the case of the European Union, at least in the
electronics sector.
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Not much work has been carried out to estimate the collective
economic effect of the numerous active AD/CVD decisions. An exception
to this ± which we shall brie¯y describe ± is the work of Gallaway,
Blonigen and Flynn (1999) which uses a computable general equilibrium
(CGE) model for this purpose. Their version of the CGE model makes it
possible to simultaneously focus on the economic effects of narrowly
targeted AD/CVD decisions in certain sectors (as with a partial equili-
brium analysis), while at the same time estimating the combined econ-
omy-wide effects of all outstanding AD/CVD orders they apply to their
model for AD/CVD decisions made by the United States.

The results of the Gallaway, Blonigen and Flynn exercise show that the
United States AD/CVD actions led to welfare losses amounting to about
$4 billion in 1993. This was second only to the Multi®bre Agreement
(MFA) among the welfare loss-generating protectionist instruments.
Among the reasons which the authors put forward for such a high-welfare
loss, the following are particularly interesting. The United States AD
decisions provide an incentive for foreign ®rms to raise their United
States price in order to reduce AD margins. In other words, the AD
measures make it possible for the foreign ®rms to capture rents at the
expense of the United States economy. Secondly, because a large number
of AD/CVD af®rmative decisions involve manufacturing sectors that are
upstream to many signi®cant United States production sectors, they result
in larger welfare losses not only for United States consumers, but also for
United States producers and exporters downstream to the sector con-
cerned. On the basis of their ®ndings the authors argue that the trade
liberalisation achievements of GATT in the post-war period may turn out
to be hollow if more countries begin to implement AD regimes ± which, as
we saw on pp. 76±9, is exactly what is happening.

But the most damaging effects of AD actions cannot be captured in
®gures alone. Frequent investigations, even when the complaints are
®nally rejected, amount to a form of harassment of the defendants
because of the uncertainty and expenses such actions create. AD actions
are sometimes used as a tactic to force foreign exporters to provide
`undertakings' to raise export prices. Such undertakings certainly
played a very important role in the AD policy of the European
Communities in the past (see Tharakan, 1991). According to Finger
and Murray (1993), almost half of all AD actions in the United States
are superseded by negotiated export restrictions before they come to a
formal, legal end.

Some authors (for example, Miranda, Torres and Ruiz, 1998) hold the
view that the use of AD measures might have helped some countries to
navigate from a controlled to a liberalised trading regime. But the spread
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of the use of the AD mechanism means that it is now poised to become
the most important trade-restricting device in the post-Uruguay Round
World (Gallaway, Blonigen and Flynn, 1999). It has also increased the
possibility of `chain reactions' in the ®eld of anti-dumping actions.

3 The competition policy approach to predatory pricing

The theory of predation: the swamp isn't what it used to be

There is no universally accepted de®nition of predatory pricing or of
`attempted monopolisation'. A useful working de®nition is as follows:

Predatory pricing behaviour involves a reduction of price in the short run so as to

drive competing ®rms out of the market or to discourage entry of new ®rms to

gain larger pro®ts via higher prices in the long run than would have been earned if

the price reduction had not occurred. (Joskow and Klevorick, 1979, p. 220).

Predatory pricing dumping is low-priced exporting with the intention of
driving rivals out of business in order to obtain monopoly power in
the importing market. The consequent welfare loss is not limited to the
importing country alone. Increase in the prices subsequent to successful
predation and the disappearance of competitive ®rms justi®es some kind
of public policy action against such attempts.

Predatory dumping is not the only form of `monopolising dumping'. In
so-called `strategic dumping' if the exporters' home market is foreclosed
to foreign rivals, and if each independent exporter's share of their home
market is of signi®cant size relative to their scale economies, the exporters
will be able to have a signi®cant cost advantage over foreign rivals (Willig,
1997, p.7). While strategic dumping does not require the exit of rivals or
the subsequent increase of prices, it leads to the distortion of competition
and the creation of pro®table market power. But its applicability is
limited. If protection is to create signi®cant economies of scale, home
markets must be suf®ciently large relative to the rest of the relevant
world's trading market. In fact, the very knowledge about the possibility
of the use of strategic dumping would make it very dif®cult for any
individual country to practice it. Hence we shall concentrate our attention
on predatory price dumping.

Over recent decades, a sea change has taken place in our theoretical
understanding of the phenomenon of predation. The various contribu-
tions which have helped to bring about this change are summarised in
OECD (1989); Carlton and Perloff (1990, chapter 13); Phlips (1995);
Tirole (1995, chapter 9), etc. and need no recapitulation here. In this
subsection we shall concisely sum up those elements which have played a
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crucial role in bringing about a fundamental change in the policy treat-
ment of predation within the framework of competition policy in some
countries. The purpose is to search for the lessons which such develop-
ments might contain and which can help bring about a similar change in
AD policy. Hence the overview given in this subsection is highly selective
and arguably oversimpli®ed.

A powerful school represented by McGee (1958), Bork (1978),
Easterbrook (1981) and others holds the view that predation is unlikely
to exist and, even in the rare cases that it does, cannot be of any impor-
tance. The essence of this well known argument is as follows: predation is
more costly to the predator than to the intended prey. This is because the
predator must meet all demands at the low price he sets, but an equally
ef®cient rival is free to contract output in order to minimise its losses. In
other words, the predation attempt which will increase the predator's
market share will also increase his costs. At the same time, future mono-
poly pro®ts are uncertain for various reasons. There is no way to rule out
(re-)entry during the post-predation period. Even in industries where ®xed
costs are high, the predator who succeeds in forcing his rivals into bank-
ruptcy must make sure that the assets of the latter come under his control,
or are permanently withdrawn from the industry. Further, forcing an
equally ef®cient rival to exit might prove to be an impossible task given
access to smoothly functioning capital markets, ®nancially strong backers,
or loyal customers who are willing to enter into long-term contracts. To
quote McGee's (1980, p. 297) memorable phrase: `No one has yet demon-
strated why predators could acquire the reserves they will need, while
victims cannot.' In addition, a ®rm attempting predation has to discount
to present value the future pro®ts which in turn should cover both present
losses and forgone present pro®ts. It should also discount for the uncer-
tainty about such monopoly pro®ts becoming available at all. Given
all such considerations, merger or acquisition will be clearly cheaper
than predation, particularly if the predator and victim are operating in
a single-market.

It can well be that the predatory attempt is a precursor to merger or
acquisition. The objective here would be to weaken the rival, and then
make a takeover/merger bid. Stated another way, pre-merger predatory
behaviour can reduce the cost of acquisition to the predator. But compe-
tition policy regulations usually contain provisions that bar mergers that
lead to signi®cant increases in market power (which is of course necessary
if the losses incurred in the predatory manoeuvre are to be recuperated).

The celebrated `chain store paradox' (Selten, 1978) demonstrated,
using game-theoretic analysis, how rational operators (players) could
unravel threats of predation in multiple markets. If the threat of predation
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is not credible, it cannot be used as an effective signal to competitors and
potential entrants in other markets not to enter or compete vigorously.
Predatory signals can be unravelled because the would-be victims know
that the threats cannot be implemented effectively. Nevertheless, the
`chain store paradox' and the debate which it triggered, clari®ed the
strength and weaknesses of this line of reasoning. In a multiple market
scenario, the impossibility of predation hinges on the assumption that
each potential entrant knows what the outcome would be if predation is
attempted. If the potential entrant is uncertain as to whether the incum-
bent's lowering of the price is the result of a predation attempt or a
genuine cost advantage, the chain of reasoning breaks down. In fact
credibility of the threat is central to the issue of successful predation.
As Phlips (1995, p. 189) argues `if under complete information predation
is impossible . . . then predation can occur only to the extent that the
potential victim has doubts about the predatory nature of a price cut and
that the predator manages to manipulate these doubts to its own advan-
tage'. With information being imperfect, (potential) entrants will then
have to base their expectations about future predation on past conduct.
This in turn, gives the established ®rm an incentive to build a reputation
as a predator (Milgrom and Roberts, 1982).

In the `credible-behaviour' version of such models, the incumbent
chooses, during period 1, his production strategy in such a way that the
potential entrant is confronted with certain loss in the case of entry and
hence abstains from entering during the second period. In order for this to
happen, the potential rivals must not only have (at least) strong doubts
about the prospects of post-entry pro®tability, but must not also know
what the rival's costs are. If the rivals suspect that predator is trying to
build up, and use, a reputation for irrational behaviour, why should they
acquiesce by exiting or avoiding entry? It is in their interest to call the
bluff of the predator. In fact, experienced observers suggest that the image
of passive victims implicit in the above type of models has probably
nothing much to do with the real-life situations where predation attempts
are made and beaten off (OECD, 1989, p. 12).

Recent attempts to partially rehabilitate the `long-purse theory' have
not really succeeded in providing a satisfactory answer to McGee's cele-
brated question. As will be recalled, the `long-purse theory' holds in
essence that since (if ) the predator has substantial resources, he can
sustain losses for a longer period of time, and drive the weaker prey
out of the market. For this argument to hold, the ability of the prey to
raise the capital necessary to ®ght back must be limited by some upper
bound (see Telser, 1966). But the creditors only stand to gain by lending
to an ef®cient counter-attacker. If one wants to get around this dif®culty
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and partially rehabilitate the long-purse theory, one has to introduce
imperfections in the capital market. The potential victim may be located
in a country with less well developed ®nancial markets; the latter might
make errors of judgement about the state of ef®ciency of the former, or
may be overawed by the reputation of the predator. Further, it has to be
assumed that outside ®nancing is costlier than internal ®nancing. The
increasing role played by venture capitalists makes the argument rather
unconvincing.

The issue of non-price predation has also received considerable scho-
larly attention. Non-price predation is often considered within the context
of raising the rivals' costs. It is evident that if a ®rm can raise rivals' cost
without increasing its own, then its pro®ts can be increased at the expense
of its rivals. The theoretical developments in this area have been surveyed
by various authors, including, Baker (1989); OECD (1989, pp. 13±14);
Carlton and Perloff (1990, pp. 417±23). What is relevant for the present
analysis is the fact that those types of cost-raising actions which effectively
lead to welfare loss usually require some market, or political power on the
part of the ®rm initiating such action. But it is also true that certain types
of strategic actions such as R&D investments by a dominant ®rm which
can spread its costs over a larger output than its rivals (and thereby raise
costs disproportionately for its rivals) may in fact lead to welfare gains in
terms of better products and lower prices to the consumers.

To sum up: the possibility of successful price predation taking place
depends on a set of crucial assumptions. The most important among
them is that the predator has market power. This is often associated with
the segmentation of the markets. Other important conditions include the
credibility of the threat and imperfections in the ®nancial markets. While
observed cases of successful predation are rare, it does not mean that they
are unimportant, or should be ignored. Predation attempts, whether of
national or foreign origin need to be detected and countered, because
successful predation leads to welfare loss. This realisation has, in turn,
led to the development and use of certain well established methods by
competition authorities in certain countries in order to evaluate complaints
of predatory pricing. They are reviewed in the following subsection.

Identi®cation of predatory pricing: lessons from competition policy

In the event of a major revision of the de®nition of dumping being
accepted by the WTO members in the next round of multilateral trade
negotiations, con®ning the phenomenon to predatory pricing, the
national authorities who will have to implement the new regulations
will be faced with the question of identifying predatory pricing dumping.
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They will have the advantage of being able to pattern their procedure
largely along the lines used by competition authorities in countries where
competition law is well developed and actively applied.21 We shall refer to
only some of them here.22

In the United Kingdom certain competition agencies such as the Of®ce
of Fair Trading (OFT) and the Monopolies and Mergers Commission
(MMC, now the Competition Commission) deal with complaints includ-
ing those related to alleged predation. The OFT deals with the question
whether the action is anti-competitive. In the case of an af®rmative
®nding, the OFT has the power to refer the matter to the MMC. The
latter judges not only whether the action is anti-competitive, but in addi-
tion whether it operates against the public interest. The OFT is known to
have adopted a three-stage process in certain cases, in order to ascertain if
predatory attempts took place.23 The ®rst step involves the decision as to
whether predation was feasible in the market under investigation. The
second stage considers the relationship between the incumbent's costs and
revenue, and speci®cally whether the incumbent's actual pro®ts were
negative. If the incumbent did in fact incur losses in the market where
predation was alleged, the third stage of investigation considers evidence
of intent. Following Phlips' work (1987), Dodgson, Katsoulacos and
Newton (1993) have proposed the `Economic Modelling Approach'
(EMA), which considers the opportunities available to both the incum-
bent and the entrant and the actions they take. They argue that although
the results may be in some circumstances model-speci®c, the approach can
be used to provide general insights into the process of identifying pre-
datory behaviour and to investigate particular cases.

The evaluation of predatory pricing in the United States especially has
been strongly in¯uenced by scholarlywork, particularly two highly in¯uen-
tial articles. (Areeda and Turner, 1975; Joskow and Klevorick, 1979).24

Interestingly, the in¯uence of these two contributions, and others were
concretised in an important Supreme Court decision resulting from an
anti-dumping case (Matsushita Elec. Indus. Co v. Zenith Radio Corp., 475

21 It is useful to make a distinction here between competition policy and competition law.
By `competition policy' one means a set of measures employed by a government to ensure
and enhance competition, with competition laws being one among such measures (see
Djankov and Hoekman, 1998, p. 1109).

22 For other examples, see OECD (1989, chapter VI).
23 For example, the Highland Scottish Omnibuses (HSO) case.
24 In the words of the two United States Federal Trade Commissioners (Miller and

Pautler, 1985, p. 495), `scholarly research has played a crucial role in bringing about a
fundamental change' in the United States government's treatment of predation, in
competition law cases. This is in stark contrast with the situation in AD law and practice
where the influence of scholarly research, according to me, has been minimal.
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US 574, 1986). The net result of these developments is the so-called `two-
tier approach'.25

The reasoning behind, and the substance of, the two-tier approach can
be summarised as follows: the alleged predator must have market power
in order to be successful. So in the ®rst stage of the investigation of any
complaint alleging predatory pricing behaviour, a clear market power
standard must be applied. Only those cases in which an af®rmative ®nding
is made on this criterion should pass on to the second stage where
appropriate price±cost comparisons and other relevant factors (such as
the evidence concerning the intent of the respondents) could be taken into
account. There is no reason why such an approach cannot be used, with
the necessary adaptations for the international context, in AD cases, if the
de®nition of (harmful) dumping is con®ned to the predatory kind.

Both stages of the `two-tier' approach need some clari®cation. The
starting point of the rationale underlying the market structure analysis
(stage 1) is based on the notion of `error costs'. Such costs could be of two
kinds: the error that involves labelling a truly competitive price cut as
predatory (`false positive error') and the error that involves the failure to
identify a truly predatory price cut (`false negative error'). Many struc-
tural characteristics affect these error costs, and as Joskow and Klevorick
(1979, p. 224) point out, one must look at the interaction of a variety of
market characteristics `to make reasonably sound empirical judgements
about the relative magnitude of the two sets of error costs'.

The relevant structural characteristics can be grouped into three basic
categories:

(1) factors indicative of short run monopoly power
(2) conditions of entry into the market
(3) the dynamic effects of competitors or entrants on the costs of

production and quality of products offered to consumers.

Admittedly, the task of inferring unobservable long-run market out-
comes from observable short-run market conditions is a dif®cult one. The
assumption made under this type of reasoning is that the current market
power of the alleged predator provides a lower bound to the power that
would follow upon the execution of a successful predatory price cut.
Short-run monopoly power can be measured by the predator's market
share and the elasticity of the demand for its product. Conditions of entry
have to be evaluated on the basis of factors such as capital requirements,
consumer loyalties, learning curves, the sequence of entry and the quality

25 For a description of the facts concerning this important case, see Belderbos (1997b,
pp. 143±50).
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of information about the risks of entry. The `dynamics of the market'
takes into account the trends in the market, the sources of innovation and
technological progress and a set of other considerations concerning
the relationship between prices and changes in supply or demand.26 If
the analysis concerning the market structure characteristics carried out
in the ®rst tier were to show that predation is unlikely the case would be
dismissed. If this were not the case, a broad inquiry into the pricing
practices of the respondent could be undertaken. Thus the important
role played by the use of the two-tier approach is to eliminate `harassment
suits'.

There is no unanimity about the factors which should be taken into
account in the `second tier', although broad lines of agreement can be
discerned. The need for some sort of cost-based test to evaluate claims of
predatory pricing is not disputed. Areeda and Turner (1975) proposed a
short-run average variable cost test as a surrogate marginal cost test. The
reasoning here is that the marginal-cost pricing is the economically sound
division between acceptable, competitive behaviour and `below-cost' pre-
dation. But since the incremental cost of making and selling the last unit
cannot readily be inferred from conventional business accounts, the more
readily available variable cost is proposed as a proxy. Baumol (1996) has
argued that there is no need to be apologetic about the use of some variant
of average variable cost in a predation test. The main thrust of his
argument is that the concept of `average total cost' (ATC) violates all
economic logic in the case of multiproduct ®rms which dominate the
industrial scene. This is because all multiproduct ®rms have ®xed costs
incurred in common on behalf of two or more products and there is no
economically defensible way of allocating such costs among the ®rm's
various products. Thus the position is that any individual price that is
not below average variable costs (or one of its variants) cannot be
predatory.

In concluding this subsection it should be noted that in an important
contribution, Phlips (1995) has proposed a `rule-of-reason standard' to
establish predation with all evidence at hand. The purpose here is to
determine whether the behaviour of the alleged predation has changed
what would have been a positive entry value under normal conditions into
a negative one. The onus should be on the complainant to show this has
happened. The respondent's best defence is to show that its post-entry
price in the entrant's market does not imply immediately forgone pro®ts
that are compensated by larger pro®ts in that or other markets, now or in
the future.

26 For a concrete summing up of these points see OECD (1989, p. 30±1).
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4 And if the swamp were fertile . . .

Economists, unlike science-®ction writers, have no time-machines at their
disposal to observe the future. There is no accurate way of predicting the
proportion of AD complaints which would be rejected if predatory pri-
cing were to be made the necessary condition for imposing AD measures.
But the results of some empirical work help us to make some useful
inferences.

In order to review the results in the context of the analysis contained in
the preceding sections, let us imagine the following scenario: the much-
expected multilateral trade negotiations at WTO leads to a revision of the
1994 Anti-Dumping Agreement, stipulating that AD measures can be
imposed only in those cases where predatory pricing by the respondent
®rm can be proved. Let us further assume that at the operational level,
such a decision will be made on the basis of the criteria used in competi-
tion (anti-trust) cases, along the lines outlined on pp. 86±8. In addition, let
us make such a decision retroactive.

The empirical studies mentioned below make use of a market power
test similar to that of the ®rst stage of the two-tier approach used in the anti-
trust cases. They apply this test to the AD cases decided by the European
Community, United States, Canada and Australia, during the 1980s. As
mentioned earlier, these four GATT members accounted for the vast
majority of all the AD cases initiated in 1990. In other words, the results
of the empirical studies indicate what proportion of the AD cases decided
in the past would have passed the ®rst-tier test in a competition policy-
type of regime.

Bourgeois and Messerlin (1997) analyse the likelihood of the existence
of `monopolising behaviour' in the EC AD cases initiated during the
period 1980±89. A detailed `screening process' is used for this purpose.
The ®rst screen aims at assessing the capacity of the respondents (foreign
®rms) involved in AD cases, to behave as predators. The crucial pre-
condition required for this purpose is a `dominant position' which, on the
basis of the history of competition enforcement, is assumed to require an
extrapolated (for the year following the AD decision taken) EC market
share of 40 per cent or more. The second screen eliminates the AD cases
terminated by a negative outcome. The third screen takes into account the
number of countries involved in a given case. If a case involves four or
more different countries, the possibility of joint predatory behaviour is
considered rather low. The fourth screen takes into account the number of
®rms involved in a given AD case. The costs of colluding required by
joint predatory behaviour involving eight or more ®rms, and the costs
of maintaining a joint monopoly, appear to be too high in such
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circumstances. The ®fth and ®nal screen uses the information that is
available concerning EC ®rms to make a judgement about the possibility
of attempted predation.

Out of the 297 cases to which the above screening procedures were
applied Bourgeois andMesserlin (1997) found only seven cases ± i.e. about
2.4 per cent of the total, which could be considered, at most as mere
possible candidates for a closer examination of predatory behaviour. Out
of these seven cases, four involved exporters from non-market economies.
None of the seven cases dealt with sophisticated manufactured products.
On the basis of further analysis of the seven cases, Bourgeois andMesserlin
conclude that only one case (concerning tungstic oxide and acid) appears
to resemble an attempted predation.

A similar exercise was carried out by Hyun Ja Shin (1994) for AD cases
decided by the United States authorities during the period 1979±89. Her
sample included all 282 investigations with non-negative outcomes. Her
screening criteria included the level of concentration among the United
States producers in the industry concerned under the reasoning that injury
caused by dumping might result in a signi®cant increase in the market
share held by the respondent in these industries. The second criterion took
into account the level of concentrated shares among the respondent
country's exporting ®rms. If such exports (to the United States) were
diffused among many suppliers, predatory pricing would be relatively
unlikely. The third element in the screening pertained, as in the case of
the exercise for the EC mentioned above, to the cases where exports
from several countries were simultaneously challenged. Further, the
importance of the United States market shares of the respondents and
the rapidity of the increase in such shares were examined. Finally, it was
veri®ed whether the alleged dumped imports were coming from markets
with protection from potential competition by the existence of signi®cant
entry barriers.

Hyun Ja Shin's exercise showed that out of the initial sample of
282 United States AD cases with non-negative outcomes only 20
cases (about 7 per cent of the total) could be considered to be con-
sistent with the hypothesis that they might pose a foreseeable threat to
competition. She points out that this conclusion seems to be robust
to reasonable alternations in the thresholds and criteria that were applied
to the data.

Niels and ten Kate (1997) refer to the results obtained for Canada and
Australia in studies contained in a report to the OECD (which also
included Bourgeois and Messerlin's and Hyun Ja Shin's studies, and in
which a similar approach was used). For the 155 Canadian AD cases
initiated between 1980 and 1991, and the 20 Australian cases between
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1988 and 1991 that resulted in AD actions, predatory pricing was found
to be highly implausible.

The authors of the above studies are aware of the limitations of the
exercise they have carried out. Neither has their approach escaped criti-
cism. For example, Howell, Wolff and Ballantine (1997) argue that the
assumption that producers from a number of countries could not coor-
dinate their activities through cartel arrangements is disproved by histor-
ical experience. But independent of the appropriateness of any speci®c
index included or not included in the market power test, it will be dif®cult
to argue that an approach developed on the basis of sound economic
analysis and regularly used in competition cases, is inappropriate for use
for a similar purpose in AD cases.

The results of the empirical exercises cited above showed that the vast
majority of the AD complaints included in the samples would not have
got through the `®rst tier' of competition policy-type tests. But this need
not always be the case. As the record of competition policy cases in
various WTO member countries shows, predation attempts can take
place, be identi®ed and blocked. In a business world characterised by
asymmetry of resources and information, such a possibility cannot be
discounted. Hence it would be a mistake on the part of the proponents of
AD measures to oppose a proposal to con®ne AD actions to predation
attempts, because of the fear that such a move would leave a country
defenceless against anti-competitive attacks from abroad. Such a revi-
sion will of course make it impossible to camou¯age selective `de facto
safeguard' measures as AD actions.

The methods which could be used to appraise those complaints
which might get through to the `second tier' in a reformed AD regime
could draw on the interesting proposals made by authors such as Baumol
(1996), and which we have brie¯y reviewed on p. 88. They are starkly
different from the `fully allocated cost' tests which are currently being
used in injury determination in a number of AD regimes. The use of
appropriate cost-based tests in the second tier could be fruitfully com-
bined with the `rule of reason standard' proposed by Phlips (1995).

It is not the purpose of this chapter to delve into the institutional
implications of the changes in the AD regulations which are suggested
here. The interface between AD policy and competition policy is an
important topic in its own right. The question of moving towards some
sort of multilateral convergence of international competition standards is
a matter of considerable discussion (see Jacquemin et al., 1998; Lloyd,
1998). The con®ning of AD actions to cases of predatory pricing will
make the handling of at least one aspect of the interface between compe-
tition policy and AD policy easier.
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5 Concluding remarks

The AD mechanism has been deployed recently by a large number of
WTO members. There is a real danger that AD practice will seriously
erode the hard-won gains of multilateral trade liberalisation. The prolif-
eration of AD actions by a number of countries carries with it the risk of
its widespread use as a device for escalation and counter-escalation of
selective, protectionist measures.

From an economic point of view, the ®rst-best-solution would be to
dismantle the current AD mechanism and try to bring about a conver-
gence of competition policy practices in the trading countries. But not
much progress has been achieved in this area. The next-best step would
be to revise the WTO de®nition of dumping, con®ning the phenomenon
to predatory pricing. Predatory price dumping is a case which leads to
negative welfare effects and thus warrants some corrective action. The
possibility of successful price predation taking place depends on a crucial
set of assumptions, of which the market power of the predator and the
credibility of the predatory threat are the most important. While con-
®rmed cases of successful price predation are rare, they can indeed take
place. Competition authorities in certain countries have developed and
deployed useful methods for detecting predation attempts. The most
appropriate among them is the so-called `two-tier approach'.

In the ®rst stage of any investigation of any complaint alleging pre-
datory pricing behaviour, the extent of the market power of the supposed
predator is assessed. Only those cases in which the existence of market
power is con®rmed will pass on to the second stage where appropriate
price±cost comparisons and other relevant factors could be taken into
account. Such an approach with the necessary adjustments for the inter-
national context can be effectively used in AD cases if the de®nition of
harmful dumping is con®ned to the predatory kind.

Recent empirical studies show that if the above-mentioned type of tests
were applied in the AD cases decided in some of the countries which are
major users of AD measures, only a small proportion of the complaints
would have reached the second `tier'. This ®nding might stiffen the
opposition of the proponents of the AD system to any revision of the
WTO (and member state) de®nition of dumping. That would be a pity.
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5 Should pricing policies be regulated
when ®rms may tacitly collude?

George Norman and Jacques-Franc° ois Thisse

1 Introduction

Regulation of the conditions under which ®rms compete is common in the
majority of Western industrialised countries. Such regulation is intended
to prevent or control, for example, explicit or tacit collusion among ®rms,
mergers and acquisitions, vertical restraints and ®rms' pricing policies ± in
particular, whether ®rms can employ discriminatory pricing. The com-
mon rationale for these regulatory policies is that they are needed to
protect consumers from the abuse of monopoly power by ®rms that
supply them with goods and services.

The purpose of this chapter is to suggest that care should be exercised
by anti-trust authorities in their design of policies intended to promote
competition in the market place. We do not deny the underlying `raison
d'eÃtre' of competition policy but wish to suggest that a naive application
of the idea that competition is always and everywhere desirable may have
unforeseen and harmful effects. Our analysis can be summarised by the
proposition that analysis of the effects of competition policy should not
take industry structure as given. Policies that create too tough a compe-
titive environment may result in perverse effects detrimental to consumer
and social welfare because active anti-trust policy affects market structure
through its impact on the medium- and long-run decisions of ®rms. The
stronger are the structural effects of regulatory policy the more likely is it
that blind adherence by the regulatory authorities to the bene®ts of
competition will be misguided.

As a simple illustration, consider the case for cartel laws. The received
wisdom has been that a high degree of coordination among ®rms bene®ts
them through high pro®ts but is detrimental to consumers through
high prices, the losses of consumers generally outweighing the gains
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of producers. This line of reasoning underpinned the tough anti-trust and
merger policy that characterised regulation in the United States and
Europe until the early 1980s. The desirability and acceptability of such
tough policy has, however, been questioned on several grounds.
Williamson (1968), for example, has argued that ef®ciency considerations
may be grounds for defending coordination among ®rms if such coordi-
nation allows them to perform cost-saving activities, the bene®ts of
which outweigh the price-increasing or quantity-reducing effects of coor-
dination.1 This kind of trade-off appears especially relevant in the setting
considered in this chapter and more broadly de®ned as `semi-collusion' by
Phlips (1995, p. 151). Phlips describes this as a market structure in which
`decisions have to be made in a competitive way but with the under-
standing that product market collusion will follow or, alternatively, when
collusive decisions are made with the understanding that they will be
followed by competition on the product market'.

Selten (1984) develops an argument that is related to the ideas we
develop in this chapter. He shows that if the market within which cartel
laws are being enacted is characterised by free entry `joint pro®t
maximisation permits a greater number of competitors in a market
than non-collusive behavior' (p. 183). As a consequence `cartel laws are
good for business in the sense of greater average joint pro®ts' (p. 214).

Our focus in this chapter is on the regulation of ®rms' pricing policies,
which was widely accepted up to the early 1980s to be in the public
interest. Norman and Thisse (1996) provide several examples of such
regulation: of the prices charged by United States and European
airline industries, the application of resale price maintenance (RPM),
the policies articulated by the United Kingdom Price Commission
and the Federal Trade Commission (FTC) in the United States
attacking discriminatory pricing. In a related context, the 1980s saw
increasingly strict application by the United States and Europe of anti-
dumping (AD) legislation (`dumping' can be viewed as price discrimina-
tion in the international market place). For example, from 1980 to 1987
the EC ruled against foreign ®rms in 249 cases affecting some 3 billion
ECU of imports (Tharakan, 1991, table 1; see also chapter 4 in this
volume).

This relatively tough regulatory regime has been considerably relaxed
since 1987. The Robinson±Patman Act has not been applied in the United
States, the Price Commission was abolished in the United Kingdom and
more generally ®rms have been left freer to choose their pricing policies,

1 German law allows `rationalisation' and `specialisation' cartels on the grounds that they
lead to e�ciency gains (see KuÈ hn, 1993).
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as a result of which (spatial) discriminatory pricing is a more likely
outcome (Thisse and Vives, 1988).

Justi®cation for the relaxation in policy can be found in modern
developments in spatial pricing which argue that spatial price discrimina-
tion may be better for consumers than mill pricing: see, for example,
Norman (1983), Thisse and Vives (1988). The way the argument runs is
that discriminatory pricing is tougher for ®rms than mill pricing and so is
pro- rather than anti-competitive:

denying a ®rm the right to meet the price of a competitor on a discriminatory
basis provides the latter with some protection against price attacks. The effect is
then to weaken competition, contrary to the belief of the proponents of naive

application of legislation prohibiting price discrimination like the Robinson±
Patman Act, or similar recommendations of the Price Commission in the United
Kingdom. (Thisse and Vives, 1988)

It is of interest to note, for example, that discriminatory prices can be
defended against action under the Robinson±Patman Act or international
AD legislation if they are intended to `meet the competition'.

The bene®ts claimed for discriminatory pricing have been called into
question in analyses by Armstrong and Vickers (1993) and Norman and
Thisse (1996). The common theme of these works is that current policy-
based analysis is ¯awed because it takes no account of an important
feedback loop between market conduct and market structure.2 If discri-
minatory pricing is, indeed, more competitive for incumbent ®rms it will act
as an entry deterrent. As a result, the essentially short-run bene®ts that the
more competitive regime generates through lower prices may be more
than offset by the longer-run effects it has on market structure: by reduc-
ing in the number of ®rms that wish to enter the market or the scale at
which they enter.

Our speci®c contribution in this chapter is that we extend the Norman±
Thisse analysis by relaxing an important assumption: that post-entry
prices are one-shot Bertrand equilibrium prices. We consider, instead,
the situation in which the incumbent ®rms recognise that the price game is
a repeated game. Before turning to this analysis, we develop some further
preliminary ideas in section 2. Our formal model is then presented in
section 3 and the price equilibria for this model are identi®ed in section 4.

2 Armstrong and Vickers consider a situation in which a monopolist serves two markets,
one of which is captive and the other subject to the threat of entry by a price taking entrant.
They show that entry is more likely and the scale of entry is larger when price discrimination
is banned. Norman and Thisse consider a free-entry Salop-style market and show that price
discrimination may inhibit entry su�ciently as to be against the interests of consumers
and society. See d'Aspremont and Motta (2000, chapter 6 in this volume) for a model in a
related vein.
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Section 5 presents a welfare comparison of the two pricing policies and
our main conclusions are summarised in section 6.

2 Some preliminary analysis

Let us try to make the ideas presented above more concrete by examining
how we might structure a general case capable of identifying the supposed
bene®ts of tough regulatory policies. Assume that a market (as de®ned for
policy purposes) contains N active ®rms, where N is to be determined
endogenously through some entry and/or exit process. The payoff to each
®rm is a function of two sets of variables:

(i) A set R describing the regulatory regime within which the ®rms
operate. R may be determined by government, for example
describing the class of acceptable pricing policies or the toughness
of anti-trust policy, or by (a subset of ) the incumbent ®rms, for
example, specifying `orderly' pricing regimes such as basing-point
pricing; consumer incentives; price-matching guarantees.

(ii) A set P of strategic variables chosen by the ®rms more or less non-
cooperatively: prices, product speci®cations; locations; quantities.

A subgame perfect Nash equilibrium (SPE) in N and P is identi®ed
from somem-stage game. For a given regulatory regimeR, this equilibrium
speci®es a payoff to each ®rm of the form:

��
i P� N�� �,N� :R� � for i � 1 . . . N� �5:1�

which will have associated welfare properties. Now consider alternative
regulatory regimes, where we de®ne a `tougher' regime R̂>

t
R as being a

regime that is more competitive for the ®rms in, or contemplating entry
to, the market. For example, assume that the regulatory authority tries to
promote ®erce competition in this market by abolishing facilitating prac-
tices, or outlawing the trade association to avoid contacts among the
®rms, or warning the ®rms that they are suspected of collusive behaviour.3

For a given N it is to be expected that:

��
i P� N� �,N : R̂
ÿ �

< ��
i P� N� �,N :R� � if R̂>

t
R �5:2�

with the reduction in pro®t (partially) transferred to consumers. Equation
(5.2) would appear to justify governments' preference for tough rather
than soft regulatory regimes.

3 An interesting example occurred in the gas market in the United Kingdom, where
British Gas was forced to yield market share to potential competitors.
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However, (5.2) is essentially short-run, in that it takes market structure
as given. It is also to be expected that increased toughness of the regu-
latory regime will reduce the number of active ®rms in the market in
the medium- and long-run. When ®rms have to decide whether to renew
plants or to update their products or to incur other ®xed costs, it may be
that the decreased future stream of expected pro®ts will not cover these
costs. The exit of some ®rms is to be expected, increasing pro®tability for
the ®rms remaining in the market:4

��
i P� N1� �,N1 :R� � < ��

i P� N2� �,N2 :R� � if N1 > N2 �5:3�
The overall effect of an increase in the toughness of the regulatory

regime is a combination of (5.2) and (5.3) and might be expressed as
follows. Let �R > 0 be some measure of increased toughness of R. Then

��i

�R

üüüü
N

� ��i

�P

�P

�R
< 0 and

��i

�N

üüüü
R

< 0

but

��i

�R
���i

�P

�P

�R
� ��i

�P
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���i

�N

� �
�N

�R
� ?

�a� < 0 �b� > 0

�5:4�

In other words, increased toughness of R has:

(a) a pro®t-reducing effect in the short run through its impact onP for a
given N, and

(b) a pro®t-increasing effect in the longer run through induced exit
and stronger entry deterrence.

For increased toughness to bene®t consumers (a) must dominate (b).
Otherwise increased market concentration will make consumers worse
off ± for example, through reduced product variety or a longer travel
distance to shops and, more generally, through higher prices. Note the
similarity between this analysis and Selten's (1984) argument that collu-
sion may lead to lower concentration and lower total pro®ts in an industry.
A qualitatively similar conclusion would be reached if our measure of the
desirability of changes in R were some weighted average of producer and
consumer surplus.5 In short, policy that establishes too tough a competitive

4 A possible exception would be if there were extensive network externalities between
®rms.

5 There are further considerations that we do not consider in this chapter. For example,
price discrimination facilitates market segmentation by multiproduct ®rms, increasing prices
and pro®ts but reducing consumer surplus.
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environment may have some unforeseen effects with the (apparently)
paradoxical result of being detrimental to the community's welfare.

An important limitation of almost all current analysis is that the
equilibrium of the post-entry subgame, on whatever strategic variables
it is based, is assumed to be the outcome of a one-shot game. This, as we
shall show, is an important assumption. If price, for example, is the
strategic variable, discriminatory pricing is, indeed, more competitive
than non-discriminatory (referred to hereafter as mill) pricing in spatial
markets, or their non-spatial analogues, precisely because the prices that
emerge are the result of a Bertrand-at-every point process. But if the price
subgame is repeated it is not at all clear that the same conclusion will hold.

We know that a monopolist always prefers discriminatory pricing to
mill pricing and it might be expected that the same will be true when the
prices charged by ®rms correspond to a tacitly collusive outcome for an
in®nitely repeated price subgame.6 Assume, for example, as we do in the
remainder of our analysis, the familiar Hotelling/Salop spatial model in
which consumer demand is perfectly inelastic for prices below some
reservation price. With demand of this type it trivially follows from the
Folk Theorem that a set of discriminatory prices arbitrarily close to the
consumers' reservation price will be SPE prices for some discount factor
suf®ciently close to unity (see Friedman, chapter 3 in this volume).
Consequently, these prices will be higher than the SPE mill prices almost
everywhere, even if market structure is endogenously determined.

It would appear, in other words, that the `endogenous market structure'
argument is irrelevant to the choice of allowable pricing practices once we
introduce the possibility that ®rms are aware that they are in competition
over time and incorporate this into their pricing decisions. But this over-
looks the importance of a crucial part of the argument: that the discount
factor be `suf®ciently close to unity'. The question we need to investigate
is how close the discount factor must be to unity for a particular set of
discriminatory or mill prices to be sustainable as an SPE. This question
arises from the nature of SPE prices. These are sustained through some
credible punishment strategy which is designed to ensure that the short-
term gains from deviating from the (tacitly) agreed prices are more than
offset by the long-term losses that will be incurred once the punishment
phase is implemented. Looking at this another way, the ability to raise
prices above their Bertrand±Nash equilibrium levels is constrained by the
potential gains a ®rm will make by deviating from these prices. Such gains
are likely to vary signi®cantly with different pricing policies and so will

6 We can assume the price subgame to be in®nitely repeated or to be repeated with some
known, constant probability in each period t that the subgame will continue.
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impose different limits on the SPE prices. This suggests that we might
approach the problem from a somewhat different perspective by asking:
for a given discount factor, what is the upper limit on the discriminatory
and mill prices that ®rms can charge? We can then investigate the welfare
properties of these prices.

Two other remarks are in order at this stage. First, the punishment
strategy on which we focus in this chapter is what is sometimes referred to
as a `grim trigger strategy': any deviation from the tacitly agreed prices
induces reversion to the one-shot Bertrand±Nash equilibrium prices
forever. Other punishments are available to ®rms (Friedman, chapter 3
in this volume) but it is reasonable to suggest that the qualitative pro-
perties of our analysis would remain valid for a larger class of such
alternative strategies.

Secondly, it will be shown below that the discount factor is an amalgam
of the discount rate, which is largely outside the control of regulators (and
®rms), and ®rms' price ¯exibility in response to deviation by their rivals,
which is potentially controllable by regulators. Under what circumstances
(if any) might the authorities wish to impose controls on the speed with
which ®rms can change their prices? Our analysis, in other words, intro-
duces a further important element to regulatory control that has not been
much discussed, primarily because the currently available analysis is
static. The dynamic approach followed here brings with it a new dimen-
sion of competition in that the discount factor can be made endogenous to
the market.

We show that, provided consumers' reservation prices impose no
effective constraints on ®rms, the upper limits on the tacitly agreed prices
are such that discriminatory prices are almost always and almost every-
where lower than mill prices. In other words, consumers gain and ®rms
lose from discriminatory pricing. The ease with which ®rms can revise
their location decisions (the degree of spatial contestability), which was
central to the welfare properties of our 1996 analysis, now has a more
limited role. Firms gain less and consumers lose less from mill pricing
when the market is spatially non-contestable.

We also show, however, that explicit account must be taken of the
consumer reservation price since this imposes a more severe constraint on
mill prices than on discriminatory prices. If this constraint is strong
enough and if pricing decisions are ¯exible enough, the welfare properties
of the two pricing policies are reversed, with consumers losing and ®rms
gaining from discriminatory pricing. The required degree of price ¯ex-
ibility for this to happen is lower in more concentrated market structures.
This implies that if market concentration is already high, deregulation of
pricing policies is less likely to bene®t consumers unless the regulatory

102 George Norman and Jacques-FrancË ois Thisse



authorities are willing to impose accompanying restrictions intended to
reduce price ¯exibility.

3 The model

We conduct our analysis in the context of the Hotelling/Salop location
model, in which the economy is assumed to be a circle C over which
consumers are uniformly distributed at unit density. The interpretation of
this model as a model of horizontal product differentiation is now so
familiar that we need not repeat it here.

We assume that each time period t is ÿ units long, where ÿ measures
the speed of response of incumbent ®rms to any perceived price deviation,
and that the continuous rate of time discount is �. Firms entering this
market offer products that are identical in all characteristics but their
locations. Production costs in any period t are assumed to be identical for
all ®rms, given by:

Ct�Qt� � f � cQt �5:5�
where f can be thought of as the ¯ow-equivalent present value of set-up
costs ± if aggregate set-up costs are F, then f � F

P1
t�0

� �t�1�ÿ
tÿ eÿ�� d� �

.
F �ÿ c= are marginal costs and Qt is total output of the ®rm in period t.
Production thus exhibits economies of scale, limiting the number of ®rms
that will wish to enter the market. We assume that f is suf®ciently small
for us to be able to ignore integer problems and we normalise c � 0
without loss of generality.

The set N � f1, 2, . . . n, . . .g denotes all potential entrants and the set
@ denotes the ®rms that actually choose to enter.7 Each ®rm chooses a
location xi 2 C [ �, where xi 2 C if ®rm i chooses to enter the market and
xi � � otherwise. This entry stage establishes a location con®guration
denoted by the vector x � �xi� in which we assume that the set @ cor-
responds to the ®rst #(@) elements of x. It will prove convenient below
to refer to the time-dependent location con®guration xt where, unless
otherwise stated, it is to be expected that xt � x for all t � 1 . . .1.

Firms are assumed to make their pricing decisions after they have made
their entry/location decisions. In each post-entry period t, each ®rm i 2 @
establishes the price schedule pti r xt

üüÿ �
giving its delivered price to each

consumer location r 2 C. Transport costs are assumed to be linear in

7 This implies that all ®rms make their entry decisions simultaneously. In the analysis that
follows we shall concentrate upon entry processes that lead to the loosest packing of ®rms
consistent with the relocation costs that ®rms might incur. As a result, we could equivalently
think of the entry process as being sequential provided that the post-entry price game is
played non-cooperatively until the entry process has been completed.
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distance and quantity transported with transport rate s, so that with mill
pricing the delivered price schedule for ®rm i in period t is:

pti r xt
üüÿ � � mt

i � skxi ÿ rk 8i 2 @, r 2 C �5:6�
With discriminatory pricing we assume only that ®rms never price below
marginal costs:

pti r xt
üüÿ � � skxi ÿ rk 8i 2 @, r 2 C �5:7�

and we normalise s � 1 without loss of generality. The ®rms' pricing
decisions made in each period are denoted by the vector

pt xt
ÿ � � pti r xt

üüÿ �� ý
, i 2 @

and

Pt
i xt
ÿ �

, i 2 @
denotes the set of feasible delivered price schedules for each entrant in
period t. Let st � �xt, pt�xt�� and s � fs0, s1, . . . , st, . . .g.

Consumers purchase from the ®rm offering the product at the lowest
delivered price. If there is a price tie, we assume that consumers act in a
socially optimal manner by purchasing from the nearest ®rm. Consumer
demand is perfectly inelastic at prices below a reservation price v, with
demand to ®rm i 2 @ from consumers at location r given by:

qti st
ÿ � � 1 if pti rjxtÿ � � v and pti r xt

üüÿ � � min
j

ptj r xt
üüÿ �� �

� 0 otherwise

8<
: �5:8�

The per-period rate of pro®t to ®rm i 2 @ is:

�t
i st
ÿ � � �

C

�t�1� �ÿ

tÿ

pti r xt
üüÿ �ÿ xi ÿ rk k� �

qti st
ÿ �

eÿ�� d� dr

ÿ f

�t�1� �ÿ

tÿ

eÿ�� d�

� 1ÿ �

�
�t

�
C

pti r xt
üüÿ �ÿ xi ÿ rk k� �

qti st
ÿ �

drÿ f

2
4

3
5

�5:9�

where � � eÿÿ� is the discount factor, with 0 � � � 1. The discounted
present value of ®rm i is:

Vi s� � �
X1
t�0

�t
i st
ÿ � �5:10�

104 George Norman and Jacques-FrancË ois Thisse



Since the discount factor � is determined by both ÿ and � it can be taken
as ameasure of price ¯exibility in the relevantmarket which, as we noted in
section 2, is potentially controllable by the regulatory authorities. In other
words, the discount factor can be made endogenous to the market by the
regulator.

In analysing equilibrium in this market we distinguish between the
initial entry stage and subsequent periods in which incumbent ®rms can
take explicit account of the repeated nature of price competition between
them. Since in these later periods `pro®ts will normally be shared on the
basis of market areas . . . we may expect the process by which market
areas are determined to be a very aggressive one.' (MacLeod, Norman
and Thisse, 1987, p. 192). Speci®cally, we assume that market areas
are determined by a two-stage entry/price game in which equilibrium
for the price subgame is Bertrand±Nash. This is de®ned in the usual
way as the set of price functions ptb xt

ÿ �
such that for all i 2 @:

�t
i xt, ptb xt

ÿ �ÿ � � �t
i xt, pti xt

ÿ �
, ptÿib xt

ÿ �ÿ � 8 pti xt
ÿ � 2 Pt

i�xt�
�5:11�

Denote stb � xt, ptb xt
ÿ �ÿ �

.
Equilibrium for the ®rst-stage entry game is a location con®guration x

such that:

�t
i x, ptb x� �ÿ � � �t

i xi, xÿi� �, ptb xi, xÿi� �ÿ � 8xi 2 C [ � and i 2 @
�5:12�

We follow awell established tradition and con®ne our attention to location
con®gurations in which incumbent ®rms are symmetrically located on C.

Once ®rms' market areas have been determined by this entry/price
process the identities of the incumbent ®rms are known and it becomes
possible for them to coordinate their pricing decisions to re¯ect the
repeated nature of the price game in which they are now involved. We
can relabel as t � 0 the beginning of the post-entry repeated-price game.
Given the equilibrium x, ptb x� �ÿ �

identi®ed by (5.11) and (5.12), it is
always possible to ®nd a set of prices ~p � ~pif g for i 2 N such that
�t
i x, ~p� � � �t

i x, ptb x� �ÿ �
. MacLeod, Norman and Thisse (1987) show that

the pricing strategy:

Pt�
i �

ptib xt
ÿ �

if xt 6� x
� ý

or

x� � x and p� 6� ~p for some 0 � � � tÿ 1f g
~pti otherwise

8><
>: �5:13�

is an SPE pricing strategy provided that:

�t
i x, ~p� � ÿ ��t

i x, ptb x� �ÿ � � 1ÿ �� �max
pi

�i x, pi, ~pÿi� � �5:14�
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Equation (5.14) ensures that deviation from the prices ~p is not pro®t-
able for any incumbent ®rm, while the initial entry process and the pricing
strategy (5.13) guarantee that new entrants will not be attracted to the
market. MacLeod, Norman and Thisse do not identify what the prices ~p
might be and it is to this question that we now turn.

4 Price equilibrium in the repeated-price game

In determining the prices ~p we need to identify, ®rst, the `shape' of the
®rms' delivered price schedules and, secondly, their one-period pro®t
maximising deviation from these prices. We simplify the analysis by
assuming that at the entry stage each ®rm is committed to a particular
pricing policy. In the non-discriminatory case, this implies that all ®rms
are committed to mill pricing whether or not they abide by the agreed
prices.8 If the ®rms adopt discriminatory pricing, we assume that they are
committed to a uniform delivered pricing policy.9 It should be clear that
the optimal one-period deviation from a tacitly agreed uniform delivered
price is a uniform delivered price.

Assume for the moment that the market is of unit length10 and that it
contains n symmetrically located ®rms, that no further entry is possible
and that the consumer reservation price is suf®ciently high or the number
of ®rms suf®ciently great that ®rms are in the competitive regions of their
demand curves (Salop, 1979). For the moment we can suppose the no-
entry condition to be determined either exogenously by institutional
constraints or endogenously as the result of the free-entry process we
have detailed in section 3.

Mill pricing

The free-entry Bertrand±Nash equilibrium mill prices are:

mb
i � 1=n, i � 1 . . . n �5:15�

8 This implies that with mill pricing the consumers control collection of the goods. In the
product-diÿerentiation analogy, it implies that the deviating ®rm is committed at the entry
stage to a specialised technology that cannot produce a range of diÿerentiated products.

9 This is not unreasonable given our assumption that demand is perfectly inelastic for all
prices less than the reservation price �. In the production-diÿerentiation analogue, the
uniform pricing assumption implies that all ®rms are committed to charging the same price
for all the product variants they oÿer. It is interesting to note that the Ford Motor
Company, for example, is increasingly employing this type of pricing policy over parts of the
product spectrum that they feel to be reasonably distinct.

10 This normalisation does not aÿect the analysis so long as the consumer reservation
price is non-binding. We shall relax this assumption on p. 115 when we consider the eÿects
of a binding reservation price.
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After the entry stage has been completed we assume that the ®rms reach a
tacit agreement on a set of mill prices ~ma

i � ~m=n, i � 1 . . . n, with instan-
taneous ¯ow pro®ts to each ®rm inclusive of ®xed costs of:

�a
i � ~m=n2 i � 1 . . . n �5:16�

Wewish to identify thehighestmill prices ~ma
i ��� that canbeanSPEfor the

discount factor �. As we have noted, these prices must exactly balance the
one-periodrewards fromcheatingontheagreedpricesagainst the long-term
losses when such deviation is punished. The punishment phase is easily
de®ned: we assume that ®rms revert to the one-shot Bertrand±Nash prices
of (5.15) forever. If ®rm i decides to deviate from the tacitly agreed prices,
more complex considerations arise. In particular, ®rm i must decide how
manyofitsneighbouring®rmsitwillundercut(stealingtheirentiremarkets).

It is convenient to use the following de®nition.

De®nition: Let

h��� � 2� ÿ 1�
��������������������������
3�2 ÿ 3� � 1

p

2�1ÿ �� �5D�

and de®ne jj���j to be the smallest integer j greater than h���. Note that
jj���j is increasing in �.

We can show (see the mathematical appendix, p. 119) that if ®rm i
deviates from the agreed prices it will do so in such a way that it undercuts
exactly jj���j neighbouring ®rms on each side. Firm i will not, however, set
prices such that it undercuts jj���j neighbours and takes part of the
markets of the � jj���j � 1�th neighbours. We then have the following:

Proposition 1:11 The highest mill price that can be an SPE for the

repeated price game when the market contains n symmetrically located

®rms, no further entry is possible and the discount factor is � is:

~ma
i �� � � min vÿ 1

2n
,
� 1� jj���j � 2jj���j2
� �

ÿ jj���j 1� 2jj���j� �
� 1� 2jj���j� � ÿ 2jj���j � 1

n

2
4

3
5

�5:17�
where jj���j is de®ned by (5D) and is such that 1 � jj���j � n=2.

11 Proofs of all propositions are given in the mathematical appendix (p. 119).
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It is easy to show, as we would expect,12 that @ ~ma
i �� �=@� > 0. The upper

limit on the SPE mill price is an increasing function of the discount factor,
or equivalently, of the degree of price ¯exibility.

Discriminatory pricing

We know13 that provided no ®rm has monopoly power in any segment of
its market area the Bertrand±Nash equilibrium discriminatory pricing
schedule for each entrant is:

pbi r xj� � � max
�

xiÿrk k, min
j

xj ÿ r
þþ þþ�, i � 1 . . . n �5:18�

Now assume that after the entry stage has been completed the ®rms tacitly
agree each to charge a uniform delivered price ~u. As with discriminatory
pricing, we wish to identify the highest uniform delivered prices ~uai �� � that
can be an SPE for the discount factor �. Once again, these have to balance
reward and punishment, where now (5.18) gives the prices that will apply
forever in the event of cheating. With discriminatory pricing it is easy to
identify the best-possible deviation for ®rm i: price should be reduced
marginally below the tacitly agreed uniform delivered price ~uai �� �, giving
the cheating ®rm a market area of ~uai �� �=s � ~uai �� � with our normalisation
s � 1. We then have:

Proposition 2: The highest uniform delivered price that can be an SPE
when the market contains n symmetrically located ®rms, no further entry
is possible and the discount factor is � > 0:5 is:

~uai �� � � min v,
1� �������������������

� 2� ÿ 1� �p
2 1ÿ �� � � 1

n

" #
�5:19�

As with the mill price, @~uai �� �=@� > 0. The upper limit on the uniform
delivered price is an increasing function of the discount factor (or the
degree of price ¯exibility).

5 The welfare effects of deregulating ®rms' pricing policies

The analysis of section 4 identi®es upper limits on the prices that ®rms can
charge, but we know from the Folk Theorem that any prices between
these upper limits and the Bertrand±Nash prices can be sustained as

12 This is most easily done numerically since, for any given n, the mill price is a function
only of �.

13 See, for example, Gee (1976); Lederer and Hurter (1986).
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equilibrium prices for the relevant discount factor �. This makes welfare
comparison of the alternative pricing policies impossible without the
imposition of some further structure on the model. The approach we
adopt is to assume that self-interest among the incumbent ®rms leads
them to settle on the highest possible prices that can be charged consistent
with there being no incentive to deviate. In other words, for the remainder
of this chapter, we assume that (5.17) and (5.19) describe the actual prices
that will be charged by the incumbent ®rms after the entry stage has been
completed.

A simple result characterises the comparison of discriminatory and mill
prices for the one-shot price subgame, as illustrated by ®gure 5.1. If there
are n active ®rms with each pricing policy as in ®gure 5.1a no consumer
loses from discriminatory pricing. By contrast, if there are n active ®rms
with mill pricing but only n=2 with discriminatory pricing as in ®gure 5.1b
no consumer gains from discriminatory pricing.

It turns out that a similar property holds for the SPE prices of (5.17)
and (5.19).

Proposition 3: Assume that the reservation price is not binding and that
there are �n active ®rms with mill pricing:

(i) ~uai �� �jn��n < ~ma
i �� �jn��n 8 �n � 2: If there are also �n active ®rms with

discriminatory pricing, all consumers gain from discriminatory
pricing.

(ii) If no consumer is to gain from discriminatory pricing, there will
have to be no more than �n=2 ®rms with discriminatory pricing.

These are actually stronger results than for the one-shot price subgame.
It would appear that the advantage to consumers of discriminatory pric-
ing relative to mill pricing is even greater with the repeated-price game.
This might on ®rst-sight seem surprising since, as ®gure 5.1a makes clear,
the punishment phase with discriminatory pricing is much more severe
than with mill pricing. The reason is to be found in the very different
rewards that accrue to price undercutting with the two pricing policies.
When ®rms employ mill pricing, a ®rm which wishes to cut price to one set
of consumers must also offer reduced prices to all of its existing custo-
mers, dissipating at least some of the bene®ts of the reduced prices. A
price-cutting ®rm suffers no such loss of revenue with discriminatory
pricing since prices to its existing customers are maintained effectively
unchanged, strengthening the temptation to cut prices. The need to
offset the one-period gains to price cutting imposes a suf®ciently strong
constraint on the tacitly agreed discriminatory prices as to lead to
proposition 3.
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In order to extend our comparisons of the two pricing policies we need to
be more precise about the outcome of the entry stage detailed in section 3.
A key property that affects entry, market structure, and so the effects of
price deregulation, is the degree of spatial contestability. When incum-
bents can relocate their activities costlessly the industry is de®ned to be
spatially contestable (SC). At the other extreme, if relocation costs are
prohibitive, making location choice once-for-all, the industry is de®ned to
be spatially non-contestable (SNC).

1 2 3

mill price

mill price

discriminatory price

discriminatory price

Price

Price

1 2 3

(a)

(b)

Figure 5.1 Comparison of price equilibria: (a) n ®rms with each pricing policy
(b) n ®rms with mill pricing; n=2 ®rms with discriminatory pricing
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In a free-entry equilibrium with spatial contestability each entrant ®rm
just breaks even. We take as the free-entry SNC equilibrium the loosest
packing of ®rms consistent with there being no further entry. At this
equilibrium the incumbents fully exploit the entry-deterring advantage of
being committed to their locations. As a result, the free entry number of
entrants is:14

nSCd � 2f� �ÿ1=2; nSCf � f� �ÿ1=2

nSNC
d � 8f� �ÿ1=2; nSNC

f �
��������
3=2

p
����������������������
2� ���

3
pÿ �

f
q

8>><
>>: �5:20�

Since n�d=n
�
f > 1 :2 we cannot conclude that the entry-deterring effect of

discriminatory pricing more than offsets its pro-competitive bene®ts for
consumers. We must, therefore, turn to more aggregate comparisons. In
doing so, it turns out that we must also distinguish between cases in which
the reservation price is not binding and those in which it is.

Welfare comparisons: non-binding consumer reservation price

Throughout this subsection we shall assume that the consumer reserva-
tion price imposes no effective constraint on ®rms' prices. The complex
nature of the price equilibria makes analytical results dif®cult to derive.
However, given (5.17), (5.19) and (5.20), set-up costs appear as a common
multiplier provided that the consumer reservation price is not binding. As
a result, all comparisons are determined by the discount factor � and
numerical comparisons provide a complete description of the relative
merits of the two pricing policies. Recall that � � eÿÿ�, with the result
that, for a given continuous rate of time discount, � will be greater the
faster the speed of response of incumbents (the lower is ÿ). Figure 5.2 and
table 5.1 summarise the welfare effects of the two pricing policies. In table
5.1 we also repeat our results for the one-shot price subgame to facilitate
comparison.

Consider, ®rst, the impact of pricing policy on delivered prices (®gure
5.2a). If the market is SC every consumer is better off with discriminatory
pricing for any discount factor greater than 0.5 and if the market is SNC
every consumer is better off with discriminatory pricing provided the dis-
count factor is greater than 0.601. The bene®ts to consumers of the pro-
competitive effects of discriminatory prices with a given market structure

14 See Norman and Thisse (1996) for a detailed discussion of these results. The subscript d
denotes discriminatory pricing and the subscript f denotes mill (or FOB) pricing.
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extend to endogenous market structures when prices are determined by
(5.17) and (5.19). Discriminatory pricing increases market concentration
and so increases prices (which is why the difference between the mill price
and uniform delivered price is lower when the market is SNC). However,
this ismore than offset by the need tomake price undercutting unpro®table

SC SNC
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(c)

Figure 5.2 Welfare comparison of non-discriminatory versus discrimin-
atory pricing. (a) Difference between mill price and uniform delivered price

(b) Difference in total revenue (c) Difference in individual ®rm pro®ts
(d) Difference in aggregate pro®t
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which, as we have already indicated, imposes a stronger constraint on
pricing when ®rms employ discriminatory pricing.

The impact of discriminatory pricing on aggregate consumer surplus is
straightforward. If ®rms' total revenue is denoted TR(n) and aggregate
consumer surplus is denoted CS(n) then it follows from our de®nition of
individual consumer demand that CS�n� � vÿ TR�n�. From ®gure 5.2b
mill pricing generates higher total revenues and so lower aggregate con-
sumer surplus than discriminatory pricing no matter the degree of spatial
contestability. This is in contrast to the one-shot price subgame, in which
mill pricing bene®ts consumers if the market is SNC. When the price
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Figure 5.2 (cont.)

Table 5.1 Welfare comparisons

Spatial contestability Spatial non-contestability

Repeated-price gamea

Prices ~ma
i �� � > ~uai �� � if � > 0:5 ~ma

i �� � > ~uai �� � if � > 0:601
Consumer surplus CSf < CSd CSf < CSd

Supernormal profit �if > �id �if < �id

�f > �d �f > �d

Total surplus TSf < TSd TSf > TSd

One-shot price game

Consumer surplus CSf < CSd CSf > CSd

Supernormal profit Ð �if < �id

�f < �d

Total surplus TSf < TSd TSf > TSd

Note: aThe welfare comparisons relate to cases in which the consumer reservation
price is non-binding.
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subgame is repeated, the ability of ®rms to raise prices when they employ
a mill pricing policy is suf®ciently strengthened that, no matter the
degree of spatial contestability, consumers unambiguously bene®t from
discriminatory prices.

Now consider the impact of pricing policy on pro®tability (®gure 5.2c).
If the market is SC (SNC) mill (discriminatory) pricing gives greater
supernormal pro®ts to the individual ®rm.15 Individual ®rm pro®tability
with the two pricing policies is determined by the interplay between the
price-reducing and entry-deterring effects of allowing ®rms to employ a
discriminatory pricing policy. If the market is SC the price-reducing effect
is dominant. By contrast, if the market is SNC (5.20) indicates that the
entry-deterring effect of price deregulation is strengthened. This is suf®-
cient, at the individual ®rm level, to offset the pro®t-reducing effects of
®ercer price competition.

Such ambiguity does not characterise aggregate pro®ts: ®gure 5.2d.
Aggregate pro®t is greater with mill pricing than discriminatory pricing no
matter the degree of spatial contestability. This is in sharp contrast to
our analysis of spatial non-contestability with a one-shot price
subgame (see table 5.1). The difference derives once again from our
discussion of proposition 3 in which we saw that the competitive disad-
vantage of discriminatory pricing is strengthened when the price subgame
is repeated.

The comparison of total surplus is just as in Norman and Thisse
(1996). If total costs are TC(n) then total surplus is vÿ TC�n�. Since
the entry process we have assumed is independent of the nature of the
post-entry price subgame, total costs are also independent of the nature of
the post-entry price subgame. If the market is SNC (SC) mill pricing will
generate higher (lower) total surplus than discriminatory pricing.

To summarise, when the price subgame is repeated and the consumer
reservation price is non-binding, discriminatory prices bene®t consumers
almost always individually and always in the aggregate while mill prices
bene®t producers in the aggregate (and individually if the market is SC).
Although the impact of discriminatory prices on aggregate surplus is
determined by the degree of spatial contestability when consumer surplus
and producer surplus are weighted equally, it is clear that there will be
some additional weighting of consumer surplus above which regulators
should unambiguously favour discriminatory prices.

15 There is a slight exception to this. With spatially contestability the diÿerence in pro®ts
between mill and discriminatory pricing is a series of quadratics, one for each value of j.
Each such quadratic has a turning point at the discount factor �� j� � 4j2=�4j2 � 4j ÿ 1� at
which individual pro®ts are equal for the two types of ®rm.
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It is important to note, however, that our results in this subsection are
based upon the assumption that the consumer reservation price imposes
no effective limit on ®rms' choice of prices as given by (5.17) and (5.19).
We now examine the effect of relaxing this assumption.

Welfare comparisons: binding consumer reservation price

It will emerge below that if the consumer reservation price is binding,
welfare comparisons of the two pricing policies are affected by market
length. As a result, assume that the market is of length �. Given the entry
process described in section 3, the free-entry number of entrants is now
equal to:

nSCd � �=2f� �1=2; nSCf � �=f� �1=2

nSNC
d � �=8f� �1=2; nSNC

f �
�����������
3�=2

p
����������������������
2� ���

3
pÿ �

f
q

8>><
>>: �5:20a�

We know that the highest mill price any ®rm will wish to charge is vÿ
�=2n and that the highest uniform delivered price that can be charged is v.
An important implication of the previous subsection is also that, no
matter the degree of spatial contestability, the discount factor �̂f above
which the consumer reservation price is binding is lower with mill pricing
than with discriminatory pricing. We take advantage of these two proper-
ties in this subsection. Our discussion turns the analysis of the previous
subsection on its head to an extent, by seeking to answer the following
questions:

(i) Under what circumstances will all consumers be worse off with
discriminatory pricing as compared to mill pricing and how is this
affected by the degree of spatial contestability?

For this to be the case it must be that the uniform delivered
price is exactly equal to the consumer reservation price v, since we
know that the maximum delivered price with mill pricing is v and
this applies to a zero measure of consumers. So what does the
critical discount factor �̂f have to be for a uniform delivered
price ~uai ��̂f � � v to be sustainable as an SPE? We can then show
how this critical discount factor is affected by market size, the
consumer reservation price and the ®rms' set-up costs.

(ii) Under what circumstances will consumers on average be worse off
with discriminatory pricing and how is this affected by the degree
of spatial contestability?
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For this to be the case the uniform delivered price must be
greater than vÿ �=4n. So above what discount factor will a uni-
form delivered price of vÿ �=4n be sustainable as an SPE? Again,
we can investigate how this discount factor is affected by market
size, the consumer reservation price and the ®rms' set-up costs.

(iii) Under what circumstances will ®rms either individually or on
aggregate bene®t from price deregulation and how is this affected
by the degree of spatial contestability?
The approach we adopt is straightforward. Equation (5.19)

identi®es the maximum uniform delivered price that is sustainable
as an SPE for a given discount factor. Inverting this equation,
therefore, gives us the lowest discount factor for which a particu-
lar uniform delivered price is sustainable as an SPE. Assume that
the uniform delivered price is �=n � v for some parameter � � 1.
From (5.19), the discount factor �̂d �� � for which the uniform
delivered price ~uai ��̂d �� �� equals �=n is:

�̂d �� � � 2�ÿ 1� �2
2 2�2 ÿ 1� � � 0:5 for � � 1 �5:21�

It follows immediately from (5.21) that @�̂d �� �=@� � 0. In other
words, the critical discount factor �̂d �� � is increasing in �.

Consider ®rst the critical discount factor above which all con-
sumers will be worse off with discriminatory pricing. We have
already noted that for this to be the case ~uai ��̂d��1�� � �1=n � v,
so that �1 � v � n, and from (5.20a) we have:

�SC
1 � v̂

����
�

2

r
> �SNC

1 � v̂

2
�

����
�

2

r
�5:22�

where v̂ � v=
���
f

p
. When the consumer reservation price imposes an

effective constraint on ®rms' mill prices, the critical discount factor
above which all consumers are worse off with discriminatory pricing
is lower when the market is SNC than when it is SC.

For consumers in the aggregate to lose from discriminatory
pricing, it must be the case that ~uai ��̂d���� � �2=n � vÿ �=4n,
which gives a lower limit on � of �2 � v � nÿ �=4.

Substituting from (5.20a) gives:

�SC
2 � v̂

����
�

2

r
ÿ �

4
> �SNC

2 � v̂

2
�

����
�

2

r
ÿ �

4
�5:23�

and we obtain the same qualitative conclusion.
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Note further that @��
i =@v̂ > 0 and @��

i =@� > 0 �i � 1, 2�16 imply-
ing that when mill prices are constrained by the reservation price,
consumers individually and in the aggregate are more likely to lose
from discriminatory pricing if the market is `small', the reservation
price is `low' and/or ®rms' set-up costs are `high'.

For ®rms individually to bene®t from discriminatory pricing the
lower limit on � is such that (see the mathematical appendix, p. 122):

�SC
3 � 0:5v̂

����
�

p

�SNC
3 � 0:079v̂

����
�

p
� 0:225

(
) �SC

3 > �SNC
3 �5:24�

When mill prices are constrained by the reservation price, the critical
discount factor above which ®rms individually gain from discriminatory
pricing is lower when the market is SNC than when it is SC. By the
same argument as in n. 16, we have @��

3=@v̂ > 0 and @��
3=@� > 0,

implying that when mill prices are constrained by the reservation
price, ®rms individually are more likely to gain from discriminatory
pricing if the market is `small', the reservation price is `low' and/or
®rms' set-up costs are `high'.

Finally, we can show that for ®rms in the aggregate to gain from
discriminatory pricing the lower limit on � is:

�SC
4 � 0:707v̂

����
�

p
ÿ 0:104�ÿ 0:207

�SNC
4 � 0:354v̂

����
�

p
� 0:138�ÿ 0:433

(
) �SC

4 > �SNC
4

�5:25�

When mill prices are constrained by the reservation price, the critical
discount factor above which ®rms will gain from discriminatory pricing
is lower when the market is SNC than when it is SC. Once again, we
have @��

4=@v̂ > 0 and @��
4=@� > 0, implying that when mill prices are

constrained by the reservation price, ®rms in the aggregate are more
likely to gain from discriminatory pricing if the market is `small', the
reservation price is `low' and/or ®rms' set-up costs are `high'.

These results take us back more nearly to those presented in Norman
and Thisse (1996) for the one-shot price subgame. When mill prices are
constrained by the consumer reservation price, there will be a degree of
price ¯exibility above which consumers will lose and producers will ben-
e®t from discriminatory pricing. The degree of price ¯exibility necessary

16 It must be the case that v � �=n and we know from (5.20a) that n � ���p
�=� f � where

� � 1. It follows that v=
���
f

p
>

����
�

p
.
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for this to be the case is lower if the market is SNC than if it is SC,
re¯ecting the stronger entry-deterring nature of spatial non-contestability.

We are also brought back to our question in the introduction of
whether there is a potential role for the regulatory authorities in in¯uenc-
ing the degree of price ¯exibility. Equations (5.17) and (5.19) indicate that,
no matter the allowable pricing policy, prices can be expected to be higher
the more ¯exible are ®rms' pricing decisions, since a high degree of price
¯exibility translates to a high discount factor. We have shown that when
the consumer reservation price does not impose an effective constraint on
®rms, consumers always bene®t from price deregulation. We now see that
these bene®ts will be even greater if price ¯exibility can be reduced. When
the consumer reservation price does impose an effective constraint, our
analysis indicates that consumers will not gain from price deregulation,
particularly in more concentrated markets, unless the degree of price
¯exibility is suf®ciently low, where the de®nition of `suf®cient' can be
implied from our formal analysis.

It would appear, therefore, that there are, indeed, consumer bene®ts to
be had if price deregulation is accompanied by policies that reduce price
¯exibility, perhaps by the regulator imposing some type of minimum
period within which prices cannot be changed. The intuition behind this
is familiar from the Folk Theorem. Low price ¯exibility reduces the effec-
tiveness of the punishment phase that sustains the tacitly collusive prices
above the one-shot Bertrand±Nash level and so lowers the maximum
sustainable prices.

6 Conclusions

In this chapter we have extended our earlier analysis of the relative merits
of soft and tough price regimes to the situation in which post-entry price
equilibria re¯ect the repeated nature of the post-entry price subgame. We
derive welfare conclusions that contrast reasonably sharply with our one-
shot analysis. If the constraint implicit in the consumer reservation price is
non-binding then aggregate consumer surplus is greater and aggregate
pro®ts are lower with discriminatory pricing than with mill pricing no
matter the degree of spatial contestability of the market. In addition,
provided that price decisions are suf®ciently ¯exible �� > 0:601� every con-
sumer will bene®t from price discrimination. The entry-deterring effect of
discriminatory pricing is more than offset by its pro-competitive effect.

The reason for this contrast lies in the very different constraints the two
pricing policies impose on ®rms' abilities to raise their prices above the
Bertrand±Nash prices. Such constraints exist since any set of tacitly
agreed prices must be sensitive to the temptation each ®rm has to cheat
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on these prices and so must be supported by some credible punishment
strategy in the event that cheating occurs. The punishment strategy on
which we have focused in this chapter is the grim trigger strategy in which,
if deviation occurs, ®rms move to the one-shot Bertrand±Nash prices
forever. Given the relatively aggressive entry process we have proposed,
we know from our previous analysis that at these prices ®rms individually
and in the aggregate earn at least as great pro®ts with discriminatory
pricing as with mill pricing. With a mill pricing policy any attempt by one
®rm to undercut its rivals requires that the ®rm also offers the lower
prices to all of its existing customers. There is no such requirement with
discriminatory pricing, as a result of which the gains from cheating
are greater with discriminatory pricing than with mill pricing. This com-
bination of weaker punishment of and greater gains to cheating with a
discriminatory pricing policy leads to the consumer gains and producer
losses we have noted.

If our analysis were to stop here it would appear that we could be much
more sanguine about the bene®ts of deregulation of ®rms' pricing policies
even if this were to affect market structure in the ways we have suggested.
Our analysis has also shown, however, that the consumer reservation
price has an important part to play in determining the welfare properties
of alternative pricing policies. If the reservation price effectively con-
strains mill prices then there exists a degree of price ¯exibility above
which our welfare conclusions are reversed, with ®rms gaining and con-
sumers losing from discriminatory pricing. The degree of price ¯exibility
above which this will apply is greater when the market is SNC; when
market size is small; when the consumer reservation price is low; and
when ®rms' set-up costs are high.

Each of these conditions implies that there are less likely to be bene®ts to
consumers frompricederegulation inmarketsalreadycharacterisedbyhigh
levels of market concentration. They further imply a role for the regulatory
authorities that has, so far as we are aware, not been considered in the
literature, primarily becausemost of the pre-existing analysis is static rather
than dynamic. We have shown that the discount factor has a crucial role to
play in determining the bene®ts that consumers are likely to derive from
pricederegulation. Simplyput, consumers are likely to gainmore fromprice
deregulation if the discount factor is low. The discount factor is itself
determined by the (continuous) rate of time discount, which is generally
outside the control of the regulatory authorities, and the speed with which
®rmscanreact todeviation fromthe tacit agreedprices,which is conceivably
within the control of the authorities. Our analysis indicates that price dereg-
ulation is more likely to be successful if it is accompanied by policies that
impose a period over which prices cannot be changed. Interestingly, this is
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especially likely to be the case in concentrated markets and these are the
markets in which response speeds might be expected to be greatest.

6 Mathematical appendix

Proof of Proposition 1:
(a) Assume that ®rms have tacitly agreed on the mill price m/n, where

m > 1. Assume further that a price-cutting ®rm charges a price
�mÿ j�=n that just undercuts j > 1 neighbouring ®rms. This
gives a market radius to the price-cutting ®rm of j=n� 1=2n and
instantaneous gross pro®t of:

�c � �mÿ j��2j � 1�=n2 �5A:1�
Instantaneous gross pro®t with the agreed mill price m/n is:

�a � m=n2 �5A:2�
The Bertrand±Nash equilibrium mill price is 1/n with instanta-
neous gross pro®t

�b � 1=n2 �5A:3�
For such price-cutting to be unpro®table we require that:

�a ÿ ��b � 1ÿ �� �=�c

Solving for m gives the upper bound on the tacitly agreed price:

~m �, j� �
n

� � 1� j � 2 j2
ÿ �ÿ j 1� 2 j� �

� 1� 2 j� � ÿ 2 j
� 1
n

�5A:4�

By a similar analysis, if the price-cutting ®rm just undercuts j � 1
neighbours the upper bound on the mill price is:

~m �, j � 1� �
n

� � 4� 5 j � 2 j2
ÿ �ÿ j � 1� � 3� 2 j� �

� 3� 2 j� � ÿ 2 j � 1� � � 1
n

�5A:5�

Theseupperboundsareequalwhen�� j� � 4 j j � 1� �=�1� 8 j � 4 j2�.
Thus the upper bound on the mill price is ~m��, j�=n for
� 2 ��� j ÿ 1�, �� j�� for the price-cutting ®rm to wish just to undercut
exactly j neighbours to each side. Inverting �� j� gives h��� in the text.

(b) We now check that the price-cutting ®rm would not prefer an
interior solution in which it undercuts j neighbours to each side
and takes only part of the market of the � j � 1�th neighbours.
If the tacitly agreed mill price is ~m �, j� �=n and the price-cutting

®rm charges a price c/n it gets market radius 1� ~m �, j� � � j ÿ c� �=2n
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and earns instantaneous gross pro®t of c 1� ~m �, j� � � j ÿ c� �=n
giving the optimal price:

c �, j� �
n

� 1� ~m �, j� � � j

2n
�5A:6�

We need merely check that c �, j� � � j� �=n � m��, j�=n. Substituting
from (5A.5) and simplifying gives:

� � c �, j� � � j ÿ ~m �, j� � � j 4� j � 1� � ÿ 4 j � 1� �� �
2 � 2 j � 1� � ÿ 2 j� � �5A:7�

Differentiating � with respect to � gives:

@�

@�
� 1ÿ 2 j� �j

2 � 2 j � 1� � ÿ 2 j� �2 < 0 for j � 1 �5A:8�

Thus we need only evaluate � at �( j). This gives:

�j��� j� ��
2 j ÿ 1

4
> 0 �5A:9�

It follows that the corner solution (5A.5) is always the preferred method
for a price-cutting ®rm. &

Proof of Proposition 2: Assume that ®rms have tacitly agreed on a uni-
form delivered price u, where u � 1=n. A price-cutting ®rm will just
undercut this price, giving it a market radius of u=n and instantaneous
gross pro®t:

�c � 2

Z u=n

r�0

u

n
ÿ r

� �
dr � u2=n2 �5A:10�

Instantaneous gross pro®t with the agreed uniform delivered price is:

�a � 2

Z u=n

r�0

u

n
ÿ r

� �
dr � �4uÿ 1�=4n2 �5A:11�

The Bertrand±Nash equilibrium prices give instantaneous gross pro®ts of:

�b � 1=2n2 �5A:12�
For price-cutting to be unpro®table we require that:

�a ÿ ��b � �1ÿ ���c

Solving for u=n gives the upper bound on the tacitly agreed uniform
delivered price:

~u �� �
n

� 1� �������������������
� 2� ÿ 1� �p

2 1ÿ �� � � 1
n

�5A:13�
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The upper limit on this price is, of course, the consumer reservation
price v. &

Proof of Proposition 3:
(i) For a given n and provided that the reservation price is not

binding, the difference between the tacitly agreed mill and uniform
delivered prices is:

�1 �
� 1� jj���j � 2 jj���j2
� �

ÿ jj���j 1� 2 jj���j� �
� 1� 2 jj���j� � ÿ 2 jj���j � 1

n

ÿ 1� �������������������
� 2� ÿ 1� �p

2 1ÿ �� � � 1
n

�5A:14�

For a given n this is a function solely of the discount factor � and
so can be examined numerically. This examination con®rms that
�1 > 0 as required.

(ii) For a given n and provided that the reservation price is not bind-
ing, the difference between the maximum delivered mill price with
n ®rms and the uniform delivered price with n=2 ®rms is:

�2 �
� 1� jj���j � 2jj���j2
� �

ÿ jj���j 1� 2jj���j� �
� 1� 2jj���j� � ÿ 2jj���j � 1

n

� 1

2n
ÿ 1� �������������������

� 2� ÿ 1� �p
2 1ÿ �� � � 2

n
: �5A:15�

For a given n this is a function solely of the discount factor � and
so can be examined numerically. This con®rms that �2 � 0 but
that �2 � 0 for exactly one value of � for each value of jj���j. It
follows that for at least some consumers to prefer mill pricing
there will have to be fewer than n=2 ®rms with uniform delivered
pricing.

Proof of (5.24) and (5.25): If the mill price is constrained to
vÿ �=2n then individual ®rm and aggregate pro®t are respectively:

�f � �v=nf ÿ f ÿ �2=2n2f

�f � �vÿ f � nf ÿ �2=2nf

(
�5A:16�

where from (5.20a) we know that:

nf �
������������
�=�f

p
�5A:17�
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with � � 1 or 3=�2�2� ���
3

p ��. Substituting in (5A.16) gives:

�f �
f

2
2v̂

�������
��

p
ÿ ��ÿ 2

� �
�f �

������
�f

p
2

����
�

p 2v̂
�������
��

p
ÿ ��ÿ 2

� �
8>><
>>: �5A:18�

Assume that the uniform delivered price is u=nd . Then individual ®rm
and aggregate pro®t with uniform delivered pricing are:

�d � �u=n2d ÿ f ÿ �2=4n2d

�d � �u=nd ÿ f � nd ÿ �2=4nd

(
�5A:19�

and we know that:

nd �
�����������
�=þf

p
�5A:20�

where þ � 2 or 8. Substituting in (5A.19) gives:

�d � f

4
4þuÿ þ�ÿ 4� �

�d �
������
�f

p

4
���
þ

p 4þuÿ þ�ÿ 4� �

8>><
>>: �5A:21�

Solving �d � �f and �d � �f for u gives the critical values of � above
which �d � �f and �d � �f . Substituting for � and þ in these equations
gives (5.24) and (5.25). &
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6 Tougher price competition or
lower concentration: a trade-oÿ
for anti-trust authorities?

Claude d'Aspremont and Massimo Motta

1 Introduction

Looking at the history of anti-trust laws, their ®rst and possibly main
objective seems to have been the forbidding of price collusion ± that is, to
prevent different sellers to agree in ®xing the price of their product. For
instance, the Sherman Act (1890) was, in its early period, generally
interpreted as a law against cartels and moreover `in the enforcement
of the Sherman Act against cartels, emphasis has been placed upon
establishing the fact of an agreement pertaining to price' (Posner, 1977,
p. 213). The application of the Act to mergers came only later and was
subject to controversy. Judges1 did not immediately use the argument that,
by consolidation into a single-®rm, cartel members could evade the law. As
a result, following the Sherman Act, there was a sharp increase in the
number of mergers in United States industry at the end of the nineteenth
century as documented, among others, by Bittlingmayer (1985). More
recently a similar evolution was observed in the European Community
legislation. For years it had been discussed whether articles 85 and 86 of
the Rome Treaty (1957), could have been directly applied to mergers and
acquisitions. It was only in 1989 that a new regulation2 on such cases
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Thanks are due to Luis Cabral, Isabel Grilo and Jean-Pierre Ponssard for helpful
discussions. A first-version of this chapter was presented in the workshop on `Competition
and Regulation in Concentrated Industries', CORE (May 1993) and at the `Jornadas de
Economia Industrial', Madrid (September 1993). This chapter presents research results
of the Belgian programme on inter-university poles of attraction initiated by the Belgian
state, Prime Minister's Office, Science Policy Programming. The scientific responsibility is
assumed by its authors.

1 As mentioned by Posner (1977), in the Northern Securities case, the judge's position that
the Sherman Act (1890) was inapplicable to mergers was rejected by a majority of the
Supreme Court.

2 Council of the European Communities, Council Regulation EES 89, `On the Control of
Concentration between Undertakings' (21 December 1989).



was adopted `in the 1992 perspective and given the corresponding wave of
mergers and takeovers'.3

In both cases, it is only after observing that forbidding price agreements
leads to higher concentration in industries that the legislator tries to limit
such adverse effect by restricting mergers and acquisitions. This adverse
effect is even more dramatic if one takes into account the fact that after a
merger there is a smaller number of ®rms in the industry, and this circum-
stance makes it more likely for collusion to arise.

One might then argue whether tough anti-trust law and anti-trust
enforcementmight provoke an undesirable increase in concentration. Such
an increase in concentration may result from voluntary consolidation by
®rms to avoid the law, as already mentioned. It may also result from
involuntary exits or bankruptcies, owing to excessive price competition.4

An example is the Resale Prices Act (1964) in the United Kingdom which
prohibited the practice of resale price maintenance (RPM) and contributed
to the decline of a great number of independent food retailers.5 Indeed such
a danger has been sometimes of®cially recognised, as it was for some
industries in the United States by the National Recovery Administration's
Code of Fair Competition during the 1930s (until such arrangements were
declared unconstitutional).

This is an argument dear to Louis Phlips, who has warned us about the
possible adverse effect of tough competition and too low pro®tability for
producers. In Phlips (1998, p. 24), he says, for instance, that `there is
probably general agreement that anti-trust authorities should do what is
necessary to get prices down towards marginal cost. But how far should
they go down? Until they are equal to marginal cost?'

The purpose of this chapter is to analyse whether tougher price
competition might have an overall negative effect on welfare. In general,
there exists the following trade-off. On the one hand, tougher price
competition improves allocative ef®ciency for any given industrial struc-
ture. On the other hand, it might cause a reduction in the number of ®rms
operating in the industry, which in turn has a negative effect on welfare.
A priori, it is unclear whether the ®rst effect always outweighs the second,
so that tougher price competition would always be bene®cial. In this
chapter we show that under certain (admittedly strong) conditions,
intermediate degrees of price competition might be optimal. Before
misinterpreting our results, however, we should emphasise that pure
collusion, where the joint pro®t maximising price is chosen by a group

3 See Jacquemin (1990).
4 See Sutton (1991) and in particular his study of the United States salt industry.
5 See Everton (1993).

126 Claude d'Aspremont and Massimo Motta



of ®rms, leaves too little room for competition, thus causing unambigu-
ously total welfare losses. Under no circumstance do we ®nd that collusion
increases welfare with respect to any other benchmark of product market
competition. The way in which we deal with the idea that softer price
competition might avoid an increase in concentration and therefore might
increase welfare is to compare welfare under Cournot (i.e. quantity)
competition and under Bertrand (i.e. price) competition. That Cournot
competition implies some form of price coordination, and therefore softer
price competition, is clear from a theoretical point of view. For instance, in
d'Aspremont, Dos Santos Ferreira and GeÂ rard-Varet (1991a), it is shown
that Cournot competition can be viewed as competition in prices and in
quantities, where price competition is coordinated by a `pricing scheme',
establishing the market price, but under the in¯uence of the prices
announced by the individual ®rms. The problem is to recognise Cournot
competition in practice. The main feature of Cournot competition is not
that ®rms choose strategically their own quantities, but that they take the
total quantities produced by the others in the industry as given, assuming
that they are ready to adjust their prices to keep their market shares. Then,
facing a residual demand, it does not really matter for a ®rm whether the
price or the quantity is the main strategic variable (as in a pure monopoly).
We have thus a sharing of the market which is implemented, and each ®rm
respects the market shares of the others (taking for granted that if a ®rm's
market share is threatened this ®rmwill adjust its price). In this perspective
it is interesting to quote, as an example, the use by an industry of what has
been called `facilitating practices'. These are contractual clauses or con-
ventions, or norms of conduct, in an industry to implement coordination of
prices. Examples are the `meet-or-release clause' (whereby a ®rm should
meet the price of a competitor or release its customer), the `most-favoured
customer clause' (whereby a ®rm cannot discriminate a customer with
respect to other customers) and the `advance-notice' of price changes.
Combining thesewith the possibility of rebates,Holt and Scheffman (1987)
showed that such practices turn out to be of the kind implied by Cournot
competition in an industry. The possibility of rebates is crucial, because it
explains why a ®rm can anticipate that its competitor will keep its own
customers.6

We will contrast Cournot competition with Bertrand competition,
where competition in prices is more severe. As the theory shows, this
kind of competition leads in general to lower prices or creates more
problems for the existence of an equilibrium. Our story is simple. Imposing

6 Without the possibility of rebates, and in a symmetric oligopoly, one would get the pure
collusion solution. See Salop (1986); Kalai and Satterthwaite (1986).
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Bertrand competition in an industry, instead of allowing `fair competition'
in theCournot sense,might be destructive in the sense of forcing some ®rms
to exit and thereby increasing concentration. Indeed, this increase of con-
centrationmight be very damaging to consumers, thus having adetrimental
effect on global welfare.7 To give a ®rst example, consider an homogeneous
good industry composed of two ®rms facing the demand function q �
S�1ÿ p�, where q and p denote, respectively, total quantity and the market
price, and where S measures the `size' of the market. Suppose the present
situation in the industry to be of the Cournot type, with (short-run) pro®ts
at the Cournot equilibrium (each ®rm selling a quantity S

3 at a price equal
to 1

3) suf®cient to cover some (not too high) ®xed costsK > 0. Imagine now
that regulation against price agreements forces the ®rms into Bertrand
competition. Short-run pro®ts are driven down to zero, so that only one
®rm can survive in the long run, and this single ®rm is only selling the
quantity S

2 at the price
1
2. Even more, computing the respective producers'

surpluses (2S9 ÿ 2K in the Cournot case and S
4 ÿ K in the monopoly case)

and the consumers' surplus (2S9 and S
8, respectively), total welfare is

decreased. Of course, this example is extreme, since starting with two
®rms,we endupwith amonopoly.Our purpose is to generalise this example
to a larger oligopoly, where in addition product differentiation owing to
differences in location also plays a role. This last feature is important
because, with spatial differentiation, some sort of price coordination is
unavoidable: each ®rm has to adopt a `pricing policy' to take into account
transportation costs (whether pure discrimination or FOB pricing or
`basing-point' pricing or anything else). Coordination cannot be avoided,
and the problem becomes more a question of degree. How much
coordination should be tolerated?

In section 2 we present our example. In section 3we look for equilibrium
in both the Cournot and Bertrand cases and, in section 4, we make welfare
comparisons; section 5 concludes.

2 The model

We consider an industry with a maximum number of three ®rms which, in
the Launhardt/Hotelling tradition,8 are supposed to be located on the real-
line. In the long run the number of ®rms will depend on market and cost

7 The idea that less intense competition, in the form of cooperative agreements on R&D
in the line of d'Aspremont and Jacquemin (1988), allows for a higher number of firms in the
industry, having possible desirable effects on welfare, has been proposed by Motta (1992).
The idea that collusion may lead to lower concentration and lower profits is treated in Selten
(1984).

8 See Hotelling (1929) or, less well known, Launhardt (1885).
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conditions, but also on the type of pricing arrangement. For simplicity we
assume that locations are ®xed (owing, for example, to the locations of
mineral resources) and limit ourselves to the two-®rm and the three-®rm
cases, ®rmsA andB being installed at point 0 and point 1, respectively, with
(or without) an intermediate ®rmC at point (1/2). Each ®rm is supposed to
produce the same homogeneous good under the same cost conditions.
Variable production costs are given by the functionÿ 1

2 q
2 and ®xed costs by

K > 0. Hence if a ®rm j, sells a quantity qj at a price pj, its pro®t is:

�j � pjqj ÿ
1

2
q2j ÿ K

Later we will denote �j � pjqj ÿ 1
2 q

2
j , the pro®t when ®xed costs are sunk.

Potential consumers are uniformly distributed on the real-line (or at least
on an interval much larger than [0, 1] and containing it) and each buys one
unit of the good if the price is less than a reservation priceS > 0.The pricing
policy used by each ®rm isFOBmill pricing, according towhich a consumer
buying from ®rm j� j � A,B or C ) pays j 's mill price pj plus a trans-
portation cost of t per unit of distance. Of course, each consumer will
choose to buy from the ®rm proposing the lowest price at delivery, if this is
lower than his reservation price S.

For each vector of mill prices p, each ®rm, in its location, can serve two
sides of the market, given by the potential customers on its right and the
potential customers on its left. Likewise each ®rm i, on each side, can either
enjoy a position of (local) monopoly, having its demand D0

i on this side
depend only on its own price and on the reservation price S, i.e.:

D0
i � p� �

S ÿ pi
t

�6:1�

or it can share this side of the market with another ®rm j (the two market
areas overlapping), and have its demand Dj

i� p� depend on their distance,
say �ij , and on the difference between the two prices, i.e.:

D j
i � p� � 1

2
�ij �

pj ÿ pi
t

� �
�6:2�

Figure 6.1 illustrates these two possibilities. To compute D0
i �p� and D j

i � p�
one has simply to solve in x the respective two equations:

pi � tx � S

pi � tx � pj � t��ij ÿ x�
Note that D j

i � p� should be interpreted as a demand addressed to ®rm
i if and only if 0 < D j

i � p� < �ij. At D j
i � p� � 0 (or equivalently if
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pj � t�ij � pi) there is a discontinuity, since then all the remaining potential
customers of ®rm i are indifferent whether to go to ®rm j. For D j

i � p� < 0
®rm j undercuts � pj � t�ij < pi� the price of ®rm i and all customers prefer
to go to ®rm j. A similar reasoning applies toD j

i � p� � �ij (this is equivalent
to Di

j� p� � 0). We should also restrict our considerations to D0
i � p� � 0.

Knowing how demand is shared between two adjacent ®rms we can now
easily derive the complete demand schedule for both the two-®rm and the
three-®rm cases. Indeed, for i�A, B and j 6� i, the total demand to®rm i can
be de®ned (with p � � pA, pB� in the two-®rm case and p � � pA, pB, pC� in
the three-®rm case) by the following three expressions. The ®rst refers to
the case where ®rm i has zero demand on both sides, the second refers
to the case where it has a local monopoly on both sides and the third to the
case of local monopoly on one side and overlapping of market areas on
the other:

Di� p� � 0 if pi > S or pi > pj � t�ij , for some j 6� i �6:3�

� 2D0
i � p�, if D j

i � p� > 0, pi � tD j
i � p� � S or pj > pi � t�ij

for all j 6� i �6:4�

� D0
i � p� �D j

i � p�, if pi � tD j
i � p� < S and 0 < D j

i � p� < �ij

�6:5�
This de®nition of the demand function applies to both ®rms A and B
(i, j � A or B), in the two-®rm case, or in the three-®rm case whenever ®rm
C price is too high: pC > pj � t�iC � pj � t

2

ÿ �
, for j�A orB. Otherwise, one

should put j�C in (6.3) and de®ne in addition the demand schedule of ®rm

S

Pi

Pj

Di
jDi

0

∆ij

Figure 6.1 Market areas
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C. The following expressions (6.30), (6.40) and (6.50) correspond to the cases
(6.3), (6.4) and (6.5) already described. The only new case is given by
(6.6), where we have overlapping market areas on both sides of the
middle ®rm:

DC� p� � 0, if pC > S or pC > pj � t�Cj, for some j 6� C �6:30�

� 2D0
C� p�, if Dj

C� p� > 0, pC � tD j
C� p� � S or pj > pC � t�Cj

for all j 6� C �6:40�

� DA
C� p� �DB

C� p�, if pC � tDi
C� p� < S and 0 < Di

C� p� < �Ci,

for i � A,B �6:6�

� D0
C� p� �D j

C� p�, otherwise for j � A or B �6:50�
Notice that in the above conditions �Ci � �jC � 1

2 and �ij � 1 for i, j�
A, B. Notice also that we have left undetermined here the demand
functions at each point of discontinuity ± namely, for each pair (i, j ) at
the point p where D j

i � p� � 0 (or Di
j� p� � �ij). This will be done, when

required, along the way.
The knowledge of the demand schedules for each ®rm is not suf®cient to

specify the pro®t functions completely. We need to establish what type of
competition is taking place among the ®rms. In that respect, beyond the
hypothesis that all the ®rms agree to adopt the mill pricing policy, there
might be additional coordination. Of course the highest degree of price
coordination is pure collusion where the FOB±mill pricing scheme is
chosen so as to maximise some joint pro®t (with one, two or three ®rms
effectively producing) which may have to be shared among ®rms. However
we shall limit ourselves to two `non-collusive' pricing schemes, involving no
sharing of pro®t, the ®rst implyingmore coordination than the second, and
leading to two different types of equilibrium.

The ®rst is an equilibrium of the Cournot type.9 As mentioned in the
introduction, the main feature of Cournot competition is that, whenever a
®rm ®xes its price (and its production), it takes as given the quantities to be
sold by the other ®rms. This implies a need for the other ®rms to adjust their
prices (using, for instance, various kinds of discounts or rebates) in order to
keep their customers. In the pure homogeneous case, with a simple market
price, it is possible and convenient to use the inverse total demand function.

9 Or, more precisely, of the Cournot±Walras type in the sense of Gabszewicz and
Vial (1972).
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In the present case of product differentiation owing to different locations,
there is no total demand function to invert, but a system of demand
functions given by the de®nition above. Formally a `Cournot equilibrium'
is de®ned as a price vector pc and a quantity vector qc such that, for each
®rm i, the pro®t �c

i � pci q
c
i ÿ 1

2 �qci �2 ÿ K is the maximum attainable
under the constraints: p � 0, 0 � qi � Di� p�, and Dj� p� � qcj , for all
j 6� i. Two remarks are in order. On the one hand, for a ®rm, to undercut
the mill price of another ®rm is not effective: to keep its market share this
other ®rm would indeed immediately adjust its own mill price. This means
we can exclude the cases where ®rm i obtains the whole market10 of ®rm j
through undercutting: pj > pi � t�ij . On the other hand, when two
adjacent ®rms are in a situation of local monopolies with respect to
each other (their market areas being disjoint), each can change its own
price (locally) without affecting the market share of the other. So the
cases where inverting of the demand system could still be considered are
when the market areas overlap: a ®rm should lower its price to sell more,
but the other ®rm would adjust its own price to keep its market share
unchanged.

The second type of equilibrium we shall use introduces less coordina-
tion: it is of the Bertrand/Hotelling type. Any ®rm takes as given the prices
announced by the other ®rms. Hence any ®rmmay consider the possibility
of undercutting the price of some other ®rm in order to capture its whole
market. Such behaviour increases the likelihood of a price war and makes
the existence of an equilibrium more problematic.11 Formally a `Bertrand
equilibrium' is de®nedas aprice vector pb andaquantity vector qb such that,
for any ®rm i, the pro®t�b

i � pbi qbi ÿ 1
2 �qbi �2 ÿ K is themaximumattainable

under the constraints: pi � 0 and 0� qi � Di� pi, pbÿi�, where pÿi denotes
the (nÿ1) vector � pj�j 6�i.

In section 3 we shall determine, for our example, values of the
parameters S and t for which a Cournot equilibrium exists, when there
are three ®rms, and a Bertrand equilibrium exists, when there are two or
three ®rms already installed and ®xed costs are considered as sunk.
However, considering the preliminary stage where ®rms decide to enter
or not in the industry, there will be values of the ®xed cost K such that all
three ®rms would enter under Cournot competition, but only the two
extreme ®rms (A and B) under Bertrand competition.12

10 As observed by Eaton and Lipsey (1989), `the undercutting temptation is removed
when competition is in quantities'.

11 See d'Aspremont, Gabszewicz and Thisse (1979).
12 Since the conditions binding the parameters will be restated in section 4, devoted to the

welfare implications of such a situation, the computations in the following can be skipped
without lost of continuity.
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3 Equilibrium computations

Three-®rm Cournot equilibrium

Although there are different regimes of equilibria, it is enough for our
purpose to study Cournot equilibrium with the three market areas over-
lapping (strictly): pi < pi � tDj

i� p� < S, for i�A, B and j�C, as well as
for i�C and j�A, B (see (6.5) and (6.6) above). Also, without loss of
generality, we will adopt the normalisation t � 1. The demand system
becomes (using (6.1), (6.2), (6.5) and (6.6)):

qi � �S ÿ pi� �
1

4
� pC ÿ pi

2

� �
� S � 1

4
� 1

2
pC ÿ 3

2
pi i � A,B

qC � 1

4
� pA ÿ pC

2

� �
� 1

4
� pB ÿ pC

2

� �

� 1

2
� 1

2
� pA � pB� ÿ pC �6:7�

Inverting this system we get:

pi � S � 1

2
ÿ 5

6
qi ÿ

1

6
qj ÿ

1

2
qC i, j � A,B; i 6� j

pC � S � 1ÿ 1

2
�qi � qj � 3qC� i, j � A,B; i 6� j

�6:8�

Computing the gross pro®t functions �i � piqi ÿ 1
2 q

2
i , for i�A, B and C,

and solving the system of ®rst-order conditions, we get the following
solution:

qcA � qcB � 3�3� 7S�
65

; qcC � 14� 11S

65

pcA � pcB � 11�3� 7S�
130

; pcC � 14� 11S

26

�c
A � �c

B � 12�3� 7S�2
4225

; �c
C � 2�14� 11S�2

4225

�6:9�

Ofcourseweneedthatpro®ts,netof®xedcosts,�c
i ,bepositive:for i�A,B,C:

min
i

�c
if g > K > 0 �6:10�

For this to be a solution we have ®rst to check that strict overlapping is
respected: pci < pci � 1

4 � 1
2 � pcj ÿ pci � < S for i�A, B and j�C, and for

i�C and j�A, B. It may be veri®ed that these conditions hold if:

S >
21

26
�6:11�

In addition, for the candidate solution to be a Cournot equilibrium, we
have to exclude the possibility for any ®rm i to gain more by selecting
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a higher production level, while all prices adjust so that pi � pj ÿ�ij for
some j 6� i, and the quantities of the other ®rms are maintained at the same
level �qj � qcj for all j 6� i). Take the case of ®rm C and pC � pj ÿ 1

2 for
j � A,B. The demand function it faces is given by (whenever positive):

qC � 2�S ÿ pC� ÿ qcA ÿ qcB

or

pC � S ÿ 1
2 �qcA � qcB� ÿ 1

2 qC

Maximising its pro®t �C � pCqC ÿ 1
2 q

2
C one gets the optimal deviation

�q0C, p0C� and the optimal pro®t accordingly:

�0
C � �44S ÿ 9�2

16900

Comparing �0
C with �c

C we get a no-deviation suf®cient condition:

S < 3:771 �6:12�
Consider now the case of an extreme ®rm (say, ®rm A) deviating and let it
choose pA � pC ÿ 1

2, thus absorbing C's market area, while maintaining
an overlapping with B's market area. Then qA � S � 1

2 � 1
2 pB ÿ 3

2 pA ÿ qcC,
where pB is such that: S � 1

2 � 1
2 pA ÿ 3

2 pB � qcB. These two equations lead
to pA � S � 1

2 ÿ 3
4 qA ÿ 3

4 q
c
C ÿ 1

4 q
c
B. The quantity q0A that maximises the

deviating pro®t �A � pAqA ÿ 1
2 q

2
A is given by: q0A � �79� 206S=650�.

The corresponding pro®t is �0
A � �79� 206S�2=338,000 which is never

greater than�c
A.

It is also easy to exclude thatAwould be tempted to absorb bothB's and
C's market areas. Indeed it is enough to compute the pure monopoly
quantity qm � S

2, which is the solution to the problem maxx�P�x�xÿ 1
2 x

2�
with x � 0 and P�x� � S ÿ 1

2 x denoting the inverse demand function, and
to impose that the quantity that A can sell under the Cournot hypothesis ±
namely �qm ÿ qcB ÿ qcC� is negative. This is the very weak condition:

S � 46 �6:13�
Up to now we have only considered deviations leading to lower prices.

We should also analyse deviations where ®rm i produces less, but sells at a
higher price, so that its market area does not overlap any longer with the
market area of a competitor. TheCournot hypothesis implies that the other
®rms also raise their prices in order to keep selling the same quantities.
However the vector of adjusted prices should be such that for the deviating
®rm i,D j

i � p� > 0andpi �D j
i � p� � S for all j 6� i (see (6.4) and (6.40)).When

i is ®rmC, such a deviation implies that all three ®rms are local monopolies,
with ®rms A and B selling their Cournot equilibrium quantities. Then it is
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easy to compute the maximal quantity ®rm C can sell in such a deviation.
This is �qc � 1ÿ 2�S ÿ �p�,where �p is the price such that 2�S ÿ �p� � qcA � qcB.
But such a deviation is excluded as soon as this maximal quantity �qc is
smaller than qm � S

2, the quantity C would choose to sell as a pure
monopoly (indeed, it would then mean that the deviation price has
been pushed too far up). This leads to the condition

S >
112

107
�6:14�

Suppose now that the ®rm considering such a deviation (leading to a price
high enough to ensure a local monopoly) is an extreme ®rm, say ®rm A.
Applying the Cournot hypothesis again, the maximal quantity ®rm A can
hope to sell is limited to �qA � 2 1

2 ÿ 1
2 q

c
C

ÿ � � �1ÿ qcC�, since A avoids
overlapping the market area of C in the zone between their respective
locations. Applying the same argument as above, such a deviation is
excluded if �qA < qm, that is

S >
100

87
�6:15�

Two-®rm Bertrand equilibrium

The two-®rm Bertrand equilibrium is simpler to compute than the three-
®rm Cournot equilibrium.13 There are only three possible regimes: one
whereS is large enough so that both ®rms reach the puremonopoly pro®t, a
second regime where they are closer (with adjacent market areas) and have
localmonopoly pro®ts (i.e. with qi � �S ÿ pi�, i � A,B�, and a third regime
where their market areas strictly overlap. For brevity's sake, we shall limit
our computations to this last regime.

Demand is given by:

qi � �S ÿ pi� �
1

2
� pj ÿ pi

2

� �
i, j � A,B; i 6� j

and we can directly maximise the gross pro®t, �i � piqi ÿ 1
2 q

2
i , in the price

pi (for i�A, B). The solution we get is:

pbA � pbB � 5� 10S

16

qbA � qbB � 3�1� 2S�
16

�b
A � �b

B � 21�1� 2S�2
512

13 For a complete description of all the equilibria, see d'Aspremont, Dos Santos Ferreira
and GeÂ rard-Varet (1991b).
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Again we need a condition on ®xed costs:

�b
i � K > 0 �6:16�

and a condition to ensure strict overlapping:

pbi < pbi � 1
2 � 1

2 � pbj ÿ pbi � < S, i 6� j

Since pbj ÿ pbi � 0, this simply amounts to:

S >
13

6
�6:17�

To get an equilibrium in prices we should also exclude any deviation. To
exclude a deviation by ®rm i, choosing a higher price and getting a situation
of two local monopolies, it is enough to verify that the maximal quantity i
can sell, i.e. 1ÿ �S ÿ pbB�, is smaller than the pure monopoly quantity
qm � S

2. We get the condition

S >
3

2
�6:18�

To prohibit deviations by a lower price, it should be taken into account
that, in contrast to the Cournot approach, a ®rm i has the possibility to
eliminate a competitor j by undercutting its price ± that is, by choosing a
price pi � pj ÿ 1ÿ ", for some " > 0. Choosing " small enough this leads to
a deviation maximal pro®t

�0
i ' �S ÿ � pbj ÿ 1��� pbj ÿ 1� ÿ 1

2
�S ÿ � pbj ÿ 1��2

� 12S2 ÿ 44S ÿ 121

64

which should be less than �b
i , or

S < 38 �6:19�
But this constraint, as well as (6.18), is not binding, so that a Bertrand
equilibrium of the overlapping type exists in the two-®rm case if and only if
(6.16) and (6.17) hold.

Three-®rm Bertrand equilibrium

Finally we consider the three-®rm case again and suppose that Bertrand
competition is imposed.We shall show that under this kind of competition,
the three-®rmmarket structure can be excluded for some values of the ®xed
costs, deterring entry by the middle ®rm. First to determine the conditions
under which an equilibrium with overlapping market areas exists, we
consider each pro®t function �i � piqi ÿ 1

2 q
2
i where qi is the demand of
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®rm i as given by (6.7). Taking ®rst-order conditions we get a system of
equations in prices:

5

2
S � 5

8
ÿ 21

4
pi � pC � 0 i � A,B

1� pA � pB ÿ 3pC � 0 i, j � A,B; i 6� j

The solution of this system is:

p̂A � p̂B � 5�5� 12S�
106

; p̂C � 2�13� 10S�
53

q̂A � q̂B � 3�5� 12S�
106

; q̂C � �13� 10S�
53

�̂A � �̂B � 21�5� 12S�2
22472

; �̂C � 3�13� 10S�2
5618

Note that �̂A � �̂B > �̂C for

S > 1:087 �6:20�
So it is valid to take �̂C � K as the condition determining entry of the
middle ®rm and, thus, the three-®rm market structure under Bertrand
competition.

Again restricting ourselves to a strict overlapping regime we have to
check that a consumer indifferent between buying from ®rm A (say) or not
buying, and located at the point �S ÿ p̂A�, is on the right of the consumer
indifferent between buying from ®rm A and ®rm C, who is located at the
point 1

4 � 1
2 � p̂C ÿ p̂A�

� �
. This gives the condition

S >
65

56
�6:21�

Then to exclude the undercutting by ®rm C of the equilibrium prices of
®rms A and B, involving a deviation price p0C slightly less than p̂A ÿ 1

2

ÿ � �
p̂B ÿ 1

2

ÿ �
and a quantity of at most q0C � 2�S ÿ p0C� � 2S � 1ÿ 2p̂A, one

has to ensure that the corresponding deviation pro®t �̂0
C � p0C q0C ÿ 1

2 �q0C�2
is less than the equilibrium pro®t �b

C, i.e.:

S < 9:26 �6:22�
Now it is easy to verify that it is never pro®table for an extreme ®rm (say,

®rm A) to undercut ®rm C but not ®rm B by choosing a price p0A satisfying
p̂B ÿ 1 < p0A < p̂C ÿ 1

2 (which is possible for S < 4). Similarly it is not pro-
®table for ®rmA to undercut both ®rms B andC by choosing p0A < p̂B ÿ 1.
Finally we have to exclude deviations involving price increases. If ®rm C
chooses a price high enough to get a situation of total monopolies, the
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maximal quantity it can sell is given by �1ÿ �S ÿ p̂A� ÿ �S ÿ p̂B��, which is
less than the pure monopoly quantity qm whenever

S >
156

145
�6:23�

So, we have established a set of conditions which are suf®cient to ensure
the existence of both a Bertrand equilibrium and a Cournot equilibrium in
the three-®rm case and of a Bertrand equilibrium in the two-®rm case. We
return now to the conditions on ®xed costs, which are crucial to determine
the number of ®rms in themarket, and to collective welfare considerations.

4 Welfare comparisons

The computations above allow us to construct an example having the
following features. If Cournot competition prevails, a three-®rm market
structure will emerge since a three-®rm Cournot equilibrium exists that
ensures a positive equilibrium pro®t �c

i to every ®rm (this is condition
(6.10)). If Bertrand competition prevails, we can ®nd values of the ®xed
cost K (still satisfying condition (6.10)) such that a three-®rm Bertrand
equilibriumwould lead to anegative equilibriumpro®t for themiddle ®rm±
i.e. �̂C < K . In other words the middle ®rm would not enter the industry
under such a condition and, instead, a two-®rm Bertrand equilibrium
would be established (whenever �b

i > K for i � A and B). Since there are
obviously values of K ensuring

minf�b
A,�

c
Cg > K > �̂C

(at least for S > 1 and under the normalisation of the transportation cost
parameter t � 1), our example is simply obtained if we ®x the reservation
parameter S in the interval:

2:1 < S < 3 �6:24�
This condition implies a three-®rm market structure under Cournot

competition and a two-®rm market structure under Bertrand competition.
We thus have a trade-off: more competition (the Bertrand case) implies
more concentration.

We shall now go further and evaluate the welfare implications of such a
situation.We shall see that, for some values of the ®xed costK, not only the
consumers' surplus but even the total surplus (net of ®xed costs) is larger at
the three-®rm Cournot equilibrium (where the ®xed cost is counted three
times) than at the two-®rm Bertrand equilibrium (where the ®xed cost is
counted twice).
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To determine these, onemay ®rst compute the consumers' surplus in the
two cases. First consider the Bertrand two-®rm case (see ®gure 6.2). The
consumer surplus is computed using the following formula:

CSb � 2

Z 1=2

0

S ÿ pbi ÿ x
h i

dx� 2

Z z

1

S ÿ pbi ÿ �xÿ 1�
h i

dx

with pbi � pbA � pbB and z � �11� 6S�=16, we get:CSb � 1
256 �36S2 � 36S ÿ

119�: Then consider the consumer surplus in the three-®rm Cournot case
(see ®gure 6.3).

CSc � 2

Z y

0

h
S ÿ pcA ÿ x

i
dx� 2

Z 1=2

y

S ÿ pcC ÿ 1

2
ÿ x

� �� �
dx

� 2

Z z

1

h
S ÿ pcB ÿ �xÿ 1�

i
dx

1

0 1 z1/2

pi
b

Figure 6.2 Two-firm Bertrand case

1

pc
A = Pc

Pc

B

C

0 y 1 z1/2

Figure 6.3 Three-firm Cournot case
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with y � �51ÿ 11S�=130 and z � �97� 53S�=130, we get CSc �
�3051S2 � 4008S ÿ 7034�=16900. Comparing the two consumers' sur-
pluses, it is easy to check that CSc > CSb in the relevant interval given
by (6.23). Hence Bertrand competition is directly damaging for the
consumers. This is essentially due to the fact that in the three-®rm
Cournot case all prices are lower than the Bertrand price:

pcC < pcA � pcB < pbA � pbB

However, to complete our example, we should compare total surplus in
the two cases. This means that we should add to the consumer surplus,
in each case, the total pro®ts (gross of ®xed costs), that is:

TSb � CSb ��b
A � �b

B � 1

128
�60S2 � 60S ÿ 49�

TSc � CSc � �c
A � �c

B � �c
C � 1

1,300
� �671S2 � 808S ÿ 354�

and verify the following condition, for some values of K,

TSc ÿ TSb > K > �̂C �6:25�
A suf®cient condition on S for that is:

S < 3:3

Therefore the ®nal conditions to determine our example are: t � 1 and
2:1 < S < 3.

5 Conclusions

The example we have constructed shows that it may be better, in some
oligopolistic situations, to allow for more coordination in prices since it
amounts to allowing for lower concentration.However `more coordination
in prices' should not be assimilated to pure collusion14 but to something like
Cournot competition which is known to introducemore coordination than
Bertrand competition. Our example used a spatial model of the Hotelling
type with linear transportation cost and ®nite reservation price for the
consumers. We have also introduced ®xed costs and quadratic variable
costs of production, and these have played a crucial role in our con-
struction. To simplify the computations, the key condition for the example

14 It may be verified that the total surplus at the pure collusive solution, where the three
firms maximise joint profits, is equal to 1

400 �191S 2 � 224S ÿ 116� ÿ 3K
� �

, which is lower
than the total surplus at the three-firm Cournot equilibrium.
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was put on the consumer's reservation price, normalising the unit
transportation cost. However it should be interpreted as a condition on
the ratio of these two parameters, meaning that the result holds when the
transportation cost, although still lower than the reservation price, is
relatively large. A ®nal word of warning about the interpretation of the
results is needed. Our chapter shows that some intermediate degree of price
coordinationmight in some (very speci®c) circumstances be preferable than
a tougher degree of price competition. In this sense, the chapter con®rms
the intuition of some authors who have indicated the possible danger of too
harsh competition.

However, the practical use of our chapter depends very much on the
possibility of identifying exactly the real-world practices which would
correspond to Cournot competition. In the introduction we mentioned the
literature on `facilitating practices'. But there are other directions to be
further investigated, such as the one indicated by the work of Kreps and
Scheinkman (1983) on quantity pre-commitment through capacity choice.
Moreover, the conditions that we have derived, in order to defend a policy
allowing coordination in prices of the Cournot type, are very strong, and
the informational requirements on the anti-trust authorities too demand-
ing. It would be worthwile to see whether such conditions could be relaxed,
or if other types of coordination in prices could lead to similar results,
before making any precise recommendation.
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7 The strategic eÿects of supply
guarantees: the raincheck game

Jonathan H. Hamilton

1 Introduction

Why might a ®rm sell its product at prices less than marginal cost? If each
®rm posts its price in advance of learning its demand, the quantity
demanded could exceed the maximum quantity a ®rm wishes to supply
when competitors charge higher than expected prices or demand is strong.
Such a ®rm then faces a choice of whether to ration its customers or to
serve all demand. There are many reasons why a ®rm might forgo the
strategy of short-run pro®t maximisation and serve all demand. Among
them are encouraging shopping by consumers who buy both advertised
and unadvertised goods, maintaining a positive reputation with con-
sumers, and inducing risk-averse consumers with signi®cant shopping
costs to seek out low prices by removing the risk of ®nding the store
stocked out.

Some ®rms effectively commit to serve all demand by offering
`rainchecks'. Many supermarket chains in the United States issue coupons
to consumers to buy items advertised at special prices when the super-
market runs out of its supply. The consumer can then return after the store
restocks and obtain the product at the special price. Trade deals with
manufacturers often enable stores to offer special low prices, so offering to
sell the good after the sale period at the low price is an offer to sell at a price
below marginal cost. While maintaining goodwill is an obvious explana-
tion, there are at least two others. First, the Federal Trade Commission
(FTC) regulates advertising. To prevent the use of `bait-and-switch' tactics,
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stores must be able to demonstrate that they have suf®cient inventory to
meet anticipated demand for advertised products. Stores which offer
rainchecks do not need to prove that they have suf®cient inventory.

The second explanation lies in the strategic effects of offering rain-
checks. When a store offers rainchecks as a general policy, both the store
and its competitors take account of this in choosing equilibrium prices. In
this chapter, the only reason for ®rms to offer rainchecks is to in¯uence the
subsequent pricing game.

Selling strategies in oligopoly have been an important focus of the game-
theoretic revolution in industrial organisation. Beyond developing a fuller
understanding of traditional Bertrand and Cournot models, researchers
have explored a great variety of ®rm behaviour. Non-price competition,
such as advertising policies and product attribute choices, has received
much attention. Research on sophisticated selling strategies includes most-
favoured customer clauses (Cooper, 1986) and other techniques (Salop,
1986). An important insight from this research is that, relative to perfect
competitors or monopolists, oligopolists have additional strategic incen-
tives to use these sophisticated practices. Rainchecks share this property.

Another strain of oligopoly research starts from Grossman's (1981)
model of competition in supply functions. Rather than setting price or
quantity as in Bertrand or Cournot games, ®rms choose how much to
supply at each possible price. Klemperer and Meyer (1989) have extended
this approach to allow for uncertain market demand. Dixon (1992)
develops a simpler type of strategy where each ®rm chooses both a
price and the maximum quantity it will supply. Supply function equilibria
are certainly appealing as a way for ®rms to protect themselves against
some of the uncertainties they face, but it seems problematic that all
oligopolists can avail themselves of this ¯exibility. Retail ®rms' price
advertisements commit the ®rm to the advertised price. It seems implau-
sible that a ®rm could advertise a conditional commitment to charge prices
which depend on the state of demand, given that consumers are unlikely to
be able to form reliable estimates of the state of demand or to verify the
®rm's claim. Especially when consumers' search and shopping decisions
depend on expected prices, forcing consumers to calculate expected price
would seem to leave a ®rm vulnerable to unconditional price commitments
from competitors, even at higher expected prices.

Instead of taking the supply function approach, I analyse a simpler
model which corresponds to a static analogue of an explicit form of retail
competition. Firms announce prices and also whether or not those prices
will pertain in all states of demand. The only ¯exibility the ®rm has is
whether it will supply the good to all customers even if its marginal cost
exceeds the price it has already set. A dynamic interpretation of this
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commitment is giving rainchecks ± a ®rm commits to deliver one unit of the
good at the advertised price to consumers evenwhen it has run out of stock.
Thus, each ®rmannounces a price andwhether that price is a conditional or
an unconditional commitment. My approach thus contrasts with Dixon
(1990). In his model, ®rms simply face an explicit cost from turning away
customers. In my model, if a ®rm chooses to offer rainchecks, the cost of
turning away customers becomes in®nite.

Thepot (1995) analyses Bertrand competition with increasing costs. His
interest is in avoiding the need to consider mixed strategy equilibria. His
model considers `production-to-order' rules versus `production-to-expec-
tation' rules for ®rms, but does not let ®rms choose which rule to follow.
Thus, he does not endogenise the analogue of the raincheck decision.

In this chapter, I eliminate all other in¯uences from consideration to
focus on the one which has been neglected to date. How does offering
rainchecks affect the incentives for price competition among rivals? If
offering rainchecks deters vigorous competition by oligopolists, then that
in itself may explain the use of rainchecks by ®rms. Studying this choice of
price policies also extends the literature on price formation. Most of the
models referred to above study only one type of competition.1 Here, I
endogenise the choice of the type of price competition ± with or without
rainchecks ± which occurs.

I analyse two models of price competition with rainchecks. In the ®rst,
duopolists with identical cost functions produce homogeneous products.
Absent rainchecks, the price equilibrium is in mixed strategies. Further-
more, the higher-priced ®rm faces a positive demand in some states of the
world. This model with the addition of rainchecks has a rather startling
outcome ±multiple pure strategy price equilibria. There is a large interval of
prices such that both ®rms charging the same price is a Nash equilibrium.

In the secondmodel of differentiated products, with no rainchecks, pure
strategy equilibria always exist. To allow a role for rainchecks, I introduce
exogenous uncertainty about consumer demand. Even though each ®rm
can predict the prices which all ®rms will charge, no ®rm can predict what
its ®nal demand will be in equilibrium. A ®rm prefers to turn customers
away in states of the world where demand for its product is strong. By
offering rainchecks, a ®rm removes this option. No matter how many
customers wish to purchase the good, the ®rm supplies all of them. With
increasing marginal costs, this commitment has an obvious direct cost to

1 An exception is Singh and Vives (1986), who embed price-setting and quantity-setting in
a two-stage game for firms producing differentiated products.

Klemperer and Meyer (1986) also compare price-setting and quantity-setting in a model
of demand uncertainty.
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the ®rm when marginal cost exceeds price, but it also shifts the equilibrium
prices in a way that favours the ®rm offering rainchecks. For moderate
values of the demand uncertainty parameter, offering rainchecks is the
equilibriumof the ®rst stage of the game.Hence, we do not need to resort to
legal restrictions or demand-enhancement arguments to uncover motiva-
tions for committing to guarantee supply.

In section 2, I present the homogeneous products model and some basic
results. Section 3 presents the model with differentiated products and
analytical results. Section 4 presents simulation results to describe when
®rms choose to offer rainchecks. Section 5 contains some conclusions and
discusses the welfare effects of rainchecks.

2 The homogeneous products case

Economists have long recognised that Bertrand equilibria with homo-
geneous products depend crucially on the properties of cost functions.With
constant average and marginal production costs, the unique equilibrium
price equals marginal cost. With increasing returns to scale, the only
equilibria are in mixed strategies. Similarly, with decreasing returns to
scale, the only equilibria are inmixed strategies. Tirole (1988) demonstrates
this for one particular rationing rule and shows that it holds as well for a
broad class of rationing rules.

Crucial to Tirole's analysis is the incorporation of an additional
(implicit) assumption ± that each ®rm can choose to supply less than
the quantity demanded at its announced price. With this assumption,
Bertrand competition is no longer a direct analogue to traditional Cournot
competition. In the Cournot game, each ®rm chooses what quantity to
produce. Firms make no further decisions and market clearing determines
the equilibrium price. Under price-setting, allowing each ®rm to choose
howmuch to supply after learning about its demand (which depends on all
prices set by the competing ®rms) effectively expands the strategic frame-
work for ®rms.

With increasing marginal costs, each ®rm's supply decision is actually
quite simple ± sell the lesser of the quantity demanded and the quantity such
that marginal cost equals its price (the quantity on its competitive supply
curve at that price). No other supply decisions constitute a subgame perfect
equilibrium (SPE) in the two-stage gamewhere ®rms ®rst choose prices and
then decide on what quantities to supply.2 With constant or increasing
returns to scale, this second stage is irrelevant, since each ®rm is always
willing to supply the entire market at any price at which the ®rm had been

2 Thus, Dixon's (1992) results do not seem particularly robust.
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willing to supply anything at all. Thus, without increasing costs, ®rms never
ration consumers.

With increasing marginal costs, the ®rm offering the lower price often
prefers to ration consumers. Hence, the ®rm charging the higher price may
still ®nd itself facing a positive demand. Consequently, the higher-price
®rm need not be willing to match the lower-price ®rm, preventing the
competitive market price from being an equilibrium (Tirole, 1988).

If each ®rm is constrained to serve all demand at its announced price,
the higher-price ®rm never faces a positive demand, providing a strong
incentive tomatch the lower price.However, the fact that the low-price ®rm
must serve the entire market discourages each ®rm from cutting its price to
capture additional sales. As a consequence, there are multiple equilibria.
There is an interval of prices such that each ®rm charging equal prices is an
equilibrium.

To see this, assume there are two identical ®rms, each with the cost
function C�qi�, where qi is the quantity ®rm i produces and sells, with
C0�qi� > 0 and C00�qi� > 0. The market demand curve is D( p), which I
assume to be continuous and downward-sloping for all prices with positive
demand.

If both ®rms offer rainchecks, the demand function facing each ®rm is:

DR
i � pi, pj� �

0 if pi > pj
D� pi�=2 if pi � pj
D� pi� if pi < pj

8<
:

The pro®t function is:

�R
i � pi, pj� � piD

R
i � pi, pj� ÿ C�DR

i � pi, pj��
The ®rst result is that the `competitive equilibrium' where each ®rm

supplies the quantity such that marginal cost equals price and the market
clears is always a Nash equilibrium with rainchecks.

Proposition 1: Assume that ®rms have identical cost functions with C00

�qi� > 0 for all qi. Let Si� pi� denote the quantity such that marginal cost
equals price (the competitive supply). A Nash equilibrium of the game
with the demand functions DR

i ��� is � pc, pc� where pc solves
D� pc� � Si� pc� � Sj� pc�.

Proof: For any price set by ®rm j, ®rm i will never strictly prefer to
charge a price greater than pj if �

R
i � pj, pj� � 0 since �R

i � pi, pj� � 0 for all
pi > pj. Given that ®rm j is charging pc, ®rm i cannot gain from charging
a price pi < pc, since it must then serve the entire market. For pi � pc,

The raincheck game 147



DR
i � pc, pc� � Si� pc�, and for all pi < pc, D

R
i � pi, pc� > Si� pi�. Thus, pc is

the best-reply to pc since a lower price would decrease revenue and
increase production cost. &

We thus have a model of price competition that gives us the competitive
equilibrium as a Nash equilibrium with only two ®rms with increasing
costs. However, this pricing game has considerably more equilibria. Any
pair of equal prices in a large interval will be a Nash equilibrium. The
competitive price is strictly interior to this interval of equilibrium prices.

Proposition 2: Any price pair � ~p, ~p� is a Nash equilibrium for the game
with demand functions DR

i � pi, pj� if the following conditions hold:
�R

i � ~p, ~p� � 0 �7:1�
and

�R
i �~p, ~p� � ~pD� ~p� ÿ C�D� ~p�� �7:2�

Proof: Condition (7.1) guarantees that ®rm i will not strictly prefer to
charge a price higher than pj , which would result in zero demand and zero
pro®ts. Condition (7.2) compares pro®ts from matching price to pro®ts
from undercutting ®rm j's price. As long as ®rm i prefers to share the
market rather than capture all the market demand, ~pwill be an equilibrium
price. &

The lower bound on the equilibrium price is that price at which both
®rms share demand equally and earn zero pro®ts. The upper bound is the
price at which sharing demand equally yields a pro®t identical to that from
an "-undercut of the rival's price. The upper bound is also less than or equal
to the monopoly price from its construction. It is somewhat startling that
the change in the rule on whether ®rms can or cannot turn away customers
causes a switch from multiple pure strategy equilibria to no pure strategy
equilibrium.

Without rainchecks, Shapley (1957) ®rst showed that the equilibrium
incorporates mixed strategies. Dixon (1984) and Dasgupta and Maskin
(1986) have proved the existence of the mixed strategy equilibrium.
However, construction of the equilibrium price distributions for a down-
ward-sloping demand function and convex cost function is a dif®cult task.
To endogenise the decision to offer rainchecks, one must solve for
equilibrium mixed strategies and make an equilibrium selection from
the set of equilibria under rainchecks. Rather than attack that complex
task, I turn to a model with differentiated products.
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3 Differentiated products with demand uncertainty

With differentiated products, the Bertrand model no longer yields such
stark results. Two ®rms are not enough competition to reach the perfectly
competitive outcome. With a linear demand structure and suf®cient
differentiation between the ®rms' outputs, the price equilibria when neither
®rm issues rainchecks are unique and in pure strategies. Since there are no
surprises about the rival's price choice and thus no surprises about one's
demand, there is no apparent need for rainchecks. To introduce the
possibility of ®rms desiring to ration consumers in the simplest way, I
assume that the demand functions are subject to random shocks. Firms
observe these shocks only after choosing prices. Thus, this model reason-
ably describes price competition where the advertising or marketing
process enforces a time lag between sellers' choice of prices and consumers'
learning of these choices.

Let demand for ®rm i's product be:

Di� p; "� � aÿ bpi � cpj � "i, i � 1, 2, i 6� j

where "i is a random variable, p is the vector � pi, pj� of both ®rms' prices,
and a, b and c are all positive constants. Obviously, with differentiated
products, b > c. The randomdraws for the two®rms' demand functions are
independent and identically distributed. I further assume that "i is uni-
formly distributed on the interval [ÿA, �A]. The ®rms have identical cost
functions:

c�qi� � q2i i � 1, 2

I ®rst solve for the price equilibria in three different subgames: when both
®rms offer rainchecks, when neither ®rm offers rainchecks, and when only
one offers rainchecks.

The simplest subgame is when both ®rms offer rainchecks. Quantities
sold always equal quantities demanded. Firm i's pro®t function is:

�RR
i � p; "� � piDi� pi, pj� ÿ Ci�Di� pi, pj��

� pi�aÿ bpi � cpj � "i� ÿ �aÿ bpi � cpj � "i�2

where theRR superscript indicates that both ®rms offer rainchecks.As long
as demand is always positive, since "i is drawn from a distribution that is
symmetric about zero, expected pro®t equals:

�RR
i � pi, pj� � pi�aÿ bpi � cpj� ÿ �aÿ bpi � cpj�2 ÿ �2

"
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where �2
" is the variance of "i.

3 Note that with this demand and cost
parametrisation, each ®rm's pricing decision exhibits action certainty
equivalence in this subgame.4

Given that all realisations of demand for ®rm i's product are non-
negative, the best replies solve:

@�RR
i

@pi
� aÿ bpi � cpj ÿ bpi � 2b�aÿ bpi � cpj� � 0

Therefore,

pi� pj� �
�a� cpi��1� 2b�

2b�1� b� i � 1, 2, i 6� j

Differentiating pro®t with respect to own price again, I ®nd:

@2�RR
i

@p2i
� ÿ2bÿ 2b2 < 0

so pro®ts for both ®rms are strictly concave. The best replies for both ®rms
have slopes less than one. Given these properties, there exists a unique pure
strategy price equilibrium in the RR subgame at the intersection of these
best replies. These equilibrium prices are:

pRR1 � pRR2 � a�1� 2b�
2b� 2b2 ÿ cÿ 2bc

Expected sales equal:

EqRR1 � EqRR2 � ab

2b� 2b2 ÿ cÿ 2bc

and equilibrium pro®ts equal:

�RR
1 � pRR1 , pRR2 � � �RR

2 � pRR1 , pRR2 � � a2b�1� b�
�2b� 2b2 ÿ cÿ 2bc�2 ÿ �2

"

Given that b > c, the equilibrium price increases as a and c increase,
decreases as b increases, and remains constant as �2

" changes.
The raincheck offer becomes relevant only if "i ever takes on values large

enough that Di� pRRi , pRRj � > pi=2, which is the quantity that a price taker
with the same cost function would supply. Thus, the raincheck offer is

3 Throughout the remainder of the chapter �i� p; "� denotes profits given the demand
state and �i� p� denotes expected profits (taking expectation over "i and "j).

4 See Newbery and Stiglitz (1981) for a discussion of action certainty equivalence.
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binding in some states of the world as long as:

A > pi=2� bpi ÿ cpj ÿ a

Hence, in the simulation analysis I consider only parameter values in this
range. There is also an upper bound on the disturbance term "i to prevent
violations of the assumption that Di��� is never negative in any state of the
world. Given the equilibrium prices, this is easily checked.

Next, consider the subgame where ®rm 1 offers rainchecks, but ®rm 2
does not. I label this the `NR subgame'. (The RN subgame where ®rm 1
offers rainchecks and ®rm 2 does not is completely symmetric to this NR
subgame.) Both ®rms' pro®t functions differ from those in the RR
subgame. Firm 1's pro®t takes two different functional forms depending
on whether or not it rations consumers. While ®rm 2 never rations
consumers, its demand depends on whether or not ®rm 1 rations.
When ®rm 1 rations consumers, ®rm 2 faces some spillover demand. Some
consumers who prefer to buy the good from ®rm 1, but are unable to do so,
buy the good from ®rm 2. Friedman (1988) discusses alternative models of
rationing and spillover demand with differentiated products, including
analogues of both proportional (as in Davidson and Deneckere, 1986) and
parallel rationing (as in Kreps and Scheinkman, 1983). I use Friedman's
version of parallel rationing as the simplest alternative ± the lower-priced
®rm ®rst serves the consumers with the greatest willingness to pay.5

Firm 1 does not offer rainchecks, and its pro®t function equals:

�NR
1 � p; "� � p1D1� p; "� ÿ �D1� p; "��2 if D1� p; "� � p1=2

p21=4 if D1� p; "� > p1=2

(

De®ne ®rm 2's spillover demand as:

s2� p; "� � maxf�c=b��aÿ �bÿ c�p2 � "1 ÿ p1=2, 0�g:

Firm 2's pro®ts take two different functional forms depending on the value
of "1. Thus:

�NR
2 �p; "� �

p2D2� p; "� ÿ �D2� p; "��2 if "1 � p1=2� �bÿ c�p2 ÿ a

p2�D2� p; "� � s2� p; "��
ÿ�D2� p; "� � s2� p; "��2 if "1 > p1=2� �bÿ c�p2 ÿ a

8>><
>>:

5 In the case of homogeneous goods, there is another interpretation of parallel rationing.
If the model is one of identical consumers with downward-sloping demand curves, then the
lower-price firm sells each customer the same quantity of the good. Note that Tirole (1988)
calls this system `efficient rationing'.
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The Nash equilibrium in prices for the NR subgame does not have an
analytic solution. In addition, establishing existence of a pure strategy
equilibrium in this subgame is more complicated. First, ®rm 1's pro®t
function is not concave. I can write�1 (expected pro®ts) as the sum of two
terms ± a concave term which is pro®ts when ®rm 1 does not ration its
customers and a convex termwhich is pro®ts when it rations its customers ±
weighted by the probability of rationing. Since this probability depends on
price, �1 cannot be guaranteed to be concave. However, I can still show
that there exists a pure strategy price equilibrium in this subgame with
asymmetric raincheck policies.

Proposition 3: In the NR subgame, there always exists a pure strategy
Nash equilibrium in prices.

Proof: First, it can be shown that @2�1=@p1@p2 is always positive. Thus,
pNR
1 � p2� ismonotone increasing (seeNovshek, 1985,orVives, 1990).Firm2,

which continues to give rainchecks, has a concave pro®t function and
therefore a continuous best-reply function. It is also monotone increasing.
Hence, I can applyVives' (1991) result thatmonotone increasing best-reply
functions have a pure strategy equilibrium on a compact strategy set by
imposing an arbitrary upper bound on price above each ®rm's monopoly
price level. Uniqueness cannot be guaranteed without further information,
but the numerical analysis never turned up instabilities of the type that non-
uniqueness might lead to. &

The NN subgame where neither ®rm offers rainchecks is more com-
plicated because of the spillover demands. There are six regions for the
functional form of demand: neither ®rm faces excess demand; both ®rms
do; one ®rm does and the other does not, even with the spillover demand
(two regions); and one ®rm faces excess demand,while the second only does
so after including the spillover demand (again, two regions). Let qi �
Di� p; "� be ®rm i's own demand ex post and si be its spillover demand
ex post. Denote the six regions as:

I q1 � p1=2 and q2 � p2=2

II q1 > p1=2 and q2 > p2=2

III q1 > p1=2 and q2 � s2 � p2=2

IV q1 > p1=2 and q2 � s2 > p2=2 > q2

V q1 � s1 � p1=2 and q2 > p2=2

VI q1 � s1 > p1=2 > q1 and q2 > p2=2

Figure7.1displaysthesixregionsin�"1, "2�space.InregionI,®rm1'spro®tis:

�1� p; "� � p1q1 ÿ q21
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and in regions II, III, IV and VI, it is:

�1� p; "� � p21=4

and in region V, it is:

�1� p; "� � p1�q1 � s1� ÿ �q1 � s1�2

The pro®t functions for ®rm 2 can be similarly derived. As with the NR
subgame, the equilibrium for the NN subgame cannot be found ana-
lytically. Furthermore, the NN subgame does not necessarily have an
equilibrium in pure strategies. This fact should not be a surprise since we
know that the homogeneous products version of the subgame never has an
equilibrium in pure strategies. However, in the simulation analysis, I
performa numerical search to con®rm that the numerical solution is indeed
a Nash equilibrium.

V
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Figure 7.1 The six regions for the pro®t functions (assuming p1 < p2)

Note: I, No rationing; II, Both ration without spillover demand; III, 1 rations, 2 doesn't;

IV, Both ration with 2's spillover demand; V, 2 rations, 1 doesn't; VI, Both ration with 1's

spillover demand.
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Even without analytic solutions in some subgames, some comparisons
of the two ®rms' best-reply functions between these subgames are possible.
These results illustrate some of the incentives to offer rainchecks. The ®rst
comparison is how the best reply of the ®rm whose rival offers rainchecks
shifts when it drops rainchecks. Perhaps not surprisingly, since the ®rm
does not have to serve all demand when demand is high, it is willing to
charge a lower price.

Lemma 4: Comparing the NR and RR subgames, pNR
1 �p2� < pRR1 �p2�.

Proof: For "1 � p1�1� 2b�=2ÿ cp2 ÿ a,�1� p; "� and @�1� p; "�=@p1 are
identical across the subgames. For "1 > p1�1� 2b�=2ÿ cp2 ÿ a:

@�NR
1

@p1
� p1

2

and

@�RR
1

@p1
� �1� 2b��aÿ bp1 � cp2 � "1� ÿ bp1

Let "1 � p1�1� 2b�=2ÿ cp2 ÿ a� �,where � > 0 everywhere in this region.
Substituting this into the above expression and subtracting:

�A
ÿA

@�RR1
@p1

ÿ @�NR
1

@p1

� �
d"1 �

��
0

� d� > 0

where 0 and � � Aÿ p1�1� 2b�=2ÿ cp2 ÿ af g are the lower and upper
bounds for �.

Since the derivative with respect to own price for the RR subgame is
larger than the derivative for the NR subgame, pNR

1 � p2� < pRR1 � p2�, since
the derivative is decreasing in own price in the neighbourhood of the
equilibrium (from concavity). &

Similarly, the best-reply function of a ®rm whose rival does not offer
rainchecks shifts up when it adopts rainchecks.

Lemma 5: Comparing the NN and NR subgames, pRN1 � p2� > pNN
1 � p2�.

Proof: Since the presence of spillover demand affects only the proba-
bilities that a ®rm rations its customers, the analysis of lemma 4 applies
here as well. &

Other comparisons across different subgames are ambiguous. Consider
1's best-reply functions in theNN andNR subgames. In expected terms, the
demand curve facing ®rm 1 shifts out and becomes ¯atter (more elastic)
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if ®rm 2 drops rainchecks. While this is suf®cient to show that ®rm 1's
expected sales are greater (holding p1 constant) when ®rm 2 does not offer
rainchecks, the effect on ®rm 1's best-reply function cannot be established.
Without this comparison, qualitative comparisons of the equilibrium
prices in the four subgames are impossible to derive. Since expected
costs change across the subgames, price comparisons are inef®cient to solve
the raincheck games. I now turn to numerical simulations of the solution to
the full game.

4 Simulation results with differentiated products

Given the speci®c functional forms of demand and costs of the differ-
entiated products model, there are four parameters: a, b, c and A. The cost
function ci�qi� � q2i has no independent parameters and, in effect, plays the
role of a normalisation. For a range of different values of a, the demand
intercept, and then searching exhaustively over feasible values for b and c,
the demand slope parameters and A, the demand variability parameter, I
compute equilibriumprices andpro®ts in all subgames. For theNN andNR
subgames, computer routines with an iterative equation solver ®nd solu-
tions to the ®rst-order conditions.6 After ®nding the equilibrium in theNN
subgame, I performagrid search to verify that the solution to the ®rst-order
conditions are the true best replies. Parameter values for which the NN
equilibrium prices fail the grid search are not included in the results. This
problem arises only for values of c quite close to b, so that the degree of
product differentiation is small. (Copies of FORTRAN programs are
available from the author on request.)

All three types of pricing subgames are part of subgame perfect Nash
equilibria for different parameter values. Table 7.1 reports some results for
unilateral changes in a single parameter, holding the other parameters
constant. It is an equilibrium of the full game to offer rainchecks over a
large fraction of parameter space ± they are not a phenomenon that occurs
only in knife-edge cases.

In all simulations, as demand uncertainty increases, the equilibrium of
the ®rst-stage game changes fromboth ®rms offering rainchecks tomultiple
equilibria (one ®rm offers and the other does not offer rainchecks, and vice
versa) to neither ®rm offering rainchecks. Since the direct cost of offering
rainchecks increases with the degree of demand uncertainty, this should not
be too surprising. The multiple equilibrium region can be quite small, so it
does not always turn up in a coarse grid search.

6 The computer routines use a version of Brent's (1973) method by MoreÂ and Cosnard
(1980).

The raincheck game 155



Table 7.1 Equilibrium types: comparative statics with respect
to demand uncertainty

a � 50:0

b � 1:0 c � 0:4
A � �9:0, 13:14� Both offer rainchecks

[13.15, 13.16] Multiple equilibria (only one firm
offers rainchecks)

[13.16, 17.50] Neither firm offers rainchecks

b � 1:0 c � 0:6
A � �11:50, 17:50� Both offer rainchecks

18.00 Multiple equilibria (only one firm
offers rainchecks)

[18.50, 22.0] Neither firm offers rainchecks

b � 2:0 c � 1:4
A � �5:50, 8:50�

9.0

[9.50, 18.0]

Both offer rainchecks
Multiple equilibria (only one firm
offers rainchecks)

Neither firm offers rainchecks

b � 2:0 c � 1:6
A � �6:50, 11:0� Both offer rainchecks

11.5 Multiple equilibria (only one firm
offers rainchecks)

[12.0, 22.0] Neither firm offers rainchecks

b � 3:0 c � 2:6
A � �5:0, 8:50� Both offer rainchecks

[9.00, 10.00] Multiple equilibria (only one firm
offers rainchecks)

[10.50, 21.50] Neither firm offers rainchecks

b � 4:0 c � 3:4
A � �5:00, 5:50� Both offer rainchecks

[6.00, 6.50] Multiple equilibria (only one firm
offers rainchecks)

[7.0, 17.0] Neither firm offers rainchecks

b � 4:0 c � 3:6
A � �5:0, 8:0� Both offer rainchecks

[8.50, 9.50] Multiple equilibria (only one firm
offers rainchecks)

[10.0, 21.0] Neither firm offers rainchecks
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What is more surprising is that not offering rainchecks arises as the
equilibrium of the ®rst-stage game under circumstances where the ®rms
would do better if both offered rainchecks. In other words, not offering
rainchecks can sometimes be a `Prisoners' Dilemma' outcome of the ®rst-
stage game. Table 7.2 reports ®rm 1's price and pro®ts in all four subgames
as the degree of demand uncertainty changes.

One can also investigate other comparative statics through simulations.
Holding constant all but one parameter, one varies the last parameter. As b
(the slope of demand with respect to own price) increases, the equilibrium
of the ®rst-stage game shifts from both ®rms giving rainchecks to neither
®rm doing so. As c (the slope of demand with respect to the other ®rm's
price) increases, the equilibrium shifts in the opposite way ± low values of c
have equilibria without rainchecks, while high values of c have equilibria
with rainchecks.

5 Concluding remarks

Firms may offer supply guarantees to their customers for a variety of
reasons. This chapter analyses yet another one ± the effect that supply
guarantees have on oligopoly price competition. With homogeneous
products and increasing marginal costs of production, without supply
guarantees the only Nash equilibria utilise mixed strategies. With supply
guarantees, there is a great range of Nash equilibria, with both ®rms
charging equal prices.

It is considerably easier to consider the decision of whether or not to
offer supply guarantees in a model with differentiated products. The main
®nding is that offering supply guarantees changes the ensuing price
competition game in such a way that a ®rm may bene®t enough to
cover the ex post costs ofmeeting its supply commitments. Equilibria in the
game where ®rms ®rst choose whether or not to offer these guarantees can
be of three types, depending on parameter values. In the different types of
equilibria, both ®rms, neither ®rm, or a single ®rm choose to offer supply
guarantees. As one might expect, for low levels of demand uncertainty, the
cost of offering these guarantees is smaller and that is when ®rms choose to
offer the guarantees.

I do not compute social welfare in the different subgames. For a
complete understanding of whether supply guarantees enhance or
reduce welfare, the effect of the guarantees on consumers matters. The
demand rationing scheme speci®es only the effect on consumer demand
from being unable to purchase a good from one's preferred supplier. It
requires even more structure to establish the effects of supply guarantees
on the utilities of individual consumers. What this chapter demonstrates is
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that policy makers should anticipate that requiring supply guarantees
may have adverse effects on price competition that limit the bene®ts
that consumers could obtain from supply guarantees. Since some
®rms offer such guarantees unilaterally, this news should not shock policy
makers too much.

This simple model demonstrates another example of an important
message that game-theory has contributed to our understanding of
oligopoly. Pricing and practices thatmonopolists and perfectly competitive
®rms never use (or never use except to enhance ef®ciency) may be used for
strategic reasons in oligopoly. Strategic factors may similarly change our
view of whether a pricing practice is bene®cial or harmful to consumers.
That oligopolists behave differently from both monopolists and perfectly

Table 7.2 Profits and prices in the four subgames

�a � 50:0, b � 1:0, c � 0:40�

A � 13:14 Firm 2
No rainchecks Rainchecks

Firm 1
No rainchecks 580.13 (52.99) 580.02 (53.21)
Rainchecks 580.15 (53.41) 580.02* (53.57)

A � 13:15 Firm 2
No rainchecks Rainchecks

Firm 1
No rainchecks 580.005 (52.99) 580.012* (53.21)

Rainchecks 580.006* (53.41) 580.011 (53.57)

A � 13:17 Firm 2

No rainchecks Rainchecks

Firm 1
No rainchecks 579.88* (52.98) 579.95 (53.21)
Rainchecks 579.88 (53.41) 579.94 (53.57)

A � 13:24 Firm 2
No rainchecks Rainchecks

Firm 1
No rainchecks 579.31* (52.97) 579.38 (53.19)
Rainchecks 579.26 (53.41) 579.32 (53.57)

A � 13:30 Firm 2
No rainchecks Rainchecks

Firm 1
No rainchecks 578.83* (52.96) 578.89 (53.19)

Rainchecks 578.87 (53.41) 578.79 (53.57)

Note: *denotes the equilibrium outcome. Only firm 1's profits are listed in each
cell. Firm 2's profits equal firm 1's in the NN and RR subgames. Firm 2's profits
in the NR subgame equal firm 1's in the RN subgame. Firm 1's price is given in

parentheses beside the profit figures.
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competitive ®rms need not be evidence of collusive behaviour on their part.
One needs to examine closely the effects of a particular pricing practice on
prices, pro®ts and consumers for good public policy evaluation.

Louis Phlips' (1983) study of basing-point pricing systems in the steel
industry in Western Europe before and after the founding of the EEC was
an early example of research with this message. Louis and his colleagues
have taught us much about how to analyse carefully the economics of
business practices as they actually occur.
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8 Product market competition policy
and technological performance

Stephen Martin

Too much of anything . . . isn't necessarily a good thing. (The Trouble with

Tribbles)

1 Introduction

One of the persistent strands in Louis Phlips' contributions to industrial
economics is that competition policy can and should be informed by
economic analysis (for example, Phlips, 1993, 1995, 1996). In this chapter
I make an effort in that direction.

There is a large literature that examines the impact of R&D coopera-
tion on technological performance.1 In Martin (1996), I show that R&D
cooperation makes it more likely that tacit collusion will be an equilib-
rium strategy. Here I investigate the impact of product market competi-
tion policy on technological performance.

In a market system, ®rms invest in new technology and new product
development because of the pro®t they expect to earn after discovery and
development. More precisely, a ®rm's incentive to invest in R&D depends
on the difference between the pro®t it earns before innovation and the
pro®t it expects to earn after innovation.2

Competition or anti-trust policy exposes ®rms to the possibility of
®nes and injunctions if they engage in prohibited conduct.3 But the
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I am grateful to seminar participants at the January 1998 meetings of the Industrial
Organisation Society, BETA, UniversiteÂ Louis Pasteur, Universidad Complutense de
Madrid and to Paul Geroski for useful comments. Responsibility for errors is my own.

1 For contributions and references to this literature, see Jorde and Teece (1997); Martin
(1997); Meiûner and Markl (1997); and Suzumura and Goto (1997).

2 See the literature that follows from Arrow (1962), in particular Gilbert and Newbery
(1982, 1984); Reinganum (1983).

3 In some circumstances, individuals responsible for decisions to infringe competition
rules open themselves to the possibility of criminal penalties, including imprisonment. Such
penalties do occur, but they are exceptional, and are not modelled here.



proscriptions of competition law will not be binding constraints unless the
probability that violations will be detected is suf®ciently high and the
penalties that follow conviction are suf®ciently great. In practice, neither
of these conditions is likely to be met, with the result that the effect of
competition policy will be to deter and ameliorate the condemned behav-
iour, not to completely prevent it.

Competition policy thus typically prohibits naked collusion, which
nonetheless occurs. Colluding ®rms may think that with a certain prob-
ability, their actions will not come to light; or if their actions do come to
light, that with a certain probability authorities will not meet the stan-
dards of proof laid down by the courts; or that in contrary states of the
world, any ®nes eventually imposed are likely to be small relative to
collusive pro®ts.

Pro®t maximising ®rms will alter their behaviour to take expected anti-
trust penalties into account. Colluding ®rms, for example, may raise price
above the non-cooperative equilibrium level of a one-shot game,4 but
deliberately hold price below the joint pro®t maximizing level, to reduce
the probability of attracting the attention of enforcement agencies.5

This argument suggests a model of anti-trust enforcement-limiting
behaviour on the part of ®rms, and implies that product market competi-
tion policy will reduce pro®tability both before and after innovation. This
means that product market competition policy will affect ®rms' incentives
to invest in innovation.

In the model of competition policy that is developed here, stricter
competition policy reduces expected payoffs before and after innovation,
but reduces pre-innovation payoffs relatively more than post-innovation
payoffs, and therefore increases the equilibrium level of R&D activity.
Tough product market competition policy stimulates innovation.

There is, however, an inverted-U relationship between competition
policy and expected welfare. Making competition policy tougher always
promotes innovation; it increases welfare up to a certain point, beyond
which decreasing returns set in and welfare begins to decline.

The model also yields insights into the effect of R&D spillovers on
expected welfare, on R&D efforts and on the expected time to discovery
of a cost-saving innovation.

4 Or `a non-cooperative equilibrium level of a one-shot game', if there are multiple
equilibria.

5 In both Trenton Potteries and the electrical equipment conspiracies of the 1950s, the
enforcement authorities' attention was brought to the oÿending conduct, in the ®rst
instance, by customers whose suspicions were aroused by prices that they regarded as
excessive.
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2 Monopoly equilibrium with competition policy

The market

Write the equation of the inverse demand curve as

p � p�q� � " �8:1�
I assume that expected demand p�q� is downward-sloping and other-

wise well behaved.
The error term " has continuous and differentiable density function6

f �"�, with mean 0 and variance �2.
The density function is de®ned over the range

" � " � �" �8:2�
where

" < 0 < �" � 1 �8:3�
There is always some range of prices over which demand is positive:

p�0� � " > 0 �8:4�

Modelling competition policy

Competition authorities have limited resources and imperfect informa-
tion. Imperfect information manifests itself in two ways that are central
for the administration of competition policy.

First, imperfect information affects the competition authority's deci-
sions about the allocation of enforcement resources. The competition
authority does not directly observe ®rm conduct. It observes the market
outcome ± here, the realised price. The realised price is in¯uenced but not
completely determined by the ®rm's actions.7

To model the competition authority's decision making process, I sup-
pose that it sets an industry-speci®c threshold price g. If the realised price
rises above g, the competition authority investigates the industry.
Investigation means that the competition authority devotes some
resources to acquiring additional information about the industry, after
which it either decides to prosecute ®rms in the industry for violating the
law, or lets the matter drop.8

6 For an elaboration of the model with linear inverse demand and a uniform distribution
of ", see Martin (1998).

7 In this sense the competition authority and the ®rm stand in a principal±agent
relationship, with the competition authority as principal.

8 Souam (2000) outlines a model in which such a policy is optimal. In this chapter, g is
treated as a parameter under the control of the competition authority. In Martin (2000) I
examine the competition authority's problem of setting threshold prices when it monitors
several industries subject to an overall budget constraint.
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It is realistic to suppose that competition authorities have imperfect
information about ®rm conduct, that they monitor industry conditions
and that then they decide whether or not to examine a particular industry
in detail based on what they observe. The speci®cation that the competi-
tion authority considers a single variable when it makes its investigation
decision is used for simplicity ± in practice, a vector of variables would be
observed.

The other way in which imperfect information affects the working of
competition policy regards the decision to prosecute and the outcome of
such a prosecution, if it should occur.9 A high realised price may re¯ect a
large value of " or it may re¯ect the exercise of monopoly power. If the
competition authority investigates an industry, it might conclude that the
high observed price is not due to the exercise of market power.
Alternatively, it might decide that the high observed price is due to the
legal exercise of market power. Competition policy typically does not
prohibit the exercise of market power as such; what it prohibits is strategic
behaviour aimed at acquiring or maintaining a position of market
power10 that is thought to infringe the rules of acceptable business behav-
iour in some way. Collusive outcomes reached through genuinely non-
cooperative behaviour typically do not violate competition policy. In such
cases, a high realised price would trigger an investigation but not result in
any liability for the ®rm.

But this is not the only uncertain element of the enforcement process.
The competition authority may institute a legal proceeding against the
incumbent, but it may not prevail. The competition authority may fail
because it is found not to have respected the legal rights of the ®rm. It may
fail because it is not able to meet the standards of proof laid down by the
letter or interpretation of the law. It may fail because competition law
con¯icts with some other branch of the law and courts resolve the con¯ict
against the application of competition law.11

From the point of view of ®rms, all these factors make it uncertain
whether an anti-trust ®ne would be levied, if a high realised price should
trigger an investigation. To capture all of this uncertainty about the result
of an investigation, I suppose there is a parameter ÿ, which is common

9 Besanko and Spulber (1989) present a model of competition policy with imperfect
information that has much in common with models of limit pricing: the competition
authority knows that production cost is high or low, but it does not know which.
This approach does not allow for uncertainty about the functioning of the legal system.

10 Under the terminology `monopolisation', `conspiracy to monopolise', `abuse of a
dominant position', or `collusion'.

11 For example, it might have been held that United States anti-trust law applied to OPEC
collusion in the 1970s. In the event, the decision was that foreign policy considerations ruled
this out (see Grossack, 1986).
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knowledge ± that is, the probability of investigation, legal challenge ± and
conviction if price rises above the investigation threshold price g. If the
®rm is found to have offended the provisions of competition law, it pays a
®ne F . The expected ®ne in the event that an investigation is undertaken ±
if price rises above g ± is ÿF .12

Competition policy and static monopoly payoffs

Given the threshold price g and the distribution of ", a monopolist's
expected payoff when unit cost is c is

��q; c, g� � � p�q� ÿ c�qÿ ÿF

�
gÿp�q�

f �"� d" �8:5�

The ®rst term on the right-hand side is pro®t from the sale of q units of
output. The second is the expected value of anti-trust ®nes. The lower
limit of the integral, gÿ p�q�, is the critical value of the random element of
demand, given output and the implied expected price chosen by the ®rm.
If the realised value of " exceeds gÿ p�q�, the observed price exceeds the
investigation threshold price and investigation takes place.

In the second term on the right-hand side,

��g� � Pr� p�q� � " � g� � Pr�" � gÿ p�q�� �
�

gÿp�q�

f �"� d"

�8:6�
is the probability that the competition authority undertakes an investiga-
tion. It depends on the investigation threshold price g and on output q.
A low investigation threshold price means a strict competition policy, a
high investigation threshold price represents a lenient competition policy.

A tougher competition policy (lower g) increases the probability of
investigation, all else being equal:

@�

@g
� ÿf �gÿ p�q�� < 0 �8:7�

12 It would be possible to endogenise ÿF , by making it a function of the levels of resources
devoted to prosecution and to defence, or of some index of the severity of the oÿence. But
both ÿ and F are likely to depend in part on the received standards of the legal system, in
ways that the legislature and the competition authority can in¯uence but not completely
control. In United States anti-trust law, the elaboration of the concept of `anti-trust injury'
is an example. (For evolutionary views of the development of the common law, see Priest,
1977; Rubin, 1977.)
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I will assume that there are decreasing returns to lowering the investi-
gation threshold, in the sense that

@2�

@g2
� ÿf 0�gÿ p�q�� > 0 �8:8�

There are positive but decreasing returns to deterring the exercise of
monopoly power.

The ®rst-order condition to maximise ��c� is13

@�

@q
� p�q� ÿ c� q

dp

dq
ÿ ÿFf �gÿ p�q�� dp

dq
� 0 �8:9�

It follows that the pro®t maximising ®rm selects an output that makes
marginal revenue less than marginal production cost,

p�q� � q
dp

dq
� c� ÿFf �gÿ p�q�� dp

dq
< c �8:10�

The ®rm expands output above the unconstrained monopoly level to
reduce the probability of an anti-trust investigation.

Now turn to the question of comparative statics with respect to the
threshold price. Differentiating the ®rst-order condition with respect to g
gives

dq

dg
� ÿ @2�=@g@q

@2�=@q2
�8:11�

Differentiating (8.9) with respect to g and noting that (8.8) implies
f 0 < 0 gives

@2�

@g@q
� ÿÿFf 0p0 < 0 �8:12�

Hence

dq

dg
< 0 �8:13�

13 The second-order su�cient condition for pro®t maximisation is

@2�

@q2
� 2

dp

dq
ÿ ÿFf 0 dp

dq

� �2

��qÿ ÿFf � d
2p

dq2
< 0

This is satis®ed for linear demand, and is henceforth assumed.
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lowering the investigation threshold g induces greater equilibrium
output.14

Totally differentiating (8.5) with respect to g, the comparative static
impact of a change in g on the ®rm's equilibrium payoff is

d�

dg
� @�

@q

dq

dg
� @�

@g
� ÿFf �gÿ p�q�� > 0 �8:14�

(making use of the envelope theorem). Tougher competition policy
(a lower investigation threshold g) lowers equilibrium pro®t.

Example:
Monopoly Consider a market with linear inverse demand curve

p � 110ÿQ� " �8:15�
Let marginal cost be constant, 10 per unit, and suppose there are no

®xed costs. If the industry were perfectly competitive, long-run equilib-
rium price would be 10.

Let the density of the random part of demand be exponential,15

f �"� � 1

10
expÿ "� 10

10

� �
�8:16�

This has range �ÿ10,1� (see ®gure 8.1). " has mean 0 and variance �2 �
100. For this density function, it is more likely that " will fall in a range of
modestly negative values than in a higher range of identical length.

Table 8.1 reports the main characteristics of monopoly equilibrium
without competition policy and for threshold prices ranging from 70 to
10. Without competition policy, monopoly pro®t is 2,500 per time period.
The ®gures reported in table 8.1 are calculated for ÿF � 1,000. This is 40
per cent of the no-competition policy payoff.

Here and in what follows, I measure expected net social welfare as the
sum of expected economic pro®t and expected consumers' surplus,16 on
the ground that from a normative point of view this is what an impartial
competition authority would maximise.17

14 One can also show that an increase in ÿF increases equilibrium output.
15 A truncated normal distribution would yield similar results, except that such a case

would always have equilibrium gÿ p > 0. In this sense, the exponential speci®cation implies
a weak competition policy.

16 When the discussion moves to innovation, this is measured in terms of expected present
discounted values.

17 The expected value of ®nes is a transfer from ®rms to the competition authority, and
thus not lost to society; enforcement costs must be set against such transfers. Proper
consideration of net enforcement cost requires a model of the behaviour of a competition
authority that allocates scarce enforcement resources across several industries, and is the
subject of ongoing research.
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g � 70 is a relatively high threshold price, one standard deviation
above the no-competition policy monopoly price. It results in a relatively
small probability of investigation ± 8.7 per cent ± but also an 8.7 per cent
expansion in output and a 3.2 per cent increase in net social welfare,
compared with the no-competition policy case.

Table 8.1 Static monopoly market performance, alternative investigation thresh-
olds p � 110ÿQ, c � 10, ÿ � 1=2, F � 2000, � � 10

g qm pm � �m CS �m � CS

No cp 50.00 60.00 na 2,500.0 1,250.0 3,750.0

70 54.37 55.63 0.087 2,393.5 1,478.1 3,871.6
65 56.08 53.92 0.122 2,341.6 1,572.3 3,913.9
60 58.15 51.85 0.163 2,270.7 1,690.5 3,961.2

55 60.56 49.45 0.211 2,177.5 1,833.5 4,011.0
50 63.27 46.73 0.265 2,058.6 2,001.4 4,060.0
45 66.24 43.76 0.392 1,911.3 2,194.1 4,105.4

40 69.45 40.56 0.389 1,733.0 2,411.3 4,144.3
35 72.84 37.16 0.457 1,521.8 2,652.6 4,174.4
30 76.39 33.61 0.528 1,275.7 2,917.7 4,193.4
25 80.08 29.92 0.602 993.5 3,206.5 4,200.0

20 83.89 26.11 0.678 673.7 3,518.7 4,192.4
15 87.80 22.20 0.756 315.4 3,854.2 4,169.6
10 91.79 18.21 0.836 ÿ82.5 4,213.0 4,130.5

f (  )

f (  )=
10
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10
+10exp

50403020
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Figure 8.1 Exponential density function
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As the threshold price falls, output and consumers' surplus rise and
economic pro®t falls. For high and intermediate values of g�g � 45�, the
expected price is below the threshold price. For lower values of g, the
expected price is above the threshold price.

Despite the increase in output, the equilibrium probability of investi-
gation rises as g falls. When g falls, the comparative static response of the
monopolist is to expand output, but the monopolist does not expand
output so much that the direct effect of a lower threshold price on the
probability of investigation is neutralised or reversed.

Even for low threshold prices, when the equilibrium expected price is
above g, the probability of investigation is less than one: there is always
some chance that a large negative " will push the realised price below the
investigation threshold.

There is an inverted-U relationship between g and net social welfare:
beyond a certain point (g � 25 for this example), further increases in the
severity of competition policy reduce net social welfare. For threshold
prices at low levels, the reductions in expected pro®t (after allowing for
expected ®nes) that follow from further reductions in g more than offset
further gains in consumers' surplus. This is a consequence of the assump-
tion that there are decreasing returns to lowering the investigation
threshold.

Oligopoly Qualitatively similar results obtain for non-coopera-
tive oligopoly. Table 8.2 gives numerical results for the market of the
monopoly example when there are two quantity-setting ®rms and each
®rm non-cooperatively maximises its own expected payoff,

�i�q1, q2; c, g� � � p�q1 � q2� ÿ c�qi ÿ
1

2
ÿF

�
gÿp

f �"� d" �8:17�

The ®nal term on the right-hand side implies that if there is a successful
prosecution, each ®rm expects to pay one-half of the resulting ®ne.18 This
speci®cation is appropriate for joint offences against competition policy,
such as tacit collusion or joint strategic entry deterrence. It would not be
appropriate for single-®rm violations of competition policy, such as (for
example) abuse of a dominant position.

As in table (8.1), output, the probability of investigation, and con-
sumers' surplus all rise as competition policy becomes stricter ± as g falls.

18 Anticipating situations in which ®rms have diÿerent unit costs and therefore diÿerent
equilibrium market shares, one might wish to investigate a model in which a ®rm expects to
pay a fraction of the expected ®ne equal to its market share. Such a speci®cation would
complicate ®rst-order conditions, compared with (8.17); it would not change equilibrium
total output, and is not examined here.
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Economic pro®t falls as g falls. Once again, there is an inverted-U relation
between g and net social welfare. A moderately strict competition policy
improves net social welfare.

The size of the impact of competition policy on market performance is
less for duopoly than for monopoly (without competition policy, expected
net social welfare is 4,444.4; maximum expected net social welfare with
competition policy is approximately 4,449.9, for g � 55). This is a con-
sequence of the improvement in market performance when there are two
®rms rather than one.

3 Competition policy and innovation

Monopoly

Racing for cost-saving innovation
I will use a standard racing model of cost-saving innovation.19 Initially
the monopolist produces with unit cost c1. By setting up a research
project, it can develop a more ef®cient technology, reducing unit cost
to c2 per unit. If it does set up such a research project, the time at which

Table 8.2 Static duopoly market performance, alternative investigation thresholds
p � 110ÿQ, c � 10, ÿ � 1=2, F � 2000, � � 10

g qN pN � �N CS 2�N � CS

No cp 33.33 43.33 na 1,111.1 2,222.2 4,444.4

70 33.73 42.55 0.024 1,085.9 2,275.0 4,446.8
65 33.95 42.09 0.037 1,071.0 2,305.7 4,447.8
60 34.29 41.42 0.057 1,048.7 2,351.6 4,449.0

55 34.77 40.47 0.086 1,016.2 2,417.5 4,449.9
50 35.41 39.18 0.125 970.9 2,507.9 4,449.7
45 36.24 37.53 0.174 910.5 2,626.9 4,446.9
40 37.25 35.51 0.235 832.8 2,774.5 4,439.9

35 38.43 33.15 0.306 736.6 2,953.3 4,426.5
30 39.76 30.47 0.386 621.2 3,162.2 4,404.7
25 41.23 27.53 0.474 486.0 3,400.3 4,372.3

20 42.82 24.36 0.569 330.5 3,666.8 4,327.7
15 44.50 21.00 0.670 154.3 3,960.1 4,269.5
10 46.27 17.46 0.776 ÿ42.7 4,281.5 4,196.1

19 Because the basic model is well known, I give it an abbreviated treatment. For further
discussion, see Reinganum (1989) or the appendix to Martin (1997).
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the new technology comes on line is a random variable. The random
discovery time I has a Poisson distribution,

Pr�I � t� � 1ÿ eÿht �8:18�
where h is the level or intensity of the R&D project.

The expected time of discovery is the inverse of the R&D intensity,

E�I� � 1

h
�8:19�

A greater level of R&D activity therefore brings forward the expected
time of discovery.

A greater level of R&D activity is also more costly: the R&D cost
function is z�h�, with positive and increasing marginal cost of R&D effort:

z0�h� > 0 z00�h� > 0 �8:20�
The expected present discounted value of the monopolist is

Vm �
�1
t�0

eÿ�r�h�t �m�c1, g� ÿ z�h� � h�m�c2, g�
r

� �
dt

� �m�c1, g� ÿ z�h� � �h�m�c2, g�=r�
r� h

�8:21�

where

�m�c1, g� � instantaneous pre-innovation payoff
�m�c2, g� � instantaneous post-innovation payoff

�8:22�

and c2 < c1 implies that the payoff is greater after innovation:

�m�c2, g� > �m�c1, g� �8:23�
The ®rst-order condition to maximise Vm is20

@Vm

@h
� �r� h� ��m�c2, g�=r� ÿ z0�h�� �ÿ �m�c1, g�ÿz�h� � �h�m�c2, g�=r�� �

�r� h�2
�8:24�

� �m�c2, g� ÿ �m�c1, g� � z�h� ÿ �r� h�z0�h�
�r� h�2 � 0 �8:25�

20 The assumption that z00 > 0 is su�cient to ensure that the ®rst-order condition
identi®es a maximum.
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Comparative statics with respect to g
Differentiate the numerator of (8.25) with respect to g and rearrange
terms to obtain

dh

dg
� 1

�r� h�z00�h�
@��m�c2, g� ÿ �m�c1, g��

@g
�8:26�

In view of (8.20), the comparative static derivative has the same sign as
the derivative of the pro®t increment,

@��m�c2, g� ÿ �m�c1, g��
@g

� ÿ
���c1

��c2

@2�m��, g�
@�@g

d� �8:27�

A suf®cient condition for dh=dg < 0 is that

@2�m�c, g�
@c@g

> 0 �8:28�

To interpret this condition, write

@2�m�c; g�
@c@g

� @

@c

d�m

dg

� �
�8:29�

and recall from (8.14) that d�m=dg > 0.
If condition (8.28) holds, then innovation, which reduces unit cost,

reduces the impact of a reduction in g on the ®rm's pro®t.21 In other
words, if (8.28) holds, one incentive for the ®rm to innovate is to shield
itself from the threat of anti-trust ®nes.

Using (8.14) to evaluate (8.27),

@��m�c2, g� ÿ �m�c1, g��
@g

� ÿF f �gÿ pm�c2�� ÿ f �gÿ pm�c1��f g
�8:30�

Equation (8.30) is negative, as shown in ®gure 8.2. The lower cost that
follows successful innovation implies a lower monopoly price, leading to

0 < pm�c2� < pm�c1� �8:31�

21 The analogy with strategic substitutability is clear. Note that (1) Bulow, Geanakoplos
and Klemperer (1985) normalise variables so that greater values indicate more aggressive
play, while here lower values of g indicate more aggressive monitoring by the competition
authority and lower values of c imply greater output; and (2) c is not a choice variable of the
®rm.
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gÿ pm�c2� > gÿ pm�c1� �8:32�

0 < f �gÿ pm�c2�� < f �gÿ pm�c1�� �8:33�
Consequently

dh

dg
< 0 �8:34�

This gives the ®rst result of the model:

Theorem 1: Stricter product market competition policy increases mono-
poly equilibrium R&D intensity.

A tougher competition policy compresses the incumbent's pre-
and post-innovation payoffs. But it compresses the incumbent's pre-
innovation payoff more than the incumbent's post-innovation payoff,
resulting in greater R&D effort and (in view of (8.19)), a shorter expected
time to discovery.

One assumption behind this result is that the investigation threshold is
held ®xed after innovation. A competition authority implementing a
dynamic policy would lower investigation thresholds as lower-cost tech-
nologies are put into place. Such a policy would reduce but not eliminate
the relatively greater impact of competition policy on pre-innovation
pro®t that lies behind theorem 1.

f (  )

f (  )

f [g–pm(c1)]

f [g–pm(c2)]

g–pm(c1) g–pm(c2)

Figure 8.2 Equilibrium gÿ p�ci�
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Figure 8.3 illustrates theorem 1 for the linear demand example under-
lying table 8.1 and the demand uncertainty density shown in ®gure 8.1.
The innovation is moderate: unit cost after production is 5 rather than 10;
the interest rate is 10 per cent. The R&D cost function is quadratic,

z�h� � uh� vh2 �8:35�

for u � 10, v � 1,000.
The curve labelled `M' shows the investigation threshold±expected

time to discovery relationship. Expected time to discovery is 2.4 time
periods without competition policy, 2.3 if g � 70, and falls steadily to
1.7 for g � 10.

The negative relationship between g and expected discovery time trans-
lates into an inverted-U relationship between g and expected present-
discounted net social welfare, as shown in ®gure 8.4.

Net social welfare is 40,158 without competition policy, 41,402 for
g � 70. Net social welfare rises to 45,428 for g � 20, then falls to
45,113 for g � 10.22

E(disc.)

2.5

2.0

1.5

1.0

0.5

10 15 20 25 30 35 40 45 50 55 60 65 70

OE
M
S

g

N

Figure 8.3 Expected time to discovery, monopoly and alternative duopoly coop-
eration regimes, s � 1=3
Note: n � 2, a � 110, c1 � 10, c2 � 5, � � 10, u � 10, v � 1,000, � � 1. N indicates non-

cooperative R&D, OE indicates an operating entity joint venture, S indicates a secretariat

R&D joint venture.

22 If g � 10, the ®rm's instantaneous payoÿ is negative when marginal cost is 10, positive
when marginal cost is 5, and the ®rm's expected present-discounted value is 2,596.8. This
compares with an expected present-discounted value of 26,723 without competition policy.
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Duopoly

I wish to compare monopoly and duopoly market performance, allowing
for R&D spillovers and for the possibility of alternative R&D coopera-
tion arrangements.

Spillovers
Each ®rm picks its own R&D intensity hi, interpreted as above. Spillovers
in¯uence the ®rm's effective R&D intensity, �i,

�i � hi � shj �8:36�

for i, j � 1, 2 and i 6� j. The spillover parameter s lies between zero and
one. Zero indicates the absence of spillovers, one indicates that a ®rm's
R&D activity bene®ts its rival as much as itself.

(1,000s)

10

48

47

46

15 20 25 30 35 40 45 50 55 60 65 70
g

NSW

monopoly

S

OE

N

Figure 8.4 Net social welfare, alternative R&D regimes, s � 1=3
Note: n � 2, a � 110, c1 � 10, c2 � 5, � � 10, u � 10, v � 1,000, � � 1:
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The probability that a ®rm completes its R&D project at or before time
t depends on effective R&D intensity; the distribution of random discov-
ery time is then

Pr�Ii � t� � 1ÿ exp�ÿ�it� �8:37�

Spillovers reduce a ®rm's incentive to spend on R&D, since some of the
research effort it pays for bene®ts its rival. However, spillovers increase
the effectiveness of such R&D spending as does take place, since a portion
of each ®rm's spending increases the likelihood of discovery of all ®rms.

Non-cooperative R&D
If the two ®rms carry out independent R&D projects, the ®rst ®rm to
develop the cost-saving process receives an effective patent. In calculating
the winning ®rm's post-innovation payoff, I assume that it licenses
use of the new technology to the losing ®rm for a fee c1 ÿ c2 per unit
of output.23

Let �W denote the static payoff of the ®rm that wins the innovation
race, �L the static payoff of the loser. �N�ci� is the static non-cooperative
Cournot duopoly payoff if both ®rms operate with unit cost ci.

24

For non-cooperative R&D, ®rm i picks its R&D intensity hi to max-
imise its expected present-discounted value,

VN
i � �N�c1� ÿ z�hi� � ���i�W � �j�L�=r�

r� �1 � �2

� �N�c1� ÿ z�hi� � ���W � s�L�hi � �s�W � �L�hj�=r
r� �1� s��h1 � h2�

�8:38�

(for j 6� i).

Operating entity joint venture
If the two ®rms form an operating entity joint venture,25 they carry out
one R&D project and evenly share the cost. The R&D intensity h of the

23 I use this speci®cation for its simplicity, not for its realism. It is possible to generalise
the model to allow for imperfect post-innovation appropriability (see Martin, 1999). While
there is good reason to think that patents do not ensure absolute appropriability, there is
also evidence that in many sectors there are other appropriability devices that are eÿective
(Levin et al., 1987).

24 For notational simplicity, the functional dependence of payoÿs on g is not explicitly
noted.

25 Vonortas (1994) attributes the terminology `operating entity joint venture' and
`secretariat joint venture' to Ouchi (1989).
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project is chosen to maximise expected ®rm value,

VOE
i � �N�c1� ÿ �z�h�=2� � h��N�c2�=r�

r� h
�8:39�

This assumes that there is non-cooperative product market rivalry
before and after innovation.

Secretariat joint venture
With a secretariat joint venture, each ®rm carries out its own R&D
project. Results are shared; when discovery takes place, both ®rms
have access to the new technology. The value of a single ®rm is

VS
i � �N�c1� ÿ z�hi� � ��1 � �2���N�c2�=r�

r� �1 � �2

� �N�c1� ÿ z�hi� � �1� s��h1 � h2���N�c2�=r�
r� �1� s��h1 � h2�

�8:40�

(for i � 1, 2).

Results
Theorem 2, which is proved in the appendix (p. 182), outlines the com-
petition policy±R&D intensity relationship for the alternative R&D
regimes.

Theorem 2: (a) For non-cooperative R&D,

dhN
dg

�ÿ 1

D1

1

1� s

d��W ÿ �N�
dg

ÿ s
d��N ÿ �L�

dg

� ��

��1ÿ s� h
r

d��W ÿ �L�
dg

�
�8:41�

for

D1 � �1ÿ s��W ÿ �L

r
ÿ z0�h� ÿ r

1� s
� 2h

� �
z00�h� < 0 �8:42�

and

dhN=dg < 0

for linear demand
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(b) for an operating entity joint venture,

dhOE

dg
� 2

�r� hOE�z00�hOE�
d��N�c2� ÿ �N�c1��

dg
�8:43�

(c) for a secretariat joint venture,

dhS
dg

� 1

z0�hS� � r=�1� s� � 2hS� �z00�hS�
d��N�c2� ÿ �N�c1��

dg

�8:44�

Part (a) shows that for linear demand, stricter competition policy
increases non-cooperative equilibrium R&D intensity. For parts (b)
and (c), a condition analogous to (8.28) is suf®cient for stricter competi-
tion policy to increase equilibrium R&D intensity. As in the monopoly
case, if cost reduction reduces the marginal impact of competition policy
on payoffs, then stricter competition policy increases R&D intensity.

Figure 8.3 illustrates the investigation threshold±expected discovery
relationship for linear demand and exponential distribution of ". The
spillover rate is 1/3, which is relevant for non-cooperative (N) and secre-
tariat (S) R&D.26 Under all three oligopoly regimes, stricter competition
policy shortens the expected time to discovery. Non-cooperative R&D,
with multiple research paths and high R&D levels, induced by the lure of
high payoffs from ®rst success and the threat of low payoffs otherwise,
brings by far the shortest expected discovery time. Expected discovery
time with non-cooperative R&D falls as the threshold price g falls, but the
magnitude of the impact is slight. With either type of cooperative R&D,
R&D levels are much lower, and expected time to discovery is much
longer than with non-cooperative R&D (and comparable to expected
discovery time under monopoly).

The alternative cooperation regimes rank quite differently in terms of
expected net social welfare (®gure 8.4). Of the three cooperation regimes,
secretariat R&D yields the greatest welfare, independent R&D the least.
Secretariat R&D dominates operating entity R&D because two research
projects translate into two independent possibilities of bringing the inno-
vation on line. Secretariat and operating entity R&D both dominate
non-cooperative R&D because they imply that both ®rms have access
to the new technology after discovery.

26 The spillover rate does not aÿect the outcome for an operating entity joint venture,
since with this form of R&D cooperation there is just one research project.
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All three duopoly cooperation regimes yield greater expected net social
welfare than monopoly. For the most part, this re¯ects better static
market performance under duopoly; expected discovery times under
monopoly and cooperative R&D are comparable.

For non-cooperative R&D, increases in spillovers increase the
expected time to discovery (®gure 8.5), although the magnitude of the
effect is slight. Increases in spillovers also increase expected net social
welfare (®gure 8.6). Greater spillover levels reduce the single ®rm's incen-
tive to spend on R&D, since they make it more likely that ®rm's R&D will
lead the other ®rm to discovery ®rst. But this also means that such R&D
as does take place is more effective, increasing welfare.

Whether secretariat R&D or operating entity R&D yields a shorter
expected time to discovery depends on the level of spillovers (®gure 8.7).
For low spillover levels, expected discovery time is less with an operating
entity R&D. As spillover levels increase, expected discovery time for
secretariat R&D goes down, and beyond a critical level falls below that
of operating entity R&D. With secretariat R&D, greater spillovers
improve technological performance. This contrasts with non-cooperative
R&D (®gure 8.5). The difference between the two regimes is that with a
secretariat joint venture, all ®rms have equal access to the new technology
after innovation.

Secretariat R&D consistently yields greater expected net social welfare
than operating entity R&D (®gure 8.8). The welfare level with secretariat
R&D rises with the level of spillovers, as for non-cooperative R&D.
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Figure 8.5 Expected time to discovery, alternative spillover levels
Note: n � 2, a � 110, c1 � 10, c2 � 5, � � 10, u � 10, v � 1,000, � � 1.
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Figure 8.6 Net social welfare, non-cooperative R&D regimes, alternative
spillover levels
Note: n � 2, a � 110, c1 � 10, c2 � 5, � � 10, u � 10, v � 1,000, � � 1; N indicates non-

cooperative R&D, OE indicates an operating entity joint venture, S indicates a secretariat

R&D joint venture.
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Figure 8.7 Expected time to discovery, cooperative R&D regimes, alternative
spillover levels
Note: n � 2, a � 110, c1 � 10, c2 � 5, � � 10, u � 10, v � 1,000, � � 1.
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4 Conclusion

Competition policy reduces expected ®rm pro®ts by exposing ®rms to the
possibility of ®nes if they engage in privately pro®table but socially
disapproved-of behaviour. If enforcement agencies make decisions by
monitoring market performance, pro®t maximising ®rms expand output,
simultaneously reducing the probability of investigation and improving
static market performance. They also increase R&D efforts, reducing the
expected time to development of lower-cost production methods (which
will also lower the probability of anti-trust prosecution).

There is an inverted-U relationship between competition policy and the
combined welfare of producers and consumers. A moderately strict com-
petition policy improves their welfare; very strict competition policy
worsens it.
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Figure 8.8 Net social welfare, cooperative R&D regimes, alternative spillover
levels
Note: n � 2, a � 110, c1 � 10, c2 � 5, � � 10, u � 10, v � 1,000, � � 1; N indicates non-

cooperative R&D, OE indicates an operating entity joint venture, S indicates a secretariat

R&D joint venture.
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Spillovers lower the expected time to discovery for secretariat R&D
and increase it for non-cooperative R&D. Spillovers improve net social
welfare under both regimes. In the examples considered here, the shortest
time to discovery occurs for non-cooperative R&D and zero spillovers.
The greatest expected social welfare occurs for secretariat R&D and high-
spillover levels. If society wishes to promote technological progress as a
goal in and of itself, the recipe suggested by the model developed here is
independent R&D with an effective appropriability mechanism.27 If
society wishes to promote expected net social welfare, the recipe is secre-
tariat R&D with spillovers and moderately tough competition policy,
which brings multiple R&D paths, diffusion of results and improved
static market performance.

5 Appendix: proof of theorem 2

Parts (b) and (c) are immediate from differentiation of the respective ®rst-
order conditions.

dh=dg

Firm 1's expected present-discounted value is

V1 �
�N ÿ z�h1� � 1=r����W � s�L��h1 � �s�W � �L�h2�

r� �1� s��h1 � h2�
�8A:1�

The ®rst-order condition to maximise V1 is

�r� �1� s��h1 � h2��2
@V1

@h1

� �W ÿ �N ÿ s��N ÿ �L� � �1ÿ s2� �W ÿ �L

r

� �1� s�z�h1� ÿ �r� �1� s��h1 � h2��z0�h1� � 0

�8A:2�

The second partial derivative, evaluated along the ®rst-order condi-
tion, is

@2V1

@h21
� ÿ z00�h1�

r� �1� s��h1 � h2�
�8A:3�

The assumption that z00�h1� > 0 is suf®cient to ensure that the ®rst-
order condition identi®es a maximum.

27 Broadly de®ned, long-lived patents, for example (although it is not clear that there is in
fact much government can do to enhance eÿective appropriability).
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Differentiate the ®rst-order condition with respect to h1 to obtain an
expression for the slope of ®rm 1's R&D reaction function,

@h1
@h2

� 1

z00�h1�
�1ÿ s����W ÿ �L�=r� ÿ z0�h1�

r=�1� s� � h1 � h2
�8A:4�

Stability requires that this be less than one in absolute value in the
neighbourhood of equilibrium. Setting h1 � h2 � h, this implies

D1 � �1ÿ s��W ÿ �L

r
ÿ z0�h� ÿ r

1� s
� 2h

� �
z00�h� < 0 �8A:5�

This will henceforth be assumed.28

Now set h1 � h2 � h in (8A.2) to obtain the equation that determines
non-cooperative equilibrium R&D intensity:

�W ÿ �N ÿ s��N ÿ �N�
1� s

� �1ÿ s��W ÿ �L

r
h� z�h�

ÿ r

1� s
� 2h

� �
z00�h� � 0 �8A:6�

Differentiate (8A.6) with respect to g to obtain

dh

dg
�ÿ 1

D1

1

1� s

d��W ÿ �N�
dg

ÿ s
d��N ÿ �L�

dg

� ��

��1ÿ s� h
r

d��W ÿ �L�
dg

�
�8A:7�

In view of (8A.5), dh=dg and the term in braces on the right-hand side
in (8A.7) have the same sign. Suf®cient conditions for dh=dg � 0 are

d��W ÿ �N�
dg

� 0 �8A:8�

d��N ÿ �L�
dg

� 0 �8A:9�

d��W ÿ �L�
dg

� 0 �8A:10�

28 Stability conditions were satis®ed for the simulations reported in the text.
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Comparative statics, post-innovation market

First evaluate (8A.10). I assume that demand is linear. Payoffs are

�W � � p�Q� ÿ c2�qW � �c1 ÿ c2�qL ÿ 1

2
ÿF

�
gÿp�Q�

f �"� d" �8A:11�

�L � � p�Q� ÿ c2�qL ÿ 1

2
ÿF

�
gÿp�Q�

f �"� d" �8A:12�

where

Q � qW � qL �8A:13�
is non-cooperative equilibrium output in the post-innovation market.

The ®rst-order conditions for pro®t maximisation are

@ �W

@qW
� p�Q� ÿ c2 � qWp0 ÿ 1

2
ÿFfp0 � 0 �8A:14�

@ �L

@qL
� p�Q� ÿ c1 � qLp

0 ÿ 1

2
ÿFfp0 � 0 �8A:15�

Note that (8A.14) and (8A.15) imply

qW ÿ 1

2
ÿFf � ÿ pÿ c2

p0
> 0 �8A:16�

and

qL ÿ 1

2
ÿFf � ÿ pÿ c1

p0
> 0 �8A:17�

respectively.
Differentiate �W and �L with respect to g to obtain:

d�W

dg
� @ �W

@qW

dqW
dg

� @ �W

@qL

dqL
dg

� @ �W

@g
�8A:18�

d�L

dg
� @ �L

@qW

dqW
dg

� @ �L

@qL

dqL
dg

� @ �L

@g
�8A:19�

(8A.14) makes the ®rst term on the right-hand side in (8A.18) equal to
zero; (8A.15) makes the second term on the right-hand side in (8A.19)
equal to zero; this is the envelope theorem. By inspection, (8A.11) and
(8A.12) imply

@ �W

@g
� @ �L

@g
�8A:20�
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Hence

d��W ÿ �L�
dg

� @ �W

@qL

dqL
dg

ÿ @ �L

@qW

dqW
dg

�8A:21�

Differentiate (8A.11) with respect to qL:

@ �W

@qL
� p0qW � c1 ÿ c2 ÿ

1

2
ÿFfp0

� p0 qW ÿ 1

2
ÿFf

� �
� c1 ÿ c2

� p0 ÿ pÿ c2
p0

� �
� c1 ÿ c2

� ÿ� pÿ c1�

�8A:22�

(using (8A.16)).
Differentiate (8A.12) with respect to qW :

@ �L

@qW
� p0qL ÿ 1

2
ÿFfp0 � ÿ� pÿ c1� �8A:23�

(using (8A.17)).
Substitute (8A.22) and (8A.23) into (8A.21) to obtain

d��W ÿ �L�
dg

� � pÿ c1�
dqW
dg

ÿ dqL
dg

� �
�8A:24�

Now subtract (8A.15) from (8A.14) and rearrange terms to obtain

qW ÿ qL � ÿ c1 ÿ c2
p0

> 0 �8A:25�

This implies

d�qW ÿ qL�
dg

� 0 �8A:26�

Hence

d��W ÿ �L�
dg

� 0 �8A:27�

and (8A.10) is satis®ed.
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Comparative statics, pre-innovation market

Now turn to consideration of (8A.8) and (8A.9).
If both ®rms operate with unit cost c1, ®rm 1's payoff is

�1 � � p�q1 � q2� ÿ c1�q1 ÿ
1

2
ÿF

�
gÿp�q1�q2�

f �"� d" �8A:28�

Equilibrium per-®rm output qN satis®es the condensed ®rst-order con-
dition

p�2qN� ÿ c1 � p0 qN ÿ 1

2
ÿFf

� �
� 0 �8A:29�

This implies

qN ÿ 1

2
ÿFf � ÿ p�2qN� ÿ c1

p0
> 0 �8A:30�

Differentiating (8A.29) with respect to qN gives the comparative static
derivative

dqN
dg

� 1

2

ÿFf 0

3� p0ÿFf 0
� 1

2

1

p0 � �3=ÿFf 0� < 0 �8A:31�

The indicated sign depends on f 0�gÿ p� < 0, which is henceforth
assumed.

Firm 1's equilibrium payoff is

�N � � p�2qN� ÿ c1�qN ÿ 1

2
ÿF

�
gÿp�2qN �

f �"� d" �8A:32�

Differentiate (8A.32) with respect to g:

d�N

dg
� d�N

dqN

dqN
dg

� @ �N

@g
�8A:33�

To evaluate d�N=dqN , differentiate (8A.32) with respect to qN :

d�N

dqN
� pÿ c1 � 2qNp

0 ÿ ÿFfp0

� qN ÿ 1

2
ÿF

� �
p0 � ÿ� p�2qN� ÿ c1�

�8A:34�

Subtract (8A.33) from (8A.18):

d��W ÿ �N�
dg

� @ �W

@qL

dqL
dg

ÿ d�N

dqN

dqN
dg

� @��W ÿ �N�
@g

�8A:35�
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First consider the ®nal term:

@ �W

@g
� 1

2
ÿFf �gÿ p�Q�� �8A:36�

@ �N

@g
� 1

2
ÿFf �gÿ p�2qN�� �8A:37�

Since

Q > 2qN �8A:38�
p�Q� < p�2qN� �8A:39�
gÿ p�Q� > gÿ p�2qN� �8A:40�
f �gÿ p�Q�� < f �gÿ p�2qN�� �8A:41�

and ®nally

0 <
@ �W

@g
<

@ �N

@g
�8A:42�

or

@��W ÿ �N�
@g

< 0 �8A:43�

the ®nal term on the right-hand side in (8A.35) is negative.
Now turn to

@ �W

@qL

dqL
dg

ÿ d�N

dqN

dqN
dg

� ÿ� p�Q� ÿ c1�
dqL
dg

� � p�2qN� ÿ c1�
dqN
dg

� p�2qN� ÿ c1
�3=f 0�gÿ p�2qN��� � ÿFp0

ÿ p�Q� ÿ c1
�3=f 0�gÿ p�Q��� � ÿFp0

�8A:44�
Assume that f 0 < 0, f 00 > 0 over the range of " that is relevant for the

pre- and post-innovation equilibria. This is a regularity condition on the
distribution of the random part of demand.

Then

f 0�gÿ p�2qN�� < f 0�gÿ p�Q�� < 0 �8A:45�
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(see ®gure 8A.1);

ÿFf 0�gÿ p�2qN�� < ÿFf 0�gÿ p�Q�� < 0 �8A:46�

3

ÿFf 0�gÿ p�Q�� <
3

ÿFf 0�gÿ p�2qN��
< 0 �8A:47�

p0 � 3

ÿFf 0�gÿ p�Q�� < p0 � 3

ÿFf 0�gÿ p�2qN��
< 0 �8A:48�

1

p0 � �3=ÿFf 0�gÿ p�2qN���
<

1

p0 � �3=ÿFf 0�gÿ p�Q��� < 0

�8A:49�
Combining (8A.48) and (8A.49) gives

p�2qN� ÿ c1
p0 � �3=ÿFf 0�gÿ p�2qN���

<
p�Q� ÿ c1

p0 � �3=ÿFf 0�gÿ p�Q��� < 0

�8A:50�
Hence

@ �W

@qL

dqL
dg

ÿ d�N

dqN

dqN
dg

< 0 �8A:51�

Combined with (8A.43), this establishes that (8A.8) is satis®ed.
Essentially the same arguments, with appropriate sign changes, show

that (8A.9) is satis®ed. This establishes part (a) of theorem 2.

f (  )

f (  )

g–p(2qN) g–p(Q)

Figure 8A.1 Equilibrium gÿ p�2qN�, gÿ p�Q�
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9 On some issues in the theory of
competition in regulated markets

Gianni De Fraja

1 Introduction

Writing in 1962, Louis Phlips observed that `la reÂ alisation d'un marcheÂ
concurrentiel en Europe peut eÃ tre faciliteÂ e par une inteÂgration des marcheÂs
europeÂens', which is `un moyen d'aboutir aÁ des comportements plus
concurrentiels',1 and stressed that a positive intervention may be needed
in order to stimulate the forces of competition: `il ne suf®t pas cependant de
l'inteÂ grer neÂ gativement, de se borner aÁ la suppression des barrieÁ res arti-
®cielles aux eÂ changes: il faut aussi l'integrer de facË on positive, en ameÂ liorant
son functionnement.'2

While Phlips was concerned with the lowering of barriers between
national markets which the Common Market was intended to demolish,
the concern nowadays is with the barriers to enter certain industries, which
have traditionally been monopolised: in the 1980s and 1990s, it became
increasingly obvious that the simple opening up of a market to any ®rm
which wished to enter it was not suf®cient to guarantee the establishment
of competitive conditions in markets for goods such as the supply of
electricity, telecommunications service, water and gas. Government and
competition authorities realised that they needed to maintain a degree of
scrutiny over these industries, andoften undertookpositive actions in order
to enhance the competitive pressure. The complexity of these industries
throws up a host of problems which, while of considerable interest to the

191

A preliminary version of this chapter was presented at the 20th Conference of l'Industria,
Piacenza, Italy, (27±28 September 1996). I would like to thank Paola Valbonesi for
comments. I acknowledge the ®nancial support of the ESRC research Programme on
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1 `The creation of competitive markets in Europe can be brought forward by the
integration of the European markets, because it determines a more competitive behaviour'
(Phlips, 1962, p. 75, emphasis in the original).

2 `However, it is not sufficient to integrate negatively, eliminating artificial barriers to
trade: it is also essential to integrate actively, improving the working of the market' (Phlips,
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economic theorist, also highlight the inadequacy of a stylised view of the
world according to which there are only two types of industries. On the one
hand are industries which are either competitive, and hence do not need
regulation or intervention or oligopolies, for which traditional anti-trust
intervention is necessary, and on the other are industries where no
competition is possible, and therefore price and/or rate of return regulation
(or even nationalisation) is necessary. It is now accepted that political
developments (privatisation, the abolition of statutory monopolies, etc.)
and technological advances (which have lowered economies of scale),
are increasingly allowing the introduction of some form of competitive
pressure on erstwhile naturalmonopolies, at least for part of their activities.
Conversely, incumbent ®rms have the incentive and, often, the means, to
hinder this competitive pressure, and governments and competition
authorities may need to intervene to prevent socially costly activities of
this type.

Theoretical developments have shown how competition and regulation
can affect the performance of an industry, and how their interaction can
result in varying structures, depending on the rules designed to operate the
regulatory mechanisms. In this chapter I look at some of the problems that
come up in the analysis of the interplay between regulation and competi-
tion; the main point which will emerge is the variety of situations that can
occur, and the consequent needof a case-by-case approach to themodelling
of this interplay. This contrasts with the simple situation where there is
a single regulated monopolist, and corresponds to the complex variety of
models developed by the theory of industrial organisation for the analysis
of oligopoly situation vis-aÁ-vis the relatively straightforward modelling
of monopoly and of perfect competition. The richness of the set of
situations that emerges is also re¯ected in the more complex possibilities
that industrial policy makers need to consider. In many situations, a case-
by-case approach might be called for, whereas in the traditional set up, the
application of a certain set of rules might have suf®ced. To put it
schematically: one ®rmormany ®rms: straightforward; few®rms: complex.

Early models of regulation studied took the existing regulatorymechan-
isms as given without inquiring as to their raison d'eÃtre; by contrast, the
`new theory of regulation' (the origin of which can be ascribed to the papers
of Baron and Myerson, 1982, and Laffont and Tirole, 1986, both inspired
by Loeb and Magat, 1979) takes the constraints as given and studies the
optimal regulation within those constraints (Laffont, 1994). The most
powerful of such constraints has been identi®ed in the different knowledge
possessed by the two parties in a contractual relationship. A typical stylised
example of this may depict a situation where a regulated ®rm may be in a
position to claim higher costs or more dif®cult technical problems than
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actually exist, and demand higher prices than strictly necessary to cover its
costs and reward the capital adequately. As long as the regulator is unable
to verify such claims (in the jargon, as long as there is asymmetry of
information), the ®rm will obtain a higher reward than the market rate of
pro®t. One of the most interesting points that can be inferred from the
results of the optimal regulation literature is that the contracts offered in
practice by procurement agencies have features which tally somehow with
the prescriptions of the models (see below, and the discussion in Laffont
and Tirole, 1993, pp. 72 ff.). This approach has the added advantage of
unifying regulation and procurement theory, as highlighted by Laffont and
Tirole in the title of their book: in the benchmark case for both situations a
welfare maximising principal offers a contract to a pro®t maximising ®rm,
and in both situations the latter has an informational advantage over the
principal.

This chapter focuses on the effects of competition in regulation and
procurement. After brie¯y sketching, in section 2, the basic Laffont±Tirole
model, I describe in section 3 a number of applications of this model to
more complex situations where more than one ®rm is potentially operating
in themarket. The chapter ends in section 4with an analysis of competition
in procurement. I show how potential competition can alleviate the
inef®ciency caused by the possibility of opportunistic behaviour identi®ed
by the literature on incomplete contracts. While the various models
illustrated are deliberately not closely linked to each other, they develop
a common theme: the presence of competition, potential or actual, often
alters policy conclusions reached in the presence of a single ®rm, and
therefore theoretical analyses developed for the single-®rm case need in
general to be extended to the case of more than one ®rm before policy
conclusions are drawn and implemented.

2 Competition in regulated markets

The basic one-®rm model

In an in¯uential article, Laffont and Tirole (1986) built a model of regula-
tion which sheds important light on the theoretical problems of regulation
and their possible solutions. In the model, a welfare maximising regulator
sets the price for the (single-product) ®rm she supervises. The ®rm operates
in a technologically advanced environment where cost reductions are pos-
sible, for example through investment in R&D. The regulator can observe
the realised cost of production, but cannot distinguish between low cost due
to `luck' (easier than expected technological conditions) and low cost due to
`effort' (high R&D). The regulator would like to reward the latter without
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transferring costly social resources to a ®rmwhich just happens to be lucky.
Formally, if we denote with ÿ the exogenous level of cost, with e the
®rm's cost-reducing effort, with p the regulated ®rm's price and with � the
distortionary and administrative cost of public funding, the model can be
described as follows (a fuller discussion can be found in Laffont and Tirole,
1993, chapters 1, 2):

q( p) is the regulated ®rm's demand: q0�p� < 0, with elas-
ticity � ( p)

þ(e) is the utility cost of the regulated ®rm's cost-reducing
effort (R&D, managerial effort, etc.): it satis®es
þ0�e�,þ00�e� > 0 and þ000�e� � 0 (the last is a technical
assumption which ensures an interior solution)

�ÿ ÿ e�q is the regulated ®rm's production cost
F�ÿ� is the distribution function of the exogenous param-

eter ÿ, ÿ 2 ÿ, �ÿ
h i

, f �ÿ��F 0�ÿ�, F�ÿ��0, F� �ÿ��1

and
d

dÿ

F�ÿ�
f �ÿ�

� �
� 0:

The realised value of ÿ is the regulated ®rm's private
information: the regulator only knows the distribution
function

t is themonetary transfer from
the regulator to the ®rm

S(q) is the consumer's surplus
�� p, e, t� � t� � pÿ ÿ � e�q� p�

ÿþ�e� is the regulated ®rm's pro®t
W� p, e, t� � S�q�p�� ÿ �1� ��t

��� p, e, t� is the regulator's payoff
function.

The regulator maximises her payoff function, by choosing a relationship
between p and t, and allowing the ®rm to select any combination of p and
t satisfying this relationship. Laffont and Tirole (1986) compare the
solution of this problem in conditions of both symmetric and asymmetric
information, and obtain a number of results which can be summarised as
follows:

. The regulated ®rm's price is given by Ramsey pricing both in
symmetric and asymmetric information:
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pÿ ÿ � e

p
� 1

�� p�
�

1� �

This is de®ned as the dichotomy property; when it holds prices and
incentives can be separated: asymmetry of information affects only the
provision of incentives, not the pricing rule. A necessary condition for
this to happen is the observability of cost: when cost is not observable,
as in Baron and Myerson (1982), then price distortions must be
introduced.

. Effort is lower in the presence of asymmetric information, except
when ÿ � ÿ:

Symmetric information : q� p� � þ0�e�
Asymmetric information : q� p�ÿ�� � þ0�e�ÿ��

ÿ �

1� �

F�ÿ�
f �ÿ� þ

00�e�ÿ��

This of course implies that, for every value of ÿ 2 �ÿ, �ÿ�, price is also
higherwith asymmetric information; this is caused by the fact that cost
is higher: the rule of price determination is unaffected by the
asymmetry of information.

. `Lucky' ®rms, (®rms with low ÿ) extract rent from the regulator; this
is appropriately de®ned `informational rent', because it is absent with
symmetric information:

Symmetric information : U � �� p, e, t� � 0

Asymmetric information : U�ÿ� � �� p�ÿ�, e�ÿ�, t�ÿ��

�
��ÿ
ÿ

þ0�e� ~ÿ�� d ~ÿ

They also show that some of the theoretical features of contracts are also
observed in actual relationship between regulators and regulated ®rms,
and between procurement agencies and their contractors. As their book
(Laffont andTirole, 1993) testi®es, thismodel can be extended in numerous
directions and used to shed considerable light on the interaction between
parties in more complex, and realistic, relationships, such as multiproduct
®rms, situations where quality matters and dynamic situations, where
the regulator and the regulated ®rm interact over a period of time. A
substantial part of the book is devoted to situations where more than one
potential supplier is potentially capable of satisfying the regulator's needs.
I concentrate on these speci®c cases in the remainder of this section,
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illustrating the rich variety of situations that emerge and the developments
that have occurred since the publication of Laffont and Tirole (1993).

Multiple suppliers

While there undoubtedly do exist situations where only one ®rm can
economically supply a certain market, it is now generally accepted that, in
the vast majority of cases, competition, whether actual or potential, has a
role to play. This can be the case when a domestic market is opened up
to foreign suppliers, as is happening at a very fast pace in the European
telecommunicationmarkets; another related instance is the power industry
in the United Kingdom, where most households have the opportunity to
buy gas from electricity suppliers and electricity from gas suppliers. In these
cases the regulator faces a two-fold problem: on the one hand, she needs to
choose the actual supplier (or, indeed, suppliers) among several potential
ones; on the other, she needs to ®nd ways of allowing competitive forces to
play their role and reduce, if possible, the two sources of cost identi®ed above,
theactual productioncost �ÿ ÿ e� and the regulated®rm's informational rent.

This is still an area where the theoretical developments are rapidly
evolving, and one can therefore expect further insights into the topic.
Nevertheless, it is possible to propose a rough classi®cation of the various
problems considered. In particular, we can distinguish between:

. Symmetric competition ± whereby all ®rms are treated symmetrically;
and within it:
± auction-type situations
± market-type situations.

. Asymmetric competition, whereby some of the ®rms are in a different
position; this can happen:
± either because one ®rm has some advantage or disadvantage

(typically in regulated industries it produces a necessary input
in conditions of natural monopoly, as it owns the network con-
necting each household to the service)

± or because, for reasons which may not have an economic ratio-
nale, only some of the ®rms are subject to regulation (thus, for
example, the opening of the national European markets such as
electricity and telephony, might result in a situation where the
French regulator imposes price constraints on the French com-
panies, but not on the German, British or Spanish companies
willing to supply French consumers).

Roughly speaking we may label `market-type' the situations where the
regulator takes separate decisions on the number of entrants and their

196 Gianni De Fraja



prices (e.g. Auriol andLaffont, 1992; Biglaiser andMa, 1995;McGuire and
Riordan, 1995). The optimal number of ®rmswill be determined as a trade-
off between costs and bene®ts. The cost of an increase in the number of
®rms is the duplication of ®xed costs (which parallels the negative effect of
entry in oligopoly markets). To counter this cost, there are two types
of bene®ts: ®rst if the selected contractors offer different goods, there is the
bene®cial effect of an increase in variety (as inMcGuire andRiordan, 1995;
this trade-off between variety and ®xed cost forms the basis of Spence,
1976, and Dixit and Stiglitz, 1977, analysis of monopolistic competition).
The second type of bene®t, less paramount in theoretical models of
industrial organisation, is the information effect. In the ®rst place if, as
it seems likely, cost conditions are correlated between ®rms, then the
regulator can reduce their pro®ts (which are socially costly), bymaking one
®rm's payment dependent on the others' actions (see Caillaud, 1990, for a
model highlighting this effect); secondly, as Auriol and Laffont (1992)
point out, increasing the number of potential suppliers also increases the
sample and hence the probability of ®nding a low-cost supplier. These
considerations suggest that the simultaneous presence of ®rms should
occur more often where economies of scale are weak andwhere the bene®ts
of variety and of information are high.

Bidding for contracts or franchises

Whilst auctions have long been used in procurement, it has been suggested
that one way to introduce competition in markets that are known to be
natural monopolies would be to auction off the right to be such a monop-
olist to the highest supplier (Demsetz, 1968). An early example that
received considerable attention was the auctioning of the franchise for
cable TV in parts of the United States (Posner, 1972; Williamson, 1976).
More recently, the FCC auctioned off the spectrum for mobile telephone
communication, in what was dubbed ± for once, probably truthfully ±
the greatest auction in history (New York Times, March 16, 1995, p.1A.17;
see McAfee and McMillan, 1996, for a description and theoretical
considerations).

In 1993, the UK Independent Television Commission (ITC) auctioned
off the right to broadcast terrestrial television in the frequencies used by the
third channel in 16 different geographical regions in the United Kingdom.
This auction has received relatively little attention, despite the fact that it
displayed some interesting features, in particular with reference to quality.
In an ordinary auction the seller of the auctioned object wants to maximise
the revenues from its sale. This was the case in the FCC spectrum auction,
and in the early United States cable TV auctions mentioned above: bidders
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could be ruled out on the grounds that they did not offer adequate
guarantees about the ®nancial viability of their plans, but if this guarantee
was met, then the highest bidder won the franchise; on the other hand, the
ITV auction in the United Kingdom had explicit concerns for quality.
Firms had to present a broadcasting plan, describing in some detail the
programmes they intended to show. In half of the 16 regions the franchise
was not awarded to the highest bidder, on the ground that their quality level
was lower than that of lower-bidding ®rms. Concern for quality is of course
paramount in military procurement, and it is therefore not surprising that
the theoretical literature has concentrated mostly on the auctions used in
practice by the United States Department of Defense. In general terms, the
latter has the two-fold problem of choosing the right supplier (or suppliers)
on the one hand and, on the other, of providing the selected supplier with
the right incentive for cost reduction.

The analysis of this situation is in Laffont and Tirole (1987). They use
their benchmark model, sketched on pp. 193±5 above, and extend it by
assuming that rather than just one ®rm, there are n of them, identical in all
respects except the realised value of their ef®ciency parameter, ÿ 2 �ÿ, �ÿ�.
The regulator (or, more likely in this case, the procurement agency), asks
each ®rm, i, to report its own ÿi, i � 1, . . . , n, and commits itself to a
mechanism for selecting thewinner and to offering a contract for the sale of
one unit of output to the winner, based on all the reports, ÿ � ÿ1, . . . ,ÿn� �.
The regulator must award the contract to a single ®rm (an assumption
that can be relaxed), butmayuse a stochasticmechanism: it can (commit to)
award the contract to ®rm i with probability xi, with xi � xi ÿ� �. The
regulator's payoff function is therefore the expectation of:

S
Xn
i�1

xi ÿ 1� �� �
Xn
i�1

ti ÿ 1� �� �
Xn
i�1

xi ÿi ÿ ei� �

�
Xn
i�1

ti ÿ xiþ ei� �� �

where S, ti, ei and þ are de®ned as on p. 194. Laffont and Tirole show that
the solution to the regulator's problem satis®es the following properties:

. The contract is awarded to the ®rm with the lowest ÿi.

. The winning ®rm is required to exercise the same level of effort as it
would exercise if it were the only supplier: organising an auction does
not increase the ®rms' investment.

. The transfer received by the winning ®rm is, however, reduced by com-
petition, and consequently so is its informational rent. Speci®cally, if
®rms are re-labelled so that ®rm 1 is the one with the lowest ÿ and ®rm
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2 that with the second lowest ÿ (i.e. if ÿ1 � ÿ2 � ÿj, j � 3, . . . , n), then
U1 ÿ� � � R ÿ2

ÿ þ0 e� ~ÿ
ÿ �ÿ �

d ~ÿ ± that is, the transfer (and the informational
rent) received by thewinning®rm is the samewhich itwould receive in a
single-®rm regulatory relationship where, however, the distribution is
truncatedatÿ � ÿ2 ± that is,where the regulatorknows that the®rm'sÿ
is at most ÿ2.

Note the close analogy with the mechanism of a standard English auction
for the sale of, say, a painting. This is equivalent to a mechanism by which
all participants report their maximum willingness to pay, the painting is
awarded to the person reporting the highest willingness to pay, who
is, however, required to pay a price equal only to the second-highest
willingness to pay reported by the bidders.

The results obtained byLaffont andTirole, in a plausiblemodel, contain
(at least) two important lessons. First, competition for contracts reduces,
but does not eliminate, informational rents, except in the limit as the
number of ®rms goes to in®nity. This has an exact parallel in the standard
industrial organisation result that oligopoly reduces the monopoly rent
(and consequent deadweight loss) but eliminates it in only the limit, as the
number of ®rms becomes large. Secondly, perhaps less intuitively, while
competition does reduce costs, it reduces only the ®rst of the two sources
of costs we have identi®ed above ± namely, the regulated ®rm's pro®t ±
and leaves unaltered the level of effort and the production costs: as we
have just seen, the winner of the competition has the same level of
production cost that it would have had if it had been the sole supplier
to begin with.

In a paper inspired by the United Kingdom television auction, Cabizza
andDe Fraja (1998) study the case where ®rms do not exert a cost-reducing
effort, but can alter, at a cost, the quality of their supply. Some of the results
obtained mirror the Laffont±Tirole ones: the franchise is awarded to the
most ef®cient ®rm, the quality level offered by each ®rm, q(ÿ), is not
affected by the extent of competition,3 while the price paid for the franchise

3 Quality is given by the condition

S 0�q�
�1� �� � Cq�q,ÿ� with symmetric information

S 0�q�
�1� �� � Cq�q,ÿ� �

�

1� �

F�ÿ�
f �ÿ� Cÿq�q,ÿ� with asymmetric information

Here q is quality and S denotes the consumer's utility from quality. Thus, as one might
expect from the analysis on p. 195, quality is reduced by asymmetry of information, except
for the lowest-ÿ ®rm, and in a way which depends on the distribution function of ÿ and on
the shadow cost of public funding, � is. Note that the formulae do not contain n: quality
does not depend on the number of bidders.
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is. With regard to the relationship between the franchise fee paid and the
quality of programmes broadcast by the winning television station, they
found that, when there is no auction, the franchise fee is a decreasing
function of the quality supplied: low-cost ®rms broadcast higher-quality
programmes but pay a lower fee for the franchise; this is the opposite of
what happens in conditions of symmetric information. However, this is
reversed as the number of competitors goes up: in this case it may happen
that low-cost ®rms not only offer better programmes, but also bid a higher
price for the right to do so. These conclusions allow them to interpret the
rejection of the higher bid in the ITVauction as a consequence of the limited
number of bidders.

I have so far assumed that there is only one winner in the auction.
While it must clearly be the case that only one mobile telephone company
is allowed to use a certain frequency in a given area, it is entirely plausible
that the supply of, say, uniforms to the Navy, be split between two or
more producers. The United States Department of Defense makes
considerable use of auctions with multiple winners, known as `split
award auctions'. While it does not use the optimal mechanism (which,
even in very simple set ups, is in general ®endishly complex), it does
require the submission of quite elaborate bids, asking each participating
contractor to bid a price for the supply of the entire requirement and a
price for the supply of 1/nth of the requirement, where n is the number of
participants and is known in advance to bidders.4 There is still consider-
able controversy in practice with regard to the merit of the split award
auction (see Anton and Yao, 1992). The forces at work are conceptually
simple. On the one hand, splitting the award reduces the informational
rent of the winners; on the other hand awarding the contract to a single
bidder makes the most of economies of scale in production. Therefore,
not surprisingly, Anton and Yao (1992) show that, with diseconomies of
scale, when the ®rms have similar costs a split award is preferable; only if
one of them has a substantial cost advantage should it be awarded the
whole contract. In a related paper, Anton (1995) studies the case of
economies of scale, and obtains similar results, with the additional
conclusion that the split award auction does not happen as often as it
should from an ef®ciency viewpoint. In both these papers, while whether
the award is split or whole is determined endogenously after the bids are
submitted, the way in which the award is split is exogenously given. This
re¯ects current practice by the United States Department of Defense, but
is in general not optimal.

4 See Simmons (1996) for a comparison between the performance of the various
mechanisms used and the optimal one.
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Regulation and entry

Within the group of models which consider situations where the ®rms are
treated asymmetrically I concentrate here on those where competition is
potential, rather than actual (as, for example, in Laffont and Tirole, 1993,
chapter 5.2; Biglaiser and Ma, 1995): the issue here is that regulation and
entry deterrence interact, in the sense that the policies designed by the
regulator for the regulated ®rm inevitably affect the pro®tability of entry.
To understand how this should be the case, it is suf®cient to consider the
standard limit-pricing model: this model is normally described as
theoretically unsound because it displays `time-inconsistency': if the
incumbent ®rm could commit not to change its price after entry, then
it would indeed be pro®table for it to lower its price so as to make entry
unpro®table. But entry-deterrence via limit pricing does not work
precisely because the potential entrant knows that the pre-entry price
can be easily changed in the event of entry. The incumbent would like to
commit to maintain its price in the event of entry, but it has no way of
doing so. However, if this price is set once for all by the regulator, then
the entrant knows that it will in fact remain at that level, and this may
provide the incumbent with the degree of commitment which is necessary
to deter entry. This sketchy example is unrealistic: it implicitly assumes no
ability to commit for an incumbent monopolist in an unregulated ®rm,
and unlimited commitment ability to commit on the regulator's part. In
reality, it is likely that the regulator's ability to commit is determined by
the design of the institutional mechanism for regulation: a typical example
is the length of the interval between regulatory reviews: this is typically ®xed
by the government, and cannot normally be modi®ed by the regulator.

De Fraja (1997) investigates the role of the regulator's commitment on
prices and on the incentives for cost reduction and obtains some surprising
results. For example, he shows that price cuts andmarginal cost reductions,
which are unambiguously welcome in the standard monopoly regulation
can, in the presence of potential competitors in the industry, clash with the
regulator's objective function, and consequently prove undesirable. This
occurs because of the adverse effect of the regulated ®rm's price and cost
reduction on any potential competitors and the likelihood of their entry
into the industry. The way in which the regulator's con¯icting goals of
fostering competition and inducing price decreases and technology
improvements interact with each other is determined by the design of
the institutional framework for regulation. For example, with regard to the
interval between regulatory reviews, if this gap is short, then prices are
lower and the cost-reducing effort higher than they would be with a longer
interval. Again, this is exactly the opposite of what happens when there is
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only one ®rm in the industry, where a longer gap gives a monopoly more
time to reap pro®ts from a cost-reducing investment.

Monopoly ownership of inputs: the access problem

The problem of access pricing can be described in the following simpli®ed
terms: a utility supplies a necessary input under conditions of national
monopoly: the standard example is the network of pipes or cables con-
necting each individual consumer to the national grid. This network is
owned and maintained by a water or gas (in the case of pipes) or electricity
or telephone (in the case of cables) company, who also supplies the ®nal
product. In order to supply the ®nal customers, any alternative supplier
would have to use the network owned by their competitor. In some cases it
is possible to split the ®rm up so that the owner of this input is not a
competitor in the ®nal market (this was the case with the divestiture of
AT&T in theUnited States, and in the British power and rail industries). In
other cases, for technological reasons (or political choices) this cannot be
done. The question arises in this case: how should the price to be paid for
access to the network be set? Is there a risk that the monopolistic owner of
the network might set so high a price for access that competition is barred?
Can this lead to inef®cient allocation of production, in the sense that the
®rmwho can supply the service at the least cost is prevented from supplying
it by the excessively high price set for access? Conversely, wouldn't the
possibility of not being able to supply the ®nal customers and extract pro®t
from them weaken the network's owner from ef®ciently maintaining the
network ± e.g. by investing in state-of-the-art technology? The crux of the
economic problem that arises in the situation described is that, since the
intermediate output is produced in a condition of naturalmonopoly,marginal
cost is above average cost, and the standard marginal cost pricing rule would
leave thenetworkownerunable to cover the®xedcostsof running thenetwork.

This situation has recently received considerable attention in the
telephony industry, where extremely fast technological developments
have put scores of suppliers in the position of requiring access to the
monopoly-owned network. It is indeed this industry that has recently
brought the access problem to the attention of the courts, when anti-trust
litigation between Clear Communications and the privatised New Zealand
Telecom companywas decided by the (British)Queen's Privy Council, who
approved the use of the so-called Ef®cient Component Pricing Principle, or
Baumol±Willig Rule (Baumol and Sidak, 1994).5 According to this rule,

5 This rule was first conceived in the context of rail services, by which a train operator
would have to lease the track it owns to a competitor (Baumol, 1983).
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the price paid by the competitor to use the monopoly-owned input should
be set at a level that repays the latter for all the costs incurred inmaking the
network available to the former, including the lost pro®t caused by the
inability to sell itself the units of the output sold by the competitors. In
economic terms, this is simply the opportunity cost of allowing the
competitor to use the network. The importance of this rule is that, if
the price for the ®nal output of the owner of the network is set ef®ciently by
the regulator (i.e. if it equals the latter's marginal cost) then:

(i) the rule gives the socially correct incentives for adequate invest-
ment in the network

(ii) the rule selects, as the ®nal suppliers, the ®rm whose cost of runn-
ing the long-distance line is lower and

(iii) the rule does not require the regulator to set the terms at which the
network owner charges the ®rms requiring access to the network.

Subsequent research has extended the original work by de®ning the rule for
more complex technological situations (Armstrong, Doyle and Vickers,
1996;Armstrong,1998)andbystudyingthecasewheretheconditionthatthe
®naloutputprice is setef®cientlycannothold±forexample,becauseof some
informational advantage of the ®rst contractor. An important source of
informational rent is theability toshift (accounting)costs fromonesourceof
(economic)coststoanother.DeFraja(1999a)showsthat,whentheregulator
observes only the network owner's total cost and is unable to determine
whether it derives from the running of the network or the long-distance line,
then the Baumol±Willig rule is not (constrained) optimal. In this case, the
competitor should be favoured: the access price should be set below the
marginal costofprovidingaccess, so that thecompetitor supplies themarket
evenif ithashigherproductioncostsinthelongdistancethantheownerofthe
network.Moreover(seealsoAntonandYao,1987)theregulatorcannotleave
thedeterminationoftheaccesspricetonegotiation.LaffontandTirole(1993,
chapter 5) consider the case inwhich the regulator can separate the source of
thenetworkowner'scosts(namelywhethertheygeneratefromthenetworkor
thelong-distancetransfer),andshowthat,inasetupsimilartothatconsidered
on pp. 193±5, asymmetry of information increases the cost of running the
network,andhencewill require lesssupplybythecompetitor.Inpractice, the
optimalpolicytowards®rmsrequiringaccesstoamonopolynetworkisgiven
by the relative strength of these two forces pulling in opposite direction.

Incentive issues within the ®rm

The introduction of competition in regulated markets may interact
in unexpected ways with the internal organisation of regulated ®rms.
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Surprisingly, given its importance, this is a relatively unexplored area. The
reason is probably owing to the dif®culty of constructing manageable
models. We sketch brie¯y two such models here. Their common aim is the
comparison between two stylised institutional designs. Laffont and Tirole
(1991) compare the optimal mechanism in publicly owned ®rms and in
privately owned regulated ®rms; De Fraja and Iossa (1998) compare two
simple regulatory schemes. These two papers also have in common the
interaction of three parties with contrasting objectives, a utilitymaximising
manager (whose utility depends on monetary reward and on leisure),
a pro®t maximising shareholder and a welfare maximising regulator. The
difference between the models is in the structure of the ®rms: this could
be de®ned `in parallel' in Laffont and Tirole (1991), and `in sequence' in
De Fraja and Iossa (1998) (see ®gure 9.1).

In their model, Laffont andTirole assume that both the shareholder and
the regulator offer the manager a contract, according to which she is
rewarded in a fashion similar to that considered on p. 194 ± namely, with a
cash payment dependent on the realised value of cost. It is therefore a case
of common agency (Bernheim and Whinston, 1986; Stole 1990), with the
added feature that the manager can also undertake an additional invest-
ment, which is non-contractible and which would yield a greater bene®t if
used by outsiders (expropriated). The main result of the Bernheim and
Whinston paper is that effort is lower in the regulated private ®rm than in a
publicly owned ®rm: this creates a con¯ict between incentive schemes, and
is conceptually analogous and technically quite `similar to the classic
double marginalisation on two complementary goods sold by non-coop-
erative monopolists' (Laffont and Tirole, 1993, p. 637). This is the cost of
private ownership. On the other hand, the cost of public ownership is that
the manager will not undertake the investment, because she knows that it
will be redeployed better to serve the owner's social goals: a private owner is
not interested in social goals, so themanager of a private ®rmwill notworry
about this possibility.

regulator shareholder

manager

regulator

shareholder

manager

Laffont and Tirole (1991) De Fraja and Iossa (1998)

Figure 9.1 The structure of the industry in two- and three-agent models

204 Gianni De Fraja



This `in parallel' structure of themodelmaybe not fully convincing, even
when reinterpreted as the regulator offering a payment to the shareholders
and the shareholder simultaneously offering a payment to the manager.
The reason is that it seems plausible to assume that internal mechanisms
can be changed more quickly than external ones. This is re¯ected in a
hierarchical structure, where the shareholders take the constraints imposed
by the regulator as given when choosing the incentive contract offered to
their managers. De Fraja and Iossa (1998) show that, in the presence of
competition from a group of entrepreneurial ®rms, the regulatory mechan-
ism affects the incentive structure of the ®rm. In particular they assume that
the regulator imposes a rule on the ®rm, and that the shareholders, taking
this rule as given, impose a mechanism scheme on their managers.
Analogously to p. 000, this mechanism maximises the shareholders' pro®t,
given the information constraints (the managers know the cost function,
the shareholders do not). De Fraja and Iossa (1998) compare two simple
regulatory mechanisms: the price cap, used in the regulation of the UK
privatised utilities, by which the regulator chooses the maximum level of
price which can be charged by the regulated ®rm, and the output ¯oor,
where the regulator sets a minimum level of output that the regulated ®rm
must supply. The paper shows that the two mechanisms are equivalent
when the regulated ®rm is a monopoly; however, in the presence of the
competitive fringe, the two rules differ. This is because the demand function
of the regulated ®rm is affected by the fringe. At the optimum, the utility of
a manager whose cost parameter is ÿ, is

u�ÿ� �
��ÿ
ÿ

þ 0 e j ~ÿ
ÿ �ÿ �

1ÿ @Rj j, ~ÿ
ÿ �
@ÿ

þ !
d ~ÿ

where j takes value and p with a price cap and q with an output ¯oor, and
Rj j,ÿ� � is the revenue function of the regulated ®rm. The important point
of this model is that the regulated ®rm's revenue depends on the cost
parameter, ÿ: this is so because in the presence of a competitive fringe, with
the plausible assumption that the cost realisations are correlated between
®rms, a low cost for the regulated ®rm implies a low cost for the ®rms in the
fringe. When there is no competitive fringe, Rj j,ÿ� � does not vary with ÿ,
the second term in the integral is one, and the two regimes are equivalent.
With a competitive fringe, however, Rp p,ÿ� � and Rq q,ÿ� � are different
functions; this implies that the managerial utility, for given ÿ, is different
depending on the regime chosen by the regulator. The paper shows that, for
high values of ÿ, in all conditions, and for all values of ÿ, in plausible
conditions, an output ¯oor has better incentive properties than a price
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cap ± that is, the shareholders can demand a higher level of cost reduction
from their managers for a given reward.6

3 Hold-up, renegotiation and multiple suppliers

A simple model of sequential suppliers

I end the chapter by considering a more speci®c case of the effects of
competition in procurement situations. I consider a stylised relationship
between twoparties engaged in a long-term relationship (such as aMinistry
of Defence and its high-tech suppliers). The model builds on Hart and
Moore's (1988) seminal work which shows the inef®ciency effects of
incomplete contracts. In their model, a buyer and a seller enter a con-
tractual relationship for the exchange of a complex product. Bene®ts to the
buyer depend on his investment; conversely, the cost to the seller depends
on his own investment. Both parties' investment must be undertaken
before a payoff-relevant variable is realised. The parties write a long-
term contract before the realisation of the random variable is known. This
contract is incomplete because, even if it were possible to conceive all
the possible circumstances that might arise, it would be impossible or
immensely costly to write them down in suf®ciently unambiguous manner
so that a court could determine which clause to apply.7 Note that the
parties have symmetric information: they can both observe the realisa-
tion of the state of the world: it is the court who cannot tell which state of
the world has occurred. After the investment has been made, and the
state of the world has become known, the parties can renegotiate the
original contract, specifying a new price and a new quantity. Hart and
Moore showed that even when there are no direct external effects of the
investment (i.e. even when one party's investment affects only his own
bene®t or cost), the possibility of renegotiation creates an indirect
externality, and the level of investment is below the socially optimal
level. Subsequent research (Chung, 1991; Aghion, Dewatripont and Rey,
1994) has shown that, so long as direct externalities are at most one-
sided, the parties can use the original contract to constrain themselves
to follow certain speci®c renegotiation procedures (which amount to

6 As a consequence, since the price is determined by the worst possible conditions, it
follows that price is lower with an output cap; the regulator is able to induce the shareholder
to make the most of the presence of a competitive fringe when she selects an output level
rather than a price cap.

7 This is where the requirement that the product be complex is important: in the example
of the high-tech contractor of the Ministry of Defence, a complete contract would need to
specify, among others things, what to do in each of a very large number of possible
outcomes of the performance of early prototypes.
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attributing all the ex post bargaining power to one of the two parties) which
lead to the choice of the ®rst-best investment level. If, however, the direct
externalities are two-sided, then the attribution of all the bargaining power
to one party is not suf®cient to eliminate inef®ciencies (De Fraja, 1999b,
proposition 1).

I consider below an extension of the Hart and Moore (in Chung's
notation) model where:

. there are two-sided direct externalities

. the ex ante parties can agree to allocate all the ex post bargaining
power to the seller and

. the buyer can ®nd another seller at the renegotiation stage, but not
vice versa.

While generally applicable to several contractual relationships, the three
assumptions above are particularly apt in the presence of government
contracting: direct externalities, while probably pervasive, seem especially
relevant in situations such as those involving government purchases such
as defence or space exploration equipment, regulation in complex envi-
ronments such as telecommunications, or long-term contracts where
quality is important, observable, but hard to describe ex ante, in unam-
biguous terms, such as in health services and education. The ability to
allocate the bargaining power to one party depends on penalties for delays,
and forms typically part of public procurement contracts. The crucial
assumption is the third: it introduces a powerful asymmetry between
the parties ± the procurement agency can ®nd another supplier, the
contractor cannot ®nd another buyer. This re¯ects the situation typical
in defence: contractors are often forbidden from dealing with foreign
governments in certain areas, whereas a government can normally ®nd a
new contractor if the terms offered by the original contractor are no longer
acceptable.

The result: the presence of multiple suppliers reduces inef®ciency

I now proceed to establish the main result of this section. It shows that
the presence of potential competition reduces the inef®ciency in invest-
ment determined by the incompleteness of contracts. However, in view
of the presence of relation-speci®c investment, it cannot eliminate it
completely, even when the imperfection of competition, proxied by the
time delay necessary to ®nd a new partner, tends to zero. The situation
described informally on p. 206 can be formally seen as an in®nite
sequence of identical ®ve-stage games, separated by a time interval of
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� > 0 from one another. The typical ith subgame can be described as
follows:

Stage 1: the buyer and the seller write a contract specifying qi, ti, a
quantity to be traded and a payment in exchange, and attribut-
ing the ex post bargaining power to the seller.

Stage 2: simultaneously and independently, the buyer chooses ÿi and
the seller chooses �i, their investment levels; these invest-
ments have a cost of hb ÿ� � and hs �� �, respectively, they are
observed by the parties, but not by the courts in the event of a
dispute.

Stage 3: nature chooses !i 2 ÿ; this is also observed by the parties but
not by the court.

Stage 4: the seller proposes qri and tri , the new values of the quantity and
payment.

Stage 5: the buyer chooses among the following:
(a) accept the seller's proposal qri and tri
(b) go to court and enforce the original contract (qi, ti,

stipulated in stage 1); or
(c) abandon the relationship with buyer i.

If the buyer chooses, (a) or (b) in stage 5, the game ends; if the buyer chooses
(c), the game proceeds to subgame i � 1; and so on. The payoffs to the
parties are v q,!,ÿ,�� � ÿ tÿ hb ÿ� � to the buyer and tÿ c q,!,ÿ,�� � ÿ hs �� �
to the seller. The buyer's payoff is discounted by a factor �.

Consider stage 4. Assume that, for every !,ÿ,� there exists q such that
v q,!,ÿ,�� � ÿ c q,!,ÿ,�� � > 0, then the total surplus is positive, and the
seller will clearly prefer to continue the relationshipwith the buyer, andwill
therefore offer a contract qri , t

r
i , which he knows the buyer will accept. This

is the case if:

v qr, :� � ÿ tr � � q, :� � ÿ t �A�

v qr, :� � ÿ tr � ��b qi�1, ti�1� � �B�
where `�' stands for `!,ÿ,�', the subscript i is omitted to lighten the notation
and b qi�1, ti�1� � is the value, to the buyer, of the subgame starting with
subgame i � 1, given that the players are expected to choose qi�1, ti�1

optimally for the stage 1 contract of the �i � 1�th subgame. Constraint (A)
(resp. (B)) says that the buyer is better off accepting the new offer than
going to court to enforce the original contract (resp., than switching to a
new partner).
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The seller will therefore choose qri , t
r
i , as follows:

qr, tr � argmax
q, t

tÿ c q, :� � ÿ hs �� �f g �s:t: : �A� and �B��

It is straightforward to check that the solution satis®es qr � q� !,ÿ,�� �,
where q� !,ÿ,�� � is the socially optimal choice of quantity, which
satis®es

q� !,ÿ,�� � � argmax
q

v q; !,ÿ,�� � ÿ c q,!,ÿ,�� �f g

and

tr � v q� �� �, �� � ÿmax v q, :� � ÿ t, ��b qi�1, ti�1� �f g
Next, let ÿH � ! 2 ÿ ��b qi�1, ti�1� � > v q, �� � ÿ tjf g, and ÿL � ÿnÿH .
That is, ÿH (resp. ÿL) is the set of states of the world where constraint
(B) (resp (A)) binds and, thus, t r � v q� �� �, �� � ÿ ��b qi�1, ti�1� � if ! 2 ÿH ,
tr � v q� �� �, �� � ÿ v q, �� � � t if ! 2 ÿL (see ®gure 9.2).

At stage 2, ÿ and � are chosen simultaneously by the parties; let ~ÿ and ~�
be the equilibrium choices; they satisfy:

~ÿ � argmax
ÿ

�
!2ÿ

v q� !,ÿ, ~�� �� �ÿtr q, t,!,ÿ, ~�� �� � dF�!�ÿhb�ÿ�
8<
:

9=
;

~� � argmax
�

�
!2ÿ

tr q, t,!, ~ÿ,�
ÿ �ÿc q� !, ~ÿ,�

ÿ �ÿ �� �
dF�!�ÿhs���

8<
:

9=
;

11, ++
τ

d ii tq

( ) tq –,.

HΩ LΩ

_ _

Figure 9.2 The functions v�q, �� ÿ t and ��b qi�1, ti�1� �
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substituting gives:

~ÿ � argmax
ÿ

�
!2ÿL

v q� !,ÿ, ~�� �� � ÿ tr q, t,!,ÿ, ~�� �� � dF�!�

8><
>:

���b� ÿH� � ÿ hb�ÿ�

9>=
>;

~� � argmax
�

�
!2ÿ

v q��!, ~ÿ,�ÿ �
,!, ~ÿ,�

� �8<
:

ÿc q� !, ~ÿ,�
ÿ �

,!, ~ÿ,�
ÿ ��

dF�!�ÿ
�

!2ÿL

�v q,!, ~ÿ,�
ÿ �

ÿtr q, t,!, ~ÿ,�
ÿ ��

dF�!� ÿ ��b� ÿH� � ÿ hs���
9=
;

where ���� is a measure in ÿ. The ®rst-order conditions are:�
!2ÿL

vÿ q� !, ~ÿ, ~�
ÿ �ÿ �� �

dF�!� ÿ h0b ~ÿ
ÿ � � 0

�
!2ÿ

v� q� !, ~ÿ, ~�
ÿ �

,!, ~ÿ, ~�
ÿ �ÿc� q� !, ~ÿ, ~�

ÿ �
,!, ~ÿ, ~�

ÿ �� �
dF�!�

ÿ
�

!2ÿL

v� q,!, ~ÿ, ~�
ÿ �

dF�!� ÿ h0s�~�� � 0

�C�

Note that changes in the sets ÿH and ÿL cancel each other out, because at
the boundary between the two sets v q, �� � ÿ t � ��b qi�1, ti�1� �. The second
of the two conditions contains the main insight of the section. At the ®rst-
best choice of investment, � satis®es:�

!2ÿ
�v��q��!,ÿ,��,!,ÿ,��

ÿ c��q��!,ÿ,��,!,ÿ,��� dF�!� ÿ h0s��� � 0

Thus if v� is identically zero, and if ÿ is at its ®rst-best level, then the ®rst-
order conditions, (C), determine the same level of the seller's investment as
the ®rst best; moreover, as Chung (1991) shows, it is possible, under mild
conditions, to choose t and q, the initial contractual terms, to ensure any
choice of buyer's investment that is required. If, however, v� is positive (that
is, if there are direct externalities), then the choice of � will not satisfy the
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conditions for ®rst-best optimality. To see this, rewrite the second line
of (C) as:

�
!2ÿ

v� q� !, ~ÿ, ~�
ÿ �

,!, ~ÿ, ~�
ÿ �ÿ c� q� !, ~ÿ, ~�

ÿ �
, !, ~ÿ, ~�

ÿ �� �
dF�!� ÿ h0s�~��

�
�

!2ÿL

v� q,!, ~ÿ, ~�
ÿ �

dF�!� > 0

Figure 9.3 illustrates the situation; the standard assumptions of the model
(Chung, 1991, assumption p. 1035; De Fraja 1999b, assumption 2) ensure
that the left-hand side of the expression above is a decreasing function of �.
When � � �1, then ��b qi�1, ti�1� � � 0 and ÿL � ÿ; thus we are in the
one-seller situation (De Fraja 1999b, (A1)). However, as � decreases, the
line ��b qi�1, ti�1� � in ®gure 9.2 moves up, constraint (B) becomes binding
for suf®ciently unlucky realisations of ! and the set ÿL shrinks. This
reduces the height of the function at ~�, and therefore the distance between ~�
and the ®rst-best choice of �, �� in ®gure 9.3.

Note, however, that evenwhen � � 0, themeasure ofÿL remains strictly
positive; therefore, even if there is no time interval between offers, the
inef®cient choice of investment remains a feature of the model. The reason
is simply the fact that investment has to be sunk, and therefore there is a
very real cost in leaving the ®rst partner, in addition to the delay in
obtaining the product.

( ) ( )⌡
⌠

Ω∈ L

dF.

∗

LHS

~

Figure 9.3 The function
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ÿ �
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ÿ �� �
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4 Discussion and concluding remarks

Themodel sketched above contains some lessons on the role of competition
in regulated and procurement markets: potential competition ± that is,
the threat made by the procurement agency or the regulator to cease the
relationship started with the existing supplier ± has the effect of binding the
future behaviour of the parties, and improves the payoff of the party who
has the ability to call on a new partner. This is well known; however what
results from the above analysis, and is probably surprising, is that the
presence of competing suppliers enhances the ex ante payoff of both
parties, the seller as well as the buyer. To see this, suppose that, at stage 1,
the buyer and the seller split 50/50 any expected surplus from their
relationship (this can be achieved by varying the choice of t, with no
effect on any of the other variables). In this case, the increase in ef®ciency
brought about by the presence of competition increases the total surplus,
and hence the bene®t of both parties.

The contract is always completed with the ®rst seller; thus competition
remains potential, the threat of the regulator destroying her own invest-
ment in order to improve the contractual terms is never carried out. The
mechanism by which the threat operates is such that it simply increases the
participation constraint: in the event of a bad realisation of the state of
the world, the regulator could, as it were, have another go with a different
partner; this suggests that it is quite straightforward to expand themodel in
order to allow for the possibility of `divorce': some realisations of ! could
be so bad that the expected gain from a new draw is high enough to offset
the loss of the investment.
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10 Modelling the entry and exit
process in dynamic competition:
an introduction to repeated-
commitment models

Jean-Pierre Ponssard

1 Introduction

This chapter provides an introduction to game-theoretic models of
dynamic competition based on repeated commitments (Gromb,
Ponssard and Sevy, 1997). The following stylised facts about entry moti-
vate this approach (Geroski, 1995):

(i) entry is mostly associated with innovative processes, higher pro-
ductivity and a context in which the current industry structure
and technology are out of line with exogenous changes

(ii) entrant ®rms suffer a high-rate of failure and an eventual success
can hardly be assessed before a period of 5±10 years

(iii) entry of innovative ®rms, whenever successful, leads to the exit of
inef®cient incumbents.

A number of econometric studies support these facts. Detailed industry
analyses illustrate further how the selective reactions to entry may depend
on the relative position of the competing ®rms (Scherer, 1992). These
industry analyses focus on the entry of foreign rivals into home markets
in a context of increased international competition. More generally,
®rms enjoying natural markets due to transportation or switching costs
may face a similar context when these costs drop due to some external
changes.

Under such circumstances, the reactions of incumbent ®rms appear to
be selective: some ®rms prefer to progressively give up their market share,
milking their current business, while others react aggressively through
large R&D investments so as to catch back their rivals. According to
Scherer, RCA adopted a milking strategy in television sets while Gillette
strongly reacted in wet-shaving apparatus. The cement industry (see
chapter 1 in this volume), an industry traditionally with large transporta-
tion cost and then selectively affected by a massive decrease in the cost of
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sea freight, also provides a good example illustrating both types of
reactions (Dumez and JeunemaõÃ tre, 2000).

The repeated-commitment approach is particularly well suited to for-
malise the stylised facts reported by Geroski and to investigate the ratio-
nale behind the selective reactions detailed by case studies.

The repeated-commitment approach features an incumbent and an
entrant which repeatedly compete for a natural monopoly situation.
The incumbent ®rm has to balance between low short-term pro®t (and
high entry cost) versus high short-term pro®t (and low entry cost). The
relative ef®ciency of competing ®rms determines their respective best
strategy ± that is, the one which maximises their respective long-term
pro®t. This approach combines some features of previous models of
dynamic competition such as Eaton and Lipsey (1980), Maskin and
Tirole (1988) and Ponssard (1991). It offers the unique advantage of
explicitly considering the case of asymmetric ®rms while these previous
approaches did not.

This approach is also consistent with Phlips' requirement about gen-
uine competitive behaviour in dynamic games (Phlips, 1995, ch. 2).
Ordinarily, dynamic games exhibit many Nash equilibria, some of
which clearly feature tacit cooperation. These equilibria should be
excluded, at least from a reference standpoint. Phlips' requirement con-
sists in selecting only equilibria which cannot be sustained through
threats, thus excluding tit-for-tat behaviour. The approach adopted in
Gromb, Ponssard and Sevy (1997) allows only for short-term commit-
ments. Under a ®nite horizon, there is a unique perfect equilibrium.

Altogether this approach appears as a nice and simple framework to
address the economic issues pointed out in the empirical literature. As an
illustration of the relevance of these models, this chapter will also detail a
speci®c application designed to emphasise the speci®c trade-off between
competitive advantage andmobility barriers. The strategic value of incum-
bency, as de®ned in Gilbert (1989), will be derived for various strategic
con®gurations. The speci®c application is constructed along two key
parameters. Competitive advantage is modelled as a lower-cost position
resulting in higher ef®ciency; mobility barriers are introduced through the
duration of the short-term commitment ± i.e. through a discount factor.
Then the impact of these two parameters on the strategic value of incum-
bency and on the entry/exit trajectories is exhaustively analysed.

It turns out that the higher the mobility barrier the longer the exit time
in the model. This presumably can leave room for an inef®cient incum-
bent to catch back on competitiveness. For very high mobility barriers the
exit time may even be in®nite, in which case entry of an ef®cient ®rm
would be blockaded.
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A more subtle outcome of the model refers to the impact of a decrease
of mobility barriers on the strategic value of incumbency for an ef®cient
®rm: thisvaluemay increase.This isowingto the fact that this ef®cient®rmis
protecting itself against an inef®cient one which would be themost affected
by this decrease in mobility barriers, were it be the incumbent. To put it
differently, the increase in competition does not lead to a lower short-term
pro®t for the ef®cient incumbent because the more competitive market
would be worth less for its less ef®cient rival. Depending on their relative
ef®ciency, ®rms dohave different expectationswith respect to an increase in
competition, even with a 100 per cent market share.

These theoretical results are well in line with the empirical literature
mentioned earlier. They could be applied to assess the value of protection
in international trade, a subject extensively discussed in Scherer (1992).
Indeed, this is a context in which inef®ciency of the home industry is often
assumed to be temporary; a protection is then limited to the transitory
period needed for the home industry to catch back in competitiveness.
Our dynamic model could be used to explicitly investigate the social
welfare of the various trade policies.

This chapter is organised as follows. Section 2 brie¯y recalls previous
results on dynamic competition in the case of symmetric ®rms. These
results can be used as a benchmark when asymmetry is considered and
highlights the novelty of the repeated-commitment approach. This
approach and the associated new results are summarised in section 3.
Section 4 contains the detailed discussion of the application under study.
The ®nal sections discusses other economic applications and related
results.

2 Previous results

In order to ®x ideas, the economic situation is supposed to correspond to
the following stylised representation. It is assumed that the market can
support only one ®rm with durable positive pro®t (natural monopoly).
Then the incumbent policy, denoted x, simultaneously determines both
the incumbent ongoing streams of pro®t ± say, v�x� per unit of time ± and
the entry barrier ± i.e. the cost the entrant would have to pay to displace
the incumbent, given its policy x. Denote by C�x� this entry cost. For
notational convenience take the precise duration which would be required
to displace the incumbent as the unit of (discrete) time. This is called the
commitment period, the incumbent advantage due to its mobility barrier is
assumed to be totally exhausted after that period.

With symmetric ®rms, the functions C and v are independent
across the industry. Then one gets the key recursive equation of dynamic
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competition (Wilson, 1992):

C�x� � �v�x�=�1ÿ �� �10:1�
Equation (10.1) states that, at equilibrium, the entry cost generated by

the incumbent policy is exactly the total rent of the incumbent, discounted
back from the time the displacement would occur (the discount factor � is
such that 0 � � � 1). This equation was ®rst derived through a focal-
point argument: suppose both the entrant and the incumbent analyse the
situation through the same angle, a successful entrant will be an incum-
bent in the future and so will reason at that stage exactly as the current
incumbent perceives its position now. The equation directly results from
this argument. However, it is because ®rms are symmetric in their char-
acteristics that this argument can work.

Observe that this solution is striking in two respects. First, in dynamic
games one would ordinarily expect to obtain many solutions. Here the
proposed solution is unique. Second, one may also expect that collusion
could easily be obtained through some form of non-cooperative behav-
iour. No collusion is apparent here. Consequently the proposed solution
is a good normative model of dynamic competition.

This economic relevance is indeed even more apparent when one con-
siders the limiting case of shorter and shorter commitment periods (i.e. �
converging to 1). From (10.1) one gets that, as long as the entry cost is
bounded (which is a natural assumption) the ongoing pro®t stream must
converge to zero. This is known as the rent dissipation property: whenever
the duration of commitments is small so that successful entry can occur
extremely fast, the incumbent instantaneous rent is forced to zero. This
form of competition corresponds to what should be expected in that
limiting case.

All these well behaved properties make it worthwhile to formalise the
focal-point argument. Two directions have been proposed in relationship
with this question: Markov equilibria (Maskin and Tirole, 1988) and for-
ward induction (Ponssard, 1991). Broadly speaking,Markov equilibria are
such that `bygones are bygones', and only the future matters. In a way, this
approach restricts the possibility of collusion through retaliation strategies.

In a quite different fashion forward induction also is a way to limit
retaliation: it allows a player to signal some unambiguous continuation
equilibrium path, favourable to him, independently of the fact that there
may exist other paths which could be used as credible threats by the other
player. Thus in forward induction equilibria, as opposed to Markov
equilibria, both the past and the future are important.

In spite of their conceptual differences, these two approaches lead to
(10.1). However direct generalisations to asymmetric situations appear
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problematic both ways. In these extensions the least ef®cient ®rm may
inde®nitely remain the incumbent and may even enjoy a higher rent than
the one the most ef®cient ®rm would get if it were the incumbent (Ponssard,
1990; Lahmandi-Ayed, Ponssard and Sevy, 1995). This is clearly not satis-
factory from an economic perspective since one would expect that dynamic
competition would eventually lead to the selection of the most ef®cient ®rm.

At this point, the repeated-commitment approach is the only one that
provides a more satisfactory framework to discuss dynamic competition
with symmetric and asymmetric ®rms.

3 The repeated-commitment approach: the main result

The precise way competition is modelled in this approach is now intro-
duced. The economic situation features two ®rms competing for a natural
monopoly. One ®rm is strong �S� and the other one is weak �W�.

The game consists in the repetition of a stage game. At the beginning of
each stage, one ®rm is the incumbent �I� and the other one is the potential
entrant �E�.

Each stage is played as follows.

Step 1: Firm I decides to compete at that stage or not. If not, positions I
and E are immediately reversed, and two reversals of positions end the
current stage and the overall game with zero payoffs. If ®rm I decides to
compete, it selects some x, a real number, and the game goes to step 2.

Step 2: Firm E decides to enter or not at that stage. If it does not enter,
then ®rm I gets vI �x�, with vI�x� increasing in x, ®rm E gets zero and the
game proceeds to the next stage with unchanged positions. If ®rm E
decides to enter, it incurs a cost CE�x�, with CE�x� decreasing in x, ®rm
I gets ÿd (with d > 0) and the positions are reversed for the next stage.

This stage game is repeated n times, given that one has in mind a very
large n, possibly going to in®nity. The initial incumbent may be either S or
W . The two corresponding games will be denoted Gn�S� and Gn�W�,
respectively. It is further assumed that the two ®rms maximise their total
discounted pro®ts using the same discount factor �.

The asymmetry between ®rms is introduced as follows.

Assumption 1 (asymmetry): Let � be a positive real number, the payoff
functions of the two ®rms are such that:

vW � vS ÿ�

CW � CS ��

Incumbency is worth less and entry is more costly for the weak ®rm.
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Assumption 2 states that deterring entry costs less in pro®t reduction
than the increase in entry cost in¯icted to the competitor. It plays a key
role in the selection property.

Assumption 2 (increasing returns in the entry barrier): For S and W , v
�C is a decreasing function.

This completely speci®es the model. Any such game, Gn�S� or Gn�W�,
because of its perfect information structure, can be solved using backward
induction.

An economic context which ®ts almost perfectly this formulation is
one in which x is the age of an equipment, the duration of which is H.
To remain on the market, this equipment has to be renewed repeatedly.
Through selecting x < H the incumbent reduces its pro®t but it
generates an entry barrier. Indeed an entrant would be in a duopolistic
situation for at least the residual life-time of the equipment of the incum-
bent (it is assumed that an equipment, once in place, can be operated at
no cost). During that time, duopolistic pro®ts will be lower in comparison
with the monopolistic pro®t expected when a ®rm is alone. The entry
cost C�x� is precisely the difference between this monopolistic pro®t
and the duopolistic one over that period. The smaller x, the higher
the entry cost C�x� but the smaller the pro®t per equipment v�x�. This
model, when ®rms are symmetric, is due to Eaton and Lipsey (1980).
The precise solution of this game with asymmetric ®rms can be found
in Louvert and Steinmetz (1997). There the asymmetry refers to ®rms
with different ®xed costs for renewing the capital investment.

We can now state the main result of the repeated commitment
approach.

Proposition 1 (selection property): For all � > 0 there exists a � close
enough to 1 and an integer n� such that at the unique perfect equilibrium
of any Gn�W�, n > n�, ®rm W is never an incumbent after n� stages.

4 An economic application

This approach is now applied to a speci®c situation in which the two
parameters � and � have the following interpretation. � can be seen
as the competitive advantage of ®rm S over ®rm W . � can be related to
the mobility barriers: the less discounting the shorter the commitment
period and thus the closer the situation to one of perfect contestability
(Baumol, Panzar and Willig, 1992). In order to obtain an analytical
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solution a simplifying assumption will be made relative to the payoff
functions.

Assumption 3: vS�x� � x; CS�x� � 1ÿ x.

A complete derivation of the model can be made for all values of the
two parameters � and �. Observe that we have C � v � cst so that
proposition 1 does apply for � close to 1, but nothing can be said for
other values of �.

In this simpli®ed framework, the analysis will be carried out with the
following questions in mind:

. Is it necessary for the commitment period to be short (� close to 1) to
obtain selection?

. When selection occurs, what process does it take?

. Do more ef®cient ®rms enter earlier with higher expected rents?

. When selection does not occur, does higher ef®ciency lead to higher
rent?

. More generally, what underlying theory results from this approach in
terms of strategic incumbency value?

Further notation

In this example it is convenient to think of x as a price commitment. The
following additional notation is introduced.

. Denote by xLS the value of x such that vS�x� � 0, xLS can be seen as
average cost pricing, in our example xLS � 0

. For the weak ®rm xLW � � since � > 0 the average cost of the weak
®rm is higher than the one of the strong ®rm

. Denote by xLS the value of x such that CW �x� � 0; in order to make
entry costly for its rival, the strong ®rm should commit to a price
smaller than xLS , with xLS � 1��

. The similar threshold for the weak ®rm to prevent an immediately
pro®table entry is xLW � 1, thus it is more constrained than the
strong ®rm.

We now detail how the games Gn�S� and Gn�W� can be solved through
backward induction. It will be convenient to use the index N for the total
number of stages and n for intermediate games such that 1 � n � N;
furthermore, stages will be labelled, backwards.
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Solving G1

Consider ®rst G1�S� and G1�W�. Two cases appear:

. For 0 � � � 1 any of the two ®rms can remain in place through an
optimal commitment that prevents entry. Denote by �x1S and �x1W ,
respectively, these two commitments. Clearly:

�x1S � xLS � 1��

�x1W � xLW � 1 � �x1S

Denote by V1
S and V1

W , in G1
S and G1

W , respectively, the associated
payoff for the leader :

V1
S � vS��x1S� � �x1S � 1��

V1
W � vW ��x1W � � �x1W ÿ� � 1ÿ� � V1

S

. For � > 1 the leadership advantage of ®rm W in G1�W� disappears.
Its equilibrium strategy is not to compete in step 1, then ®rm S
commits to �x1S � xLS � 1��.

This preliminary discussion helps to understand the solution of longer
games. Focus on the case � < 1 and increase the number of stages n. The
following recursive argument applies: if the strong ®rm would get a higher
payoff in being a leader in a game of nÿ 1 stages than the weak ®rm
would ± that is, Vnÿ1

S > Vnÿ1
W ± the entry-deterring commitment of the

weak ®rm to secure its future rent is more constrained than that of the
strong ®rm ± that is, �xnS > �xnW . Consequently the stage payoffs associated
with the initial entry-deterring commitments would be higher for the
strong ®rm than for the weak ®rm ± that is, vS��xnS� > vW ��xnW � ± which
makes the argument apply in a game of n stages, and thus recursively.

Thus, for long enough games it may certainly happen that deterring
entry becomes costly for the weak ®rm ± i.e. its associated stage payoff
would be negative �vW �xnW � < 0�. Eventually it may have to give up its
initial leading advantage (Vn

W would be negative). When this is true, there
is a clear similarity between a large cost advantage in a short game (such
as in the case� > 1 and n � 1) and a small cost advantage in a long game:
in both cases, selection would occur. This whole argument is now detailed
with due attention to the role of the discount factor.
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Solving GN

Assume 0 � � � 1. For short enough games the sequence of optimal
commitments in Gn�S� and Gn�W�, �xnS and �xnW , respectively, are obtained
through the following dynamic program:

CW ��xnS� � �vW ��xnÿ1
W � � �2vW ��xnÿ2

W � � � � � �nÿ1vW ��x1W �

CS��xnW � � �vS��xnÿ1
S � � �2vS��xnÿ2

S � � � � � �nÿ1vS��x1S�
or equivalently

CW ��xnS� � ��CW ��xnÿ1
S � � vW ��xnÿ1

W ��

CS��xnW � � ��CS��xnÿ1
W � � vS��xnÿ1

S ��
In the case of our example, one gets:

1��ÿ �xnS � ��1ÿ �xnÿ1
S � �xnÿ1

W �

1ÿ �xnW � ��1ÿ �xnÿ1
W � �xnÿ1

S �
so that, through adding and subtracting both equations, one respectively
obtains:

�xnS � �xnW � 2�1ÿ �� ��

��xnS ÿ �xnW � ÿ 2���xnÿ1
S ÿ �xnÿ1

W � � �

This last equation gives, plugging in initial values for the two
sequences:

��xnS ÿ �xnW � � ��1ÿ �2��n�=�1ÿ 2��
So that ®nally, we obtain the two sequences for n � 2:

�xnS � 1ÿ � � ��=2��1� �1ÿ �2��n�=�1ÿ 2���

�xnW � 1ÿ � � ��=2��1ÿ �1ÿ �2��n�=�1ÿ 2���
Assume for the time being that� is strictly positive. For n � 2, the ®rst

sequence is increasing in n while the second one is decreasing. This means
that the optimal entry-preventing policy of ®rm S becomes less and less
tight as the game becomes longer while the one of ®rmW becomes tighter
and tighter. The discussion can now proceed in two steps.

Consider ®rst the case in which the sequences do not converge, i.e.
� � 1=2. It is clear that ®rmW will be better off for a long enough game to
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decide not to compete rather than preventing entry. Consider now the
case in which the sequences do converge. This can make sense for ®rm W
only if it converges to a policy which leaves it some ongoing pro®t ± i.e.
which is higher than its average cost. This will be so if:

1ÿ � � ��=2��1ÿ 1=�1ÿ 2��� � �

that is

1ÿ 2� � �

If this inequality is not satis®ed, ®rm W is better off deciding not to
compete.

One can use the expression that gives ��xnS ÿ �xnW � to compute the mini-
mal number of stages n� it would take to make it unpro®table to the weak
®rm for deterring entry in a long game (when it exists). This n� is the
smallest integer, if any, such that Vn�

W � �CW ��xn��1
S ��=� < 0. That is:

CW ��xn��1
S � � ��1ÿ ��xn�S ÿ �xn

�
W �� < 0

or

� > �1ÿ 2��=�1ÿ �2��n� �
This discussion leads to the following result.

Proposition 2: The selection property depends both on the relative cost
advantage � and on the mobility barrier �. More precisely:

. for 1=2 � � � 1, n� exists independently of �, as long as � > 0

. for � < 1=2, n� exists as long as � > 1ÿ 2�

. for � < 1=2, and � < 1ÿ 2�, there is no selection.

Figure 10.1 summarises proposition 2.
Consider now the case � � 0, then selection is not at stake. The two

sequences are identical and stationary from rank 2 (this stationarity
comes from assumption 3 and is not a general property).

We now turn to a discussion of the equilibrium strategies when � > 0.
When n� exists, a game consisting of precisely n� stages is similar to a one-
stage game in which � > 1. The weak ®rm cannot exploit its leading
advantage and its equilibrium strategy is not to compete at the initial
stage. This makes the two games Gn� �W� and Gn� �S� payoff-equivalent.
Consequently, a game consisting of n� � k stages, with 0 < k < n�, is now
strategically equivalent to a game consisting of precisely k stages, since it
differs only in a translation of payoffs. This construction can be repeated
again and again for solving a game of any duration N � qn� � k as an
initial k-stage game followed by q games of exactly n� stages.
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The reader will observe that backward induction is used at two levels.
First to obtain the solution in short games and second to obtain the
solution in long games, given that a discontinuity appears for a duration
of n� (the weak ®rm has to quit immediately). This makes the overall
solution counterintuitive, at least at ®rst sight.

This construction gives the exit process of the weak ®rm. Its strategy
can be interpreted as a `milking policy' through which it exploits its
incumbent position, making it clear that it will move out within some
given time. This approach does provide a precise calculation for the exit
time but this calculation depends on the exact duration of the game to
obtain the position of the initial stage within a cycle of n�. This is not
completely satisfactory. As for the strategy of the strong ®rm, once it is
the incumbent, it uses a periodic policy which aims at preventing a
temporary return of the weak ®rm. At any time, the position within
the cycle depends on the total length of the game. This time-dependence
of the equilibrium illustrates a surprising feature of competitive behaviour
under a known horizon. The ®rms use their common knowledge of this
horizon to coordinate on the entry date without ever engaging in a price
war. It would be nice to get rid of this coordination so as to approach
what is intuitively meant by `genuine competition' under a long horizon.

We now turn to a discussion of the rent associated with the equilibrium
strategies. We want to characterise the average rent per stage over a game
Gn with n going to in®nity. Two cases should be considered, depending on
whether selection may or may not occur.
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If selection can occur, the weak ®rm will enjoy only a transient rent. As
for the average rent of the strong ®rm it can be approached in the
following way. Its total rent Vn�

S over a cycle is, by construction

Vn�
S � CS��xn

��1
W �=� � 1ÿ �xn

�
W � �xn

�
S

Assuming equality in the expression that gives n� one gets

�xn
�
S ÿ �xn

�
W � 1

so that the total rent is simply 2. Now, in terms of average rent on a cycle
of n� when discounting at �, this amounts to:

2�1ÿ ��=�1ÿ �n
� �

This result can be used to compute ®rm S average rent along the lines
on which the expression that gives n� is an equality; elsewhere one has to
go through more detailed calculations which are not reproduced here.

If selection cannot occur, the corresponding calculations are much
simpler. In that case one can use the limit values of the sequences ��xnS�
and ��xnW �. Denote these limits by x1S and x1W . We have:

x1S � x1W � 2�1ÿ �� ��

x1S ÿ x1W � �=�1ÿ 2��
so that

x1S � �1ÿ ���1��=�1ÿ 2���

x1W � �1ÿ ���1ÿ ��=�1ÿ 2���1ÿ ���
In this case, the average rent for the strong ®rm is simply x1S , while for

the weak ®rm it is x1S ÿ�. Observe that these rents are, respectively,
equal to 1�� and 0 on the selection frontier �� � 1ÿ 2��. Note that the
rent of the strong ®rm is also 1�� at � � 0.

Let us now check that the rent of the strong ®rm also converges to
1�� when the frontier � � 1ÿ 2� is reached from the selection zone.
Then n� goes to in®nity so that 2�1ÿ ��=�1ÿ �n

� � goes to 2�1ÿ �� (recall
that in that case � < 1=2), which is precisely 1��. The continuity of
the rent is, however, lost when one goes from the selection zone n� to the
�nÿ 1�� one.

These calculations are summarised in propositions 3 and 4.

Proposition 3 (strategic value of incumbency and competitive
advantage): When selection occurs, a competitive advantage results in
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a permanent rent which increases with this advantage while a competitive
disadvantage results in a transient rent. When selection does not occur,
the incumbency rent of the strong ®rm is higher than the incumbency rent
of the weak ®rm.

Proposition 4 (strategic value of incumbency and mobility barrier):
When selection occurs, the incumbency rent of the strong ®rm decreases
as the mobility barriers are decreased. When selection does not occur,
incumbency rate of the strong ®rm is U-shaped while the incumbency
rent of the weak ®rm decreases as the mobility barriers are decreased.

To get a complete picture, one should also compare the repeated-
commitment approach with the standard approach in case of symmetric
®rms. When � � 0 the ®rms' optimal strategies are stationary from rank
2 and satisfy the key recursive equation of entry games, that is:

C�x� � �v�x�=�1ÿ ��
Consequently the incumbency rent is now simply 1ÿ �.

Proposition 5 (consistency): When ®rms have no competitive advantages
the repeated-commitment approach gives the same limiting result as the
standard approach of entry games.

In spite of this consistency result, there is an important difference
between the pure symmetric case and a situation in which there is a slight
asymmetry. There is a discontinuity in the incumbency rents which occurs
at � � 1=2. If� � 0 the symmetric rent is precisely 1=2. When� ! 0, the
rent of the strong ®rm goes to 1 while the rent of the weak ®rm goes to
zero. This discontinuity impacts all values of � > 1=2. This is illustrated in
®gure 10.2.

The rent-dissipation result which occurs nicely for � � 0 is of course
no longer valid for � > 0. Furthermore, and this is more interesting,
increasing the discount factor to one no longer results in a clear rent
reduction for ®rm S. The reason is the following. A higher discount rate
facilitates entry, this is good for the entrant and this puts pressure on the
incumbent. But it also puts so much pressure on a weak ®rm that it can
make a strong ®rm better off. To understand this result one has to keep in
mind that the incumbent rent is determined by the height of the compet-
itor's entry barrier. One may interpret this phenomenon by saying that the
reduction of mobility barriers when competitors are uneven may generate
stronger inequalities. This result may have interesting social welfare
implications.
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Altogether, these three propositions provide new and interesting
insights for the strategic value of incumbency.

5 Related results

This section reviews some other applications of the repeated-commitment
approach as well as some more technical issues. This gives some back-
ground materials to highlight the results obtained in the context of our
speci®c example.

Economic applications

The general framework can be applied to other economic situations than
the one considered here. Ponssard and Sevy (1995) develop an extension
with price competition in the presence of switching costs. It is assumed that
theweak ®rm catches back from its inef®ciency after a known delay, typical
of the industry (owing to imitation, technology transfer, loopholes in
patent laws . . . ). Under these assumptions, a weak incumbent either ®ghts
to keep its position until it catches back or decides to `milk its business',
securing high short-run pro®ts through a determined exit strategy. Some of
the industry studies discussed by Scherer (1992) illustrate both situations.
It is shown in that model that with short delays and low switching costs,
potential entrants lack the incentive to invest for innovation and cost-
reducing activities. Consequently, from an anti-trust point of view, switch-
ing costs are a substitute to an inef®cient property right system.
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Consider the Eaton and Lipsey model once again. There the mobility
barrier refers to some sunk cost that has to be renewed from time to time.
This sunk cost could, for instance, be associated with capital equipment
or to advertising. This basic model can be extended to study the case of
differentiated markets. For such markets Norman and Thisse (1996)
consider the case of contestable markets versus non-contestable ones.
In the ®rst case investments can be instantaneously relocated at no
cost, whereas in the second case investments are for ever. The proposed
dynamic approach allows for intermediary situations with respect to these
two extremal ones. In such a context, ®rms have three strategic variables ±
namely price, timing of capital renewal and location. An important
result is that incumbent ®rms are better off through higher prices, earlier
capital renewal and larger market shares (Steinmetz, 1998). Thus, in that
case, potential competition leads to a high-level of capital waste. This
point had already been mentioned, (see Maskin and Tirole, 1988
and Dasgupta and Stiglitz, 1988); however, these authors did not allow
for a strategy which explicitly balances price increases with capital
renewal.

Ponssard (1991) uses this spatial framework to discuss anti-trust poli-
cies in the cement industry. He argues that for such industries asset
competition is more important than price competition, in particular
because of the ef®ciency gains that may be obtained through asset restruc-
turing in mature markets. Accordingly ®rms should be encouraged to
acquire inef®cient plants from competitors and close them rather than
engage into a ruinous price competition. The restructuring process of the
cement industry in Europe illustrates this idea quite well.

Technical issues

To obtain a completely satisfactory approach to dynamic competition,
the current repeated-commitment approach should be extended to cover
the following issues:

(i) The selection property
The selection result depends on two features. First it depends on the
precise game-form which is used: alternate move with endogenous
leadership. The defence for this game-form is that it coincides with
the Eaton and Lipsey original model of dynamic competition for
strategic renewal of assets (Eaton and Lipsey, 1980). This game-
form is also quite simple. More general game-forms such as
repeated simultaneous play (Ponssard, 1991) would require us to
get involved in elaborate Nash re®nements.
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Second, this adopted game-form itself is not enough to obtain
selection. A suf®cient condition refers on the existence of increas-
ing returns in the construction of the entry barriers: (i.e. v� C
decreasing in x). This means that when the incumbent reduces its
instantaneous pro®t by 1, it in¯icts an entry cost to its rival of more
than 1. A counter example, detailed in Louvert and Steinmetz
(1997), proves that this condition is not necessary. It uses the
Eaton and Lipsey model with no discounting and with a positive
duopoly pro®t. Selection is obtained as long as the underlying
situation is indeed a natural monopoly. On the other hand, with
the quantity-competition model, the condition on v� C does not
hold and selection is not obtained (Lahmandi-Ayed, 1995). It
would be interesting to provide a more complete picture of the
forms of competition that favor selection.

(ii) From one incumbent to an endogenous number of incumbents
depending on the technology and on the market size
The idea would be to develop the dynamic counterpart of static
imperfect competition models; Lahmandi-Ayed (1995) provides a
®rst step in that direction using quantity competition with linear
demand and U-shaped cost functions. Under some assumptions
she proves that repeated commitments lead to rent dissipation.

(iii) Incomplete information
A natural extension of the model would be to allow for incomplete
information ± say on the relative cost positions of the competing
®rms.

(iv) From a ®nite to an in®nite horizon
It is not appealing to obtain results in long games which depend on
the precise length of these games. In particular the periodicity of
the optimal strategies introduces a combinatorial feature which is
dif®cult to justify economically. The elimination of these dif®cul-
ties appears quite complicated: simple Markov strategies, as
already mentioned, are inadequate to bypass them. Still it may
be possible to use more sophisticated Markov strategies.

In spite of these limitations, the present formalisation seems to provide
an economically meaningful approach to dynamic competition.
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11 Coordination failures in the
Cournot approach to deregulated
bank competition

AndreÂ de Palma and Robert J. Gary-Bobo

1 Introduction

Many traditional analyses of the banking sector rely on the notion of
perfect competition among banks (with the notable exception of some
classic contributions such as Klein, 1971, and Monti, 1972). But if, for
various reasons, the sector is concentrated, and if the market power of
banks comes into play, the interaction of oligopolistic strategies with the
principles of prudential regulation by the central banker should be
reconsidered, with the help of some well de®ned game-theoretic model.
This, we think, would essentially be the philosophy of Louis Phlips. In his
1995 address at the meeting of the European Economic Association (see
Phlips, 1996), Louis explicitly advocated a more systematic use of game-
theoretic reasoning within the ®eld of competition policy (see also Phlips,
1983). In the banking sector, prudential regulation and competition policy
are in many respects intertwined, and the present chapter can be viewed as
an attempt to integrate contemporary industrial organisation methods
with the theory of ®nancial intermediation.

The way to this approach has been paved by a number of forerunners,
who also based their approach on imperfectly competitive models of bank-
ing. Among other contributions, Yanelle (1988, 1995) studied Bertrand
price competition among intermediaries on the input and output markets
simultaneously; Gehrig (1996) shows how the theory of natural oligopoly
in vertical differentiation models can be applied to ®nancial intermedia-
tion;modelsofhorizontalproductdifferentiationhavebeenusedbyvarious
authors to discuss problems of regulation: see, for instance, Repullo (1990);
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Rochet (1992b); Schmidt-Mohr and Villas-Boas (1993); Matutes and
Padilla (1994); Matutes and Vives (1994); Chiappori, Perez-Castrillo
and Verdier (1995) and Rochet and Tirole (1996) ± and probably some
others that we do not know ± did in some sense anticipate our approach,
introducingbankruptcy costs ina `portfoliomodel',which is, in fact, amodel
of quantity competition, inwhich bankers choose asset portfolios, but he did
not push the analysis of expected bankruptcy costs as far as we do it here.1

To be more precise, the purpose of this chapter is to construct and
analyse a microeconomic model of competition among banks. The focus
of the model is quantity (or Cournot) competition on the loan market. Our
analysis is based on the existence of market imperfections: banks are
endowedwithmarket power on the loanmarket on the one hand, and loans
cannot be costlessly resold on capital markets on the other: there are
liquidation costs. It is shown that these market imperfections, combined
with the agents' probabilistic beliefs on the future state of nature can
generate non-concavities of the banks' objective functions. These non-
concavities in turn lead to the possibility of, (i), multiple equilibria which
can be ranked with respect to their associated level of credit supply and
(ii), discontinuities of the aggregate equilibrium credit supply with respect
to parameters such as banks' equity or the pro®tability of borrowing ®rms'
investment projects.

The proposed model has the following features. There are banks,
depositors and ®rms. Banks use standard demand deposits to ®nance
risky loans demanded by limited liability ®rms. The pro®tability of
borrowing ®rms is subject to some random shock. This shock is `macro-
economic' in nature and cannot be diversi®ed away by banks: it affects all
banks simultaneously. The probability of going bankrupt can vary from
one bank to another, depending on their chosen loans to equity ratio. There
is no deposit insurance and depositors are assumed well informed and
perfectly rational: more precisely, they perceive each bank's riskiness
correctly. It follows that a bank must adjust its deposit interest rate so as
to exactly compensate for the risk borne by depositors. At some point in
time, a signal is sent to all agents and reveals the true state of nature.
Depositors must then decide either to withdraw their deposits, or to wait.
Banks are therefore subject to the possibility of information-based, Nash
equilibrium runs.

The analysis rests upon the existence of market imperfections. The
market for loans is assumed imperfect, giving rise to a Cournot banking

1 Other aspects of imperfect competition among financial intermediaries have been
studied by Dermine, Neven and Thisse (1991); Gehrig and Jackson (1994); Yosha (1994);
Bester (1995).
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oligopoly. Each bank takes the impact of its loan supply on the lending rate
into account. The ®nancial markets on which loans can be resold are also
imperfect: more precisely, early liquidation of bank loans is costly. But
other possible sources of market imperfection (or incompleteness) are
absent: themarket for deposits is competitive, with rational depositors, and
informational asymmetries do not play a role in the model. In particular,
bankers have no privileged information about the quality of their assets.

These assumptions deserve some comments. The presence of market
power on the loanmarket can ®rst be substantiated with the idea that bank
loans constitute a special category of assets. First, there are borrowers for
whom non-bank sources of credit do not represent a perfect substitute for
bank loans.2 On the other hand, the reader can imagine that we consider a
market onwhich a limited number of ®nancial intermediaries, called banks,
are endowed with some special knowledge about a pool of risky projects;
these bankers then act as delegated monitors on behalf of depositors.3

Thus, bankers deal with some moral hazard variable, but this is kept
implicit. There is no explicit, built-in justi®cation for bankers' market
power in this chapter, we simply take it for granted, noticing that the
assumption has some empirical relevance, since banking industries are
highly concentrated in many countries, and particularly in European
countries such as Belgium or France.

The presence of costly asset liquidation, we think, is not controversial.
It captures the dif®culties faced by a bank when it comes close to
insolvency.4 Liquidation costs summarise the impact of various forms
of market incom- pleteness and transaction costs. The assumption of
competitive deposit markets is also natural, since deposits have various
close substitutes, and are supplied by a large number of ®rms and ®nancial
institutions.

The results obtained can be summarised as follows. The rather com-
plicated story told above is shown to have a `reduced form', the structure of
which closely parallels that of a standard Cournot oligopoly. The bank's
best-response function is then studied and it is shown that there exist two
general types ofmarket equilibrium: the safe and the risky equilibria. In safe
equilibrium, banks bear no bankruptcy risk and supply a small amount of
loans at high interest rates. In contrast, in risky equilibrium, banks supply a
large amount of loans but bear a positive bankruptcy risk: bad signals can
trigger a run. We show that a small change in basic model parameters such

2 On this theme, see for instance Bernanke and Blinder (1988); Bernanke and Lown
(1991).

3 See the classic contribution of Diamond (1984).
4 See Lucas and McDonald (1992); Donaldson (1993).
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as bank equity and the average pro®tability of investments can induce a
brisk, discontinuous transition from risky to safe equilibrium. For some
parameter values, a safe and a risky equilibrium simultaneously exist. Any
sunspot or extrinsic shock could then drive the market from risky to safe
equilibrium. A consequence of such a change is a drastic reduction of
aggregate lending. These phenomena happen when bank's pro®t functions
are not single-peaked (not quasi-concave), a property which in turn stems
from the agents' probabilistic beliefs about the uncertain return on
investments. More precisely, pro®t functions typically exhibit two local
maxima when the prior probability distribution of returns is bimodal. A
bimodal probability density can be viewed as a mixture of two single-
peaked densities, re¯ecting the agents' hesitations between two theories
relative to the future course of events. We thus interpret bimodality of
probabilistic beliefs as a description of a state of crisis.

The proposed model can be interpreted as a theory of deregulated (or
free) banking competition. In themodel, deposits are not insured, there are
no capital requirements, and no deposit rate ceilings. An essential element
in the debate on banking deregulation (and on the possibility of free
banking) is the ability of depositors to correctly perceive the risk borne by
banks.5 Our assumptions of symmetrical information, combined with
complete rationality and high information-processing abilities of deposi-
tors are clearly in favour of deregulation.Now, if completemarkets, perfect
competition and zero transactions costs were added to the set up, banks
would be nothing but a `®nancial veil', bank runs would not matter and
therewould be no ground for state intervention. If on the contrary, aswe do
here, there are market imperfections, as described above, then our analysis
leads to the conclusion that a deregulated banking system is potentially
highly unstable.

Finally, if we consider the relationships with the more recent literature,
clearly the goal of our study is not to provide theoretical explanations for
the mere existence and structure of ®nancial intermediation, nor do we try
to derive a theory of demanddeposits as optimal contractual arrangements.
These fundamental questions have been studied in numerous contribu-
tions.6 The existence of institutions such as banks and demand deposits is
taken as given in our analysis. This is also why our analysis is developed in
an entirely risk-neutral economy. Risk-neutrality simpli®es the analysis

5 On the possibility of free competition and the theory of bank regulation, among many
other contributions, see Kareken and Wallace (1978); Fama (1980); Smith (1984); Rochet
(1992a); Dewatripont and Tirole (1993); Goodhart (1993); Hellwig (1994).

6 See, among many other contributions, Diamond and Dybvig (1983); Boyd and Prescott
(1986); Postlewaite and Vives (1987); Jacklin and Bhattacharya (1988); Calomiris and Kahn
(1991); Bolton and Freixas (1994); Repullo and Suarez (1994); von Thadden (1995).
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greatly from the technical point of view, and it is possible to show ±
although it might seem surprising ± that nothing essential in our analysis
depends on the restriction to risk-neutral agents. Our contribution focuses
on the process of bank competition itself, showing how endogenous forces
of competition can explain the behaviour of aggregate lending.

Section 2 describes the model ± and, more precisely, the structure and
timing of the game played by banks and depositors. The loan demand
schedule is derived in section 3. Section 4 is then devoted to depositors'
behaviour, and to the solution of the `withdrawal subgames'. On the basis
of the results obtained, the bank's optimal portfolio and loan supply is
derived. Market equilibrium is then de®ned in section 5. This section also
presents general properties of oligopoly equilibria. A class of examples,
exhibiting non-concave pro®ts, is then studied in section 6, showing how
probabilistic beliefs and liquidation costs interfere to produce discontin-
uous equilibrium supply and multiple equilibria. Finally, section 7 gathers
some concluding remarks.

2 The model

Basic assumptions

We construct a partial equilibrium, game-theoretic model of the bank loan
and bank deposit markets in which three categories of agents explicitly
intervene: banks, depositors and ®rms. All agents are risk-neutral and live
one period. There are n banks, competing both on the credit and deposit
markets, and indexed by k � 1, . . . , n. Bank k's balance sheet is char-
acterised by four variables: the bank's equity ek, the mass of demand
deposits dk, the bank's reserve yk and the amount of loans xk. These
variables are related by the balance sheet constraint

ek � dk � yk � xk

There exists a continuumof depositors. Banks supply deposits of size 1.We
then assume that each depositor, either deposits 1 Franc in a bank, or
purchases a one-period government bond yielding �1� ��, where � denotes
the riskless interest rate. Each bank k chooses the amount dk of deposits it
wishes to collect. The maximal deposit mass is assumed large enough so
that banks can always collect their desired amount of deposits. We assume
that the deposit market is competitive: each depositor is ready to deposit 1
Franc at bank k, provided that bank k's deposit interest rate, denoted ik,
guarantees an expected return at least equal to �1� ��. Deposit interest
rates ik will then be greater than � only insofar as the banks' bankruptcy
probabilities are not zero. The level of equity ek of each bank is exogenously
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given. The bank invests ek � dk in risky loans xk, or reserves yk. Reserves
consist of one-period government bonds yielding �1� ��.

Finally, there is a continuum of ®rms, each willing to invest in a single-
period risky project and needing to borrow 1 Franc from banks. All
®rms are simultaneously subject to the same non-insurable, random
`macroeconomic' shock, which affects their pro®tability. For each value
of the lending rate, denoted r, the ®rms whose expected rate of return on
capital is greater than or equal to �1� �� apply for a loan. We assume here
that each bank's share of the credit market is a perfect sample of the set of
®rms (or projects). Banks do not observe the quality of ®rms' investment
projects and, to keep themodel simple, they do not engage in screening. The
macroeconomic shock affects all ®rms simultaneously and therefore,
cannot be diversi®ed away in bank portfolios.

Let x denote the total sum of loans granted, i.e. x � Pk�n
k�1 xk. The

average rate of return on loans is a random variable denoted s, common to
all banks, since its assumed source of randomness is `macroeconomic'.
Variable s is non-negative and has a probability distribution G�s; x�. It is
crucial to note that G is parameterised by total credit supply x. This is
because the average return on loans s depends on the amount of loans
granted. Intuitively, the average quality of indebted ®rms decreases when
the total amount of loans increases. This property is established in section 3.
The expected value of the average return on loans is de®ned as

�S�x� �
�
s dG�s; x� �11:1�

The ex ante expected present value of bank k's loans xk is then

xk �S�x�
1� �

In section 3, we derive the function �S�x� from basic data and analyse its
properties.

Timing of the game

There are three periods, T � 0, " and 1. At T � 0, the state of the world is
unknown.T � " < 1must be understood as some date, close to 0, at which
the state of the world is revealed. T � 1 is the `end of the economy'.

At time T � 0, each bank k chooses a quantity of loans xk. Quantity
competition on the loan market determines the lending rate r. Banks then
compete to attract depositors and choose an amount of deposits dk.
Depositors decide either to deposit in a given bank k or to invest in
government bonds. Perfect competition on the deposit market determines
bank k's deposit rate ik. In other words, bank k's deposit rate ik must be
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adjusted so as tomeet the depositor's participation constraint. Reserves are
then automatically given by the balance sheet condition: yk � ek � dk ÿ xk.
At this stage, agents do not know the state of nature ± i.e. they do not know
the future realisation of the average yield on loans s.

At time T � ", the state of nature is realised and determines the average
yield s, which is revealed to all traders, bank managers and depositors. We
thus assume that there are no informational asymmetries between agents.

Once s is revealed, depositors can non-cooperatively decide to withdraw
their deposits or not. Massive withdrawal of all depositors of a given bank
will be interpreted as a bank run. The interest ik is not paid to depositors in
case of (early) withdrawal at T � ". Depositors invest the proceeds of their
withdrawal in government bonds yielding �1� �� at T � 1, and each bank
goes bankrupt at T � " if it cannot meet its obligations.

At time T � 1, bank loans and remaining depositors are reimbursed,
and the bank is liquidated. Each bank can therefore go bankrupt, either at
T � " if there is a run, or at T � 1, if the liquidation value of its assets is
lower than the sum of its liabilities. In case of bankruptcy, depositors
receive a proportionate share of the bank's liquidation value.

Liquidation costs

At T � ", immediately after revelation of the state of nature, if the amount
of withdrawals is too high, bank k's reserve will be insuf®cient and it will be
forced to sell a fraction (or all) of its assets. To capture the illiquid character
of bank assets, we introduce a liquidation cost, such that assets are sold at
T � " with a discount. Let c, with 0 � c � 1, describe the percentage of
asset value that can be obtained on ®nancial markets in case of early
liquidation: xk's liquidation value at T � " is

cxks

�1� ��
The unit liquidation cost �1ÿ c� is exogenously given. It can be interpreted
as summarising all the costs incurred in case of early liquidation ± that is, all
transaction or securitisation costs, as well as discounts owing to short-term
borrowing, when the bank is close to insolvency. Finally, c can also be
viewed as summarising the impact of the lender of last resort's attitude
towards `problem banks': c will be close to 1 if the central banker is always
ready to rescue the bank in case of a run, by means of short-term lending.7

To sum up, there are various reasons why early liquidation is costly, and

7 To illustrate this idea, assume that � is the central bank's discount rate and that the
central banker offers the most favourable conditions. Then, c can be rewritten as
c � �1� ��=�1� ��, and � � � implies c � 1.
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our assumption provides a simple but tractableway to capture the existence
of costs whose precise description would otherwise be very complex.

3 A model of the demand for loans

This section is devoted to the derivation of the probability distribution of s,
based on a model of ®rm behaviour.

Let � denote a ®rm type or project quality: � is a real number and belongs
to the interval ��0, �1�. LetH��� denote its cumulative distribution function.
The mass of ®rms is normalised to 1.

Each ®rm has a small amount of capital f > 0 and wishes to invest in a
project requiring �1� f �. Investment projects are risky and their rate of
return depends on the random state of nature, denoted !, with cumulative
probability distribution J�!�. Again, ! is a real number belonging to an
interval denoted þ � �!0,!1�.

Each ®rm �decides either to invest 1� f atT � 0 in its project, or simply
to invest f in government bonds yielding the riskless return �1� ��f at
T � 1. All ®rms have limited liability, and are liquidated at T � 1. The
return, at T � 1, of an investment made at T � 0 by ®rm � is de®ned as
�1� a��,!��, where a��,!� is a random variable satisfying 1� a��,!� � 0.
For convenience, we assume the following:

Assumption A1: H��� and J�!� are differentiable and strictly increasing:
H 0��� � h��� > 0 and J 0�!� � j�!� > 0.

Assumption A2: a��,!� is de®ned on R� þ, continuously differentiable
and strictly increasing with respect to both � and !, lim�!ÿ1
a��,!� � ÿ1 and lim�!�1 a��,!� � �1, for all ! in þ.

Firms borrow 1 Franc and reimburse �1� r� at T � 1 if they are not
bankrupt. In case of bankruptcy, the bank receives the liquidation value of
the ®rm ± i.e. 1� a��,!�. It follows that the expected pro®t of ®rm � at
interest rate r is

���, r� �
�
þ

maxf0, a��,!� ÿ rgdJ�!� �11:2�

The®rmswhichapply for abank loanat interest rate rhave types � such that

���, r� � �1� ��f �11:3�
Under assumption A2, there exists a unique type, denoted �̂ such that
���̂, r� � �1� ��f . Note that �̂ is a function of r and �. To simplify notation,
this function is simply denoted �̂�r�. It is easy to check (by an application of
the Implicit Function Theorem) that �̂�r� is strictly increasing with respect
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to r, and this in turn implies that the lending rate r varies between bounds
rmin and rmax when �̂�r� varies between �0 and �1.

Since each ®rm type � � �̂�r� demands a 1 Franc loan, the total demand
for loans x can be computed as

x � A�r� �
��1
�̂�r�

dH��� �11:4�

Under assumptionA1,A�r� is strictly decreasing. In addition,A�rmin� �
1 and A�rmax� � 0. The demand for loans can thus be expressed in inverse
form, as a function r : �0, 1� ! �rmin, rmax�, where r�x� � Aÿ1�x�. It is
reasonable to assume:

Assumption A3: rmin < � < rmax.

The banks' average rate of return per loan (or per ®rm) is a random
variable, parameterised by r, and de®ned as

��!, r� � 1

A�r�
��1
�̂�r�

minf1� r, 1� a��,!�g dH��� �11:5�

where the integral of (11.5) is the total (aggregate) revenue of the banks.
For all x 2 �0, 1�, the inverse demand for loans r�x� can be used to de®ne the
average rate of return per loan as a function of x. That is, by de®nition,

~S�!, x� � ��!, r�x�� �11:6�
De®ne then G�s; x� as the distribution of ~S ± i.e. G�s; x� �
prob�f!j ~S�!, x� � sg�. The expected average return on loans �S�x� can
then be expressed as

�S�x� �
�
þ

~S�!, x� dJ�!� �
�
s dG�s; x�

The following result can be obtained with the help of standard calculus.

Proposition 1: Under assumptions A1 and A2, �S�x� is continuous and
non-increasing for all x in �0, 1�.
For future reference, it will be useful to study the properties of G�s; x�.
Recalling (11.4)±(11.6), it is easy to see that the random variable ~S is
bounded above by �1� r�x��. The minimal realisation of ~S for given x is
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denoted Smin�x� and satis®es Smin�x� � ��!0, r�x�� � 0. Again, standard
techniques permit one to establish the following result.8

Proposition 2: Under assumptions A1 and A2, for all x in �0, 1�,
(i) the support of G�s; x� is �Smin�x�, 1� r�x��
(ii) G�s; x� is continuous for all s < 1� r�x�
(iii) G�s; x� has an atom at s � 1� r�x�
(iv) Smin�x� is non-increasing with respect to x.

Proposition 2 (iii) shows that in the best states of nature, all active ®rmswill
be able to reimburse their loans, implying that the average return on loans ~S
reaches its maximal value �1� r�x�� with positive probability.

4 Behaviour of depositors and the bank's expected pro®t

Withdrawal subgames

Consider a particular bank k which has chosen the variables �xk, dk, ik�.
Assume that depositors have accepted k's deposit contract: the depositors'
participation constraint implies ik � � for all k. At timeT � ", the value of s
is revealed, and all depositors simultaneously andnon-cooperatively decide
whether or not to withdraw their deposits. Our next step is to solve this
withdrawal subgame for its Nash equilibria (in pure strategies). Since all
depositors are identical, we consider symmetric equilibria only.

Remark that the (ex post) value of bank k at T � 1 can be expressed as
vk � �1� ��yk � xks, which is the sum of the values of reserves and loans.
Using the balance sheet constraint and eliminating yk yields the equivalent
expression

vk � �1� ���ek ÿ xk� � xks� �1� ��dk �11:7�

The (ex post) value of bank k's debt is �1� ik�dk when the bank is solvent.
At T � ", and depending on the realised value of s, three different cases

can occur.

Case 1 ± The bank is solvent and there is no run: If s falls in the set
C1

k � fs j vk � �1� ik�dkg, bank k is solvent at T � 1. Then, if all
depositors wait until T � 1, they obtain �1� ik�, whereas a deviator
who withdraws at T � "would receive �1� �� � �1� ik�. It follows that it
is a Nash equilibrium for all depositors not to withdraw prematurely.

8 See the appendix in de Palma and Gary-Bobo (1994) for detailed proofs of propositions
1 and 2.
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Case 2 ± The bank is insolvent but depositors nevertheless wait until
liquidation at T � 1: If s falls in the set C2

k � fs j �1� ��dk � vk <
�1� ik�dkg, bank k is insolvent at T � 1. However, the payoff of a
depositor who waits when all other depositors wait is the proportionate
share of value vk=dk, which is greater than �1� �� if s belongs to C2

k. Since
the payoff of a deviator withdrawing early at T � " is �1� ��, it follows
that for all depositors waiting is a Nash equilibrium.

Case 3 ± The bank is insolvent and there is a run atT � ": If s falls in the set
C3

k � fs j vk < �1� ��dkg, bank k necessarily goes bankrupt. Early liqui-
dation of the bank's assets yields yk � 1=�1� ��cxks at T � ". Since c < 1,
it follows that the time T � 1 value of early liquidation is less than the
T � 1 value of its debt. Formally,

�1� ��yk � cxks � vk < �1� ��dk � �1� ik�dk
The payoff to a depositor, when all depositors run at T � ", is therefore
��1� ��yk � cxks�=dk � 0. A deviator who waits until T � 1 gets payoff 0,
since the bank has already been liquidated and there is nothing left,
showing that the bank run is a Nash equilibrium.

Bank k depositors' expected utility

De®ne the probability of case j as Pj
k � prob�C j

k�, with j � 1, 2, 3. Clearly,
since the three cases partition the set of possible values of s, P1

k �
P2
k � P3

k � 1. Further de®ne

�S j
k �

�
Cj

k

s dG�s; x�

Then, for the same reasons,

�S1
k � �S2

k � �S3
k � �S�x�

Finally, let Uk denote the expected utility of a typical bank k depositor.
Using these de®nitions, bank k depositors' expected utility can be

computed as

Uk � P1
k�1� ik�

ÿ �� 1

dk
P2
k�1� ��yk � xk �S

2
k

ÿ �� 1

dk
P3
k�1� ��yk � cxk �S

3
k

ÿ �
where the three terms between brackets of the right-hand side correspond
to cases 1, 2 and 3 above. This expression can be easily rewritten as

�Uk ÿ �1� ���dk � P1
k�ik ÿ ��dk � �1ÿ P1

k��1� ���ek ÿ xk�
� xk �S

2
k � cxk �S

3
k �11:8�
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A rational and well informed depositor will then accept bank k's deposit
contract only if bank k's portfolio variables �xk, dk, ik� satisfy the parti-
cipation constraint:

Ukdk � �1� ��dk
Bank k's expected pro®t function

Let �k denote bank k's expected pro®t function:

�k �
�
C1

k

��1� ��yk � sxk ÿ �1� ik�dk� dG�s; x�

� P1
k �1� ���ek ÿ xk� � ��ÿ ik�dk� � � xk �S

1
k �11:9�

Remark that bank k's expected pro®t�k and its depositors' expected utility
Uk are functions of the variables �x, xk, dk, ik�. Bank k chooses its portfolio
�xk, dk� so as to maximise �k while being forced to adjust ik in order
to ensure depositor participation. Formally, this is as if bank k chose
�xk, dk, ik� so as to solve the following program:

Program (I):

max
�xk; dk; ik�

�k�x, xk, dk, ik�

s:t: ek � dk ÿ xk � 0, dk � 0, 1 � xk � 0, ik � �

Uk�x, xk, dk, ik�dk � �1� ��dk
It is intuitive that the depositors' participation constraint in program (I)
should be binding at any optimal solution (for a rigorous proof, see the
appendix, section A.1). A glance at (11.9) shows that�k is decreasing with
respect to ik, given thatC1

k shrinks (or that P
1
k decreases) when ik increases.

De®ne next the function ýk � �k � �Uk ÿ �1� ���dk, which can be inter-
preted as the surplus of bank k and its depositors. Simple computations
show that this function reduces to9

ýk�x, xk� � �1� ���ek ÿ xk� � xk �S�x� ÿ �1ÿ c�xk �S3
k �11:10�

Remark that �S3
k depends neither on dk nor on ik, so that ýk depends on

�x, xk� only. Therefore, Uk must be increasing with respect to ik.
Substitution of the participation constraint, written as an equality, in
the bank's expected pro®t (11.9) yields �k � ýk. It follows that ýk can be
viewed as bank k's objective function.

9 Expression (11.10) is the sum of: (i) �1� ���ek ÿ xk�, the net return on riskless reserves
(which is by definition equal to �1� ���yk ÿ dk�), (ii) xk �S�x�, the total expected return on
loans (including liquidation costs) and (iii) ÿ�1ÿ c�xk �S3

k, minus expected liquidation costs,
incurred when a bank run occurs.
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Proposition 3 (proved in the appendix, section A.1) shows that bank k's
pro®tmaximisation program (I) reduces to unconstrainedmaximisation of
ýk with respect to xk. To simplify notation, de®ne xÿk �

P
j 6�k xj, for all k.

Proposition 3: Under assumptions A1±A3,

(i) There exists an optimal solution of program (I). It satis®es P1
k > 0.

(ii) �x�k, d�
k , i

�
k� is an optimal solution of program (I) if and only if the

three following conditions hold:

(a) x�k maximises ýk�xk � xÿk, xk� subject to xk � 0
(b) d�

k is any non-negative number satisfying ek � d�
k ÿ x�k � 0

(c) i�k solves �Uk�x�k � xÿk, x
�
k, d

�
k , i

�
k� ÿ �1� ���d�

k � 0.

Proposition 3 shows that bank k's optimisation problem can be simpli®ed
anddecomposed into a three-step procedure. The amount of loansx�k is ®rst
simply chosen so as to maximise the surplus ýk�x, xk�. The amount of
deposits d�

k can then be freely selected, provided that reserves are non-
negative. Finally, the deposit interest rate i�k is set at a level such that the
depositors' participation constraint is binding.

If the bank chooses a large amount of deposits, the value of its reserve
will also be large and as a consequence, the bank will be safer. Thus, a small
value of i�k will be suf®cient to attract depositors. Proposition 3 implicitly
shows the existence of a locus of pairs �d�

k , i
�
k� such that Uk � 1� �.

In the model, x�k is entirely determined by the characteristics of the
demand for loans, and the magnitude of bank k's capital ek. Once x�k is
determined, d�

k and i�k are simply adjusted so as to ®nance the difference
x�k ÿ ek and to compensate depositors for the risk borne.

Safe strategies, risky strategies

Proposition 4 (proved in the appendix, section A.2) shows that bank k has
two types of strategies, corresponding to (i) and (ii), and hereafter called the
safe and risky strategies.

Proposition 4: Let �xk, dk, ik� be such that Uk � 1� � and �k > 0. Then,

(i) �ik ÿ ��dk � 0 if and only if P1
k � 1

(ii) �ik ÿ ��dk > 0 if and only if P3
k > 0.

Assume that �xk, dk, ik� is such that P1
k � 1. Such a strategy is called `safe',

since the probability of bankruptcy is zero ± that is, P2
k � P3

k � 0. This
is equivalent to saying that �1� ���ek ÿ xk� � xks � 0 for all possible
realisations of s ± or, more conveniently, that Smin�xk � xÿk�xk �
�1� ���xk ÿ ek�, since Smin is by de®nition the smallest possible realisation
of s. Since depositors bear no risk, the participation constraint boils down
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to ik � �, and expected liquidation costs are zero, so that the bank's pro®t
function can simply be written as �1� ���ek ÿ xk� � xk �S�x�.

By contrast, a `risky' strategy is characterised by a positive probability
of a bank run ± that is, P3

k < 0 or, equivalently: Smin�x�xk < �1� ���
�xk ÿ ek�. This naturally implies xk > ek and dk > 0, and to compensate
rational and well informed depositors for bankruptcy risks, necessarily,
ik > �. In this case, the bank's pro®t function is given by (11.10) and
expected liquidation costs �1ÿ c�xk �S3

k are strictly positive.
The frontier separating the set of risky and safe strategies is de®ned as

Smin�xk � xÿk�xk � �1� ���xk ÿ ek� �11:11�
Since Smin�x� is a decreasing function of x, a solution of (11.11) in
�0, 1ÿ xÿk� is unique if it exists. Two cases can occur. Either there is no solu-
tion of (11.11) with respect to xk in �0, 1ÿ xÿk�; the bank's supply of loans is
then necessarily safe. This happens when bank capital ek is large enough.
Or, there exists a solution denoted �Ak�xÿk, ek�, when ek is suf®ciently
small. This solution10 must be greater than ek. Bank k's strategy xk is then
safe (resp. risky) if and only if xk � �Ak�xÿk, ek� (resp. xk > �Ak�xÿk, ek�).

5 The banking oligopoly model

De®nition of equilibrium

Proposition 3 shows that the problem of each bank k basically amounts to
maximisation ofýk with respect to xk. Amarket equilibrium can simply be
viewed as the non-cooperative equilibrium of a strategic-form game in
which the banks' strategies are the quantities of loans xk. This is clearly
similar to a model of Cournot competition.

De®nition of market equilibrium:11 A market equilibrium is an n-tuple
�x�1, . . . , x�n� � 0 such that for all k � 1, . . . , n,

ýk�x�, x�k� � ýk�x�ÿk � xk, xk�
for all xk such that 0 � xk � 1ÿP

j 6�k x
�
j .

10 Bank k's profit function ýk is not necessarily differentiable at xk � �Ak�xÿk, ek�. In
other words, ýk has a downward kink at �Ak�xÿk, ek�. This stems from the presence of
liquidation costs, the expected value of which is zero if xk � �Ak�xÿk, ek� (since C3

k � ;) and
becomes strictly positive as soon as the bank selects a risky strategy.

11 The structure of the game is analogous to that of a Cournot oligopoly. In expression
(11.10), �S�x�playstheroleofaninversedemandfunction.Thebank'srevenueisxk �S�x�,while its
total cost is xk��1� �� � �1ÿ c� �S3

k�. The difference of total revenue and total cost is the bank's
expected profit, net of the opportunity cost of capital �1� ��ek. When bank k plays a non-
cooperative equilibrium strategy x�k, it chooses in fact an array of portfolio variables in a
consistent way. More precisely, to each equilibrium quantity x�k is associated (i) a pair �d�

k , i
�
k�

such that depositors are ready to deposit the required amount d�
k at interest i

�
k and (ii) a positive

amount of reserves y�k � ek � d�
k ÿ x�k which determines bank k's level of risk for depositors.
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The existence of market equilibria can be proved under standard pro®t
quasi-concavity assumptions, but lack of quasi-concavity can stem from a
non-convex expected liquidation cost. In the next subsection, we consider
pro®t functions which are not quasi-concave. However, it is shown that
equilibria can still be constructed.

Types of strategies

The frontier separating the set of risky and safe strategies, denoted xk �
�Ak�xÿk, ek� and de®ned as the solution of (11.11), is a strictly increasing
function of ek. In addition, the frontier �Ak decreases when the other banks'
loan supply xÿk increases.

Figure 11.1 represents the pro®t function ýk of a bank (as de®ned by
(11.10)) and its best replies in a non-concave case. The three drawings can
be generated by the same example while varying ek. Letý

1
k denote the pro®t

of bank k without liquidation costs± i.e. ý1
k � �1� ���ek ÿ xk� � xk �S�x�.

One has ý1
k � ýk and the two functions coincide over the set of safe

strategies ± that is, for all xk � �Ak. In Figure 11.1a, the bank's best reply is
denoted xc� and belongs to the risky interval. This stems from the fact that
ek, and thus �Ak, are relatively small. Such a strategy is called a risky best
response. In ®gure 11.1b, corresponding to intermediate values of ek, the
bank's best reply is safe; it is denoted �x� and located at the frontier between
the safeandrisky intervals.This frontier corresponds to thekinkofýk at �Ak.
Such a strategy is called a safe best response. Finally, ®gure 11.1c corres-
ponds to large values of ek. The bank's best response, denoted x1�, is merely
the maximum of ý1

k. Such a strategy is called a supersafe best response.12

A paradoxical feature is that bank k's loan supply will be reduced
suddenly when xÿk decreases, since this induces an increase of �Ak, and
triggers a switch from the situation depicted by ®gure 11.1a to that depicted
by ®gure 11.1b. In other words, bank k's best-response function will be
discontinuous with an upward jump. Section 6 is devoted to the study of
such non-convex cases.

Symmetric candidate equilibria

Assume now to simplify the discussion that ek � e for all k. The model
possesses symmetric as well as asymmetric equilibria, and multiple

12 If ek is small or xÿk is large (figure 11.1a), bank k's safe strategies necessarily entail a
relatively small amount of loan supply xk. Risky strategies are then more profitable. If bank
k selected a risky strategy xk only slightly greater than �Ak (see figure 11.1), the probability of
a bank run, and thus expected liquidation costs, would increase very quickly without being
compensated by a sufficient increase of revenue. This is why if a risky strategy xc� is chosen,
it must be much larger than �Ak.
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Figure 11.1 Best response: risky, safe and supersafe. (a) Risky best response
(b) Safe best response (c) Supersafe best response
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equilibria cannot be excluded (see section 6). We focus here on three types
of symmetric equilibria with distinct features.

Equilibria such that all ®rms choose the same risky strategy xc� will
hereafter be called risky equilibria (see ®gure 11.1a). These equilibrium
points are characterised by xc� > �Ak and �@ýk=@xk��nxc�, xc�� � 0 for all k.

Equilibria such that all ®rms choose the same safe strategy are called safe
equilibria, and are characterised by the fact that the choice of a strategy at
the frontier of the safe and risky intervals is a best response to itself (see
®gure 11.1b). Such equilibrium strategies, denoted �x�, necessarily satisfy
�x� � �Ak��nÿ 1��x�, e� for all k.

Finally, supersafe equilibria are such that all ®rms choose the same
supersafe strategy denoted x1� (see ®gure 11.1c). This strategy is char-
acterised by �@ý1

k=@xk��nx1�, x1�� � 0 for all k.
The comparative statics of risky equilibria are very complex. However,

under reasonable assumptions, one typically ®nds that @xc�=@c > 0, mean-
ing that a reduction of the liquidation cost parameter �1ÿ c�will lead to an
increase of total bank loan supply. Similarly, @xc�=@e � 0. Intuitively, an
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(1 + )ek

Ck
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0 Ak

_
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Figure 11.1 (cont.)
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increase of equity reduces the riskiness of banks, the probability of a run
and thus expected liquidation costs. The analysis shows that @xc�=@� � 0
under `normal conditions' ± that is, in particular, if c is suf®ciently close to
1. But the sign of this partial derivative could be positive, since an increase
in � induces a favourable selection effect. More precisely, the average
quality of loan applicants improves when � rises.

This is owing to the fact that �̂ is an increasing functionof�, implying that
@Smin=@� � 0. This latter property explainswhy an increase in �will tend to
reduceexpectedliquidationcosts.Interestingly, ifthis indirecteffectisstrong
enough, an increase in �will counterintuitively increase the supply of loans.

The comparative statics of safe equilibria are much simpler. Clearly,
liquidation costs do not affect safe equilibria locally (see (11.11)). A simple
application of the Implicit Function Theorem to (11.11), evaluated at xk �
�x� and xÿk � �nÿ 1��x�, proves that @�x�=@e > 0. Intuitively, an increase in
capital e shifts the frontier of safe strategies to the right, thus allowing the
bank to expand credit without becoming risky. The sign of @�x�=@� is equal
to the sign of �eÿ �x� � �x��@Smin=@���. Since �eÿ �x�� is necessarily negative
in safe equilibria, this partial derivative will have a counterintuitive sign if
the favourable selection effect @Smin=@� is suf®ciently strong.

Finally, supersafe equilibria xk � x1� exhibit the following properties:
@x1�=@c � 0, @x1�=@e � 0, and @x1�=@� < 0. These properties are direct
consequences of the expression of ý1

k, which does not depend on c, of
the fact that e is given andof the fact that �1� ��plays the role of amarginal
cost for the supersafe bank.

6 Coordination Failures

Speculative markets and bimodal distributions of signal s

The shape of the signal's probability distribution G depends on the basic
distribution J, and thus on the nature of themarket onwhich ®rms operate.
Investment pro®tability a��,!� is subject to macroeconomic shocks !. The
speculative and risky character of many markets, and thus of the
corresponding investments and bank loans, is re¯ected in the agents'
prior distributions of random shocks. It is common to assume that in the
minds of many agents, a positive probability is attached to the possibility
that currently observed high pro®tability is the result of a speculative
bubble. If this is the case, agents believe that investment pro®tability can
dramatically fall when bad signals are observed. A simple way to capture
investment riskiness is then to assume that economic agents' beliefs, as
represented by the probability distribution on states of nature J�!�, put
weight on the possibility of a serious breakdown.
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The speculative character of underlying investments can therefore be
captured by the assumption that the probability density j�!� is bimodal,
and concentrated around both a high value, corresponding to continuation
of favourable market conditions, and a low value, representing bubble
collapse. Such a bimodal distribution can be viewed as a mixture of two
single-peaked densities. In the framework of the static banking competition
model studied here, a state of crisis can be simulated just by replacing
a standard single-peaked prior density by some bimodal mixture, or by
putting more weight around some bad state of nature, to represent
increasing fears of market crash. Banks' pro®t functions will then typically
be non-concave, as in ®gure 11.1.

A class of examples with discontinuous pro®t and reaction functions

We consider now a class of examples which can be viewed as a limiting case,
obtained when the distribution j�!� is bimodal and converges towards a
discrete distribution over two states of nature. At the limit, the bank's pro®t
function isno longercontinuous. Itexhibitsadownward jumpat the frontier
separating the sets of risky and safe strategies. Although assumption A1 is
then violated, this particular class ismore easily tractable than a continuous
probability example, and provides a qualitative view of oligopoly equili-
brium behaviour for all its non-concave and continuous neighbours.13

We modify the basic assumptions of section 3 as follows.

Assumption A10: H(�) is the uniform distribution over ��0, �1�. Distribution
J is discrete with J�f!0g� � q, J�f!1g� � 1ÿ q, 0 < q < 1, and
þ � f!0,!1g.
We further specify the mapping a��; !� as follows:
Assumption A20: a��,!0� � �� �ÿ 1 and a��,!1� � �, where � is a para-
meter satisfying: ÿ�0 � � < 1ÿ ��1 ÿ �0� ÿ f �1� ���1ÿ q�ÿ1.

Under assumptions A10, A20 and A3, the random signal ~S takes two
different values ± that is, ~S�!0, x� � Smin�x� � �0 ÿ ÿ0xwith probability q,
and ~S�!1, x� � 1� r�x� � �1 ÿ ÿ1xwith probability �1ÿ q�, where�0,�1,
ÿ0 and ÿ1 are positive numbers (see the appendix, section A.3 for a proof
and precise de®nitions). These parameters are themselves functions of the

13 Since models obtained under markedly bimodal distributions J�!� are non-concave
(see figure 11.1), it will become intuitively clear below that the best-response functions of
such models and those of the limiting two-state approximations exhibit the same properties
± in particular, the same type of discontinuities. In the limiting case, the structure of Nash
equilibria in pure strategies is therefore closely analogous to that of approximating
continuous models.
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basic data �, f, �1, �0, q and �. It follows that the mean value of ~S can be
written:

�S�x� � qSmin�x� � �1ÿ q��1� r�x�� � �q ÿ ÿqx �11:12�
where to simplifynotation,�q � q�0 � �1ÿ q��1 andÿq � qÿ0��1ÿ q�ÿ1.

The derivation of bank k's pro®t function in section 4 applies to this
limiting casewithminormodi®cationswhich stem from the fact that, owing
to the discreteness of ~S's distribution, expected liquidation costs now
discontinuously jump down as soon as xk enters the set of risky strategies.

The bank's pro®t function �k is still given by (11.9) and the depositor's
individual rationality constraint is still given by Uk � 1� � where Uk is
de®ned by (11.8). The difference is now simply that P1

k, the probability of
being solvent, can take only a ®nite number of values ± i.e. P1

k 2
f0, 1ÿ q, 1g. The following proposition (proved in the appendix, section
A.4) restates proposition 3 in the discontinuous case considered here.

Proposition 5: Under assumptions A10, A20 and A3, proposition 3
remains true.

The particular expression of bank k's pro®t function ýk is now derived.
Safe strategies are characterised by P1

k � 1 and �Uk ÿ �1� ���dk �
�ik ÿ ��dk � 0 as usual. The frontier of the set of safe strategies is still
given by (11.11) which is now quadratic with respect to xk, and possesses a
unique non-negative root whose expression14 is

�Ak�xÿk, ek� �
1

2ÿ0

�
��0 ÿ ÿ0xÿk ÿ �1� ���

�
�������������������������������������������������������������������������������
��0 ÿ ÿ0xÿk ÿ �1� ���2 � 4ekÿ0�1� ��

q �

A strategy of k is safe (resp. risky) if and only if xk � �Ak�xÿk, ek� (resp.
xk > �Ak�xÿk, ek�). Recall that the set of risky strategies is open. The set of
safe strategies shrinks when xÿk increases.

In the case studied here, as soon as xk becomes risky, the probability P3
k

jumps from 0 to q, inducing a sudden, discontinuous increase of expected
liquidation costs which jump from 0 to �1ÿ c�xk �S3

k � �1ÿ c�xkqSmin�x�. If
xk is safe, using (11.10) and (11.12), the expression of bank k's pro®t
function is therefore

ý1
k�x, xk� � �1� ���ek ÿ xk� � xk��q ÿ ÿqx� �11:13�

14 It can be checked that �Ak is positive if ek > 0, equal to zero if ek � 0, strictly increasing
and strictly concave as a function of ek, strictly decreasing and strictly convex, with a slope
greater than ÿ1=2, as a function of xÿk � 0.
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If xk is risky, using (11.10) and the expression of Smin�x�, bank k's pro®t
can be written ýc

k�x, xk� � ý1
k�x, xk� ÿ �1ÿ c�qxk��0 ÿ ÿ0x�, showing

that ý1
k�x, xk� � ýc

k�x, xk�. Let �c
q � qc�0 � �1ÿ q��1 and ÿc

q � qcÿ0 �
�1ÿ q�ÿ1. Then, ý

c
k�x, xk� can be conveniently rewritten as:

ýc
k�x, xk� � �1� ���ek ÿ xk� � xk��c

q ÿ ÿc
qx� �11:14�

Aglance at (11.13) and (11.14) then shows thatý1
k andý

c
k are quadratic and

concave with respect to xk (recall that x � xk � xÿk).
The unique maximiser of ýc

k over the set xk � 0 is

Qc
k�xÿk� �

maxf0,�c
q ÿ ÿc

qxÿk ÿ �1� ��g
2ÿc

q

�11:15�

and the unique maximiser of ý1
k over the set xk � 0 is

Q1
k�xÿk� �

maxf0,�q ÿ ÿqxÿk ÿ �1� ��g
2ÿq

�11:16�

Figure 11.2 shows that the choice of a risky versus a safe strategy depends
on the relative heights of ý1

k, evaluated at �Ak, and of ýc
k, evaluated at its

maximum Qc
k. Bank k will be just indifferent between the safe strategy

�Ak and the optimal risky strategy Qc
k if and only if �Ak � Bc

k, where Bc
k

is the smallest root of the following quadratic equation in B:
ýc

k�xÿk �Qc
k,Q

c
k� � ý1

k�xÿk � B,B�, the solution of which is given by

Bc
k�xÿk� � Q1

k�xÿk� ÿ
��������������������������������������������������������
Q1

k�xÿk�
ÿ �2ÿ ÿc

q

ÿq

Qc
k�xÿk�

ÿ �2s

Note thatBc
k does not depend on ek. It is almost obvious that 0 � Bc

k < Q1
k,

since ý1
k > ýc

k on the relevant domain. It is also true that15 Bc
k � Qc

k.
With the above-de®ned tools, bank k's best-response function, denoted

Qk�xÿk� can now be derived. A glance at ®gure 11.2 will help to understand
the following proposition, the proof of which is fairly obvious.

Proposition 6: Under assumptions A10, A20 and A3, bank k's best-
response correspondence Qk�xÿk� is equal to:

(i) Qc
k�xÿk� if �Ak�xÿk, ek� < Bc

k�xÿk�
(ii) fQc

k�xÿk�, �Ak�xÿk, ek�g if �Ak�xÿk, ek� � Bc
k�xÿk�

(iii) �Ak�xÿk, ek� if Bc
k�xÿk� < �Ak�xÿk, ek� � Q1

k�xÿk�
(iv) Q1

k�xÿk� if Q1
k�xÿk� � �Ak�xÿk, ek�

15 It can be checked that (i) Qc
k � 0 implies Bc

k � 0; (ii) Bc
k is strictly decreasing and

convex with respect to all xÿk � 0 such that Qc
k > 0; (iii) Qc

k � 0 implies @Bc
k=@xÿk � 0; and

(iv) @Bc
k=@xÿk > ÿ 1

2.
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Analysis of duopoly equilibria: symmetric equilibria

The structure of symmetric equilibria can be analysed with the help of
proposition 6.We assume that all banks are identical ± that is, ek � e for all
k � 1, . . . , n. Since the frontier of safe strategies �Ak increases with equity e,
it will become clear below that risky equilibria occur for low values of e, safe
equilibria occur for intermediate values of e and supersafe equilibria
correspond to high values of e.

Figure 11.3a depicts a risky equilibrium in the duopoly case (n � 2). The
bank's best-response function is represented as the discontinuous bold line
which jumps down from Qc

k to �Ak at the intersection of �Ak and Bc
k. The

curve �Ak lies everywhere belowBc
k when both curves lie above the diagonal:

this is owing to the fact that e is relatively small. On this type of ®gure, any
intersection of the best-response function and the diagonal is a symmetric
duopoly equilibrium. A risky equilibrium appears in ®gure 11.3a at the
intersection ofQc

k and the diagonal. Formally, a risky equilibrium strategy,
denoted xc�, is the unique solution of the following equation:

xc� � Qc
k��nÿ 1�xc�� �11:17�

Qk (x_k)

Ck

Ck
1

0
Ak (x_k,ek)
_

xk

Ck
c

Bk (x_k)

c
c Qk (x_k)

1

Figure 11.2 Expected pro®t in the discontinuous case
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Figure 11.3 Equilibrium: risky, safe and supersafe (a) Risky equilibrium (b) Safe
equilibrium (c) Supersafe equilibrium
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Figure 11.3b represents a case in which a safe equilibrium prevails. The
curve �Ak lies above B

c
k when both curves are below the diagonal: the value

of emust be greater here than inFigure 11.3a. The bold line representing the
bank's best response crosses the diagonal at a point such that the best
response is equal to �Ak (is safe). Formally, a safe equilibrium, denoted �x�, is
determined as the unique solution of the equation

�x� � �Ak��nÿ 1��x�, e� �11:18�
Finally, ®gure 11.3c depicts a supersafe equilibrium. The value of e is larger
than in ®gure 11.3b and it follows that the curve �Ak crosses Q

1
k above the

diagonal. The bank's best response is equal to Q1
k when it crosses the

diagonal. Formally, a supersafe equilibrium, denoted x1�, is the unique
solution of

x1� � Q1
k��nÿ 1�x1�� �11:19�

The following proposition (proved in the appendix, section A.5)
summarises our knowledge about symmetric equilibria.
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Figure 11.3 (cont.)
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Proposition 7: Under assumptions A10, A20 and A3, and if 3�0 > �1,
there exist three threshold values e1, e2, e3, satisfying 0 < e1 < e2 and
0 < e3 < e2, such that:

(i) If 0 � e � e1, there exists a symmetric risky equilibrium
(ii) If e3 � e � e2, there exists a symmetric safe equilibrium
(iii) If e � e2, there exists a unique symmetric and supersafe

equilibrium.

The thresholds e1, e2 and e3 are functions of the basic parameters �, c, q, �i

and ÿi, i � 0, 1. Note that the assumption 3�0 > �1 is suf®cient to
guarantee xc� < x1�, which corresponds to the only reasonable con®gur-
ation of the model, and is all that is really needed in the proof of
proposition 7.

Depending on the value of basic parameters, it is possible to have
either e3 < e1 or the opposite. Yet, a straightforward consequence of
proposition 7 is that if e3 � e1, there exists a symmetric equilibrium for all
values of e.

Analysis of duopoly equilibria: asymmetric equilibria

If basic parameters are such that e1 < e < e3, none of our three candidates,
the symmetric risky, safe and supersafe equilibria does exist, but asym-
metric equilibria can then appear.

Figure 11.4 shows a duopoly example in which there are no symmetric
equilibria, but two asymmetric equilibria exist. In each of the two
equilibria, one of the ®rms chooses a safe strategy, while its competitor
chooses a risky strategy. Such equilibria are characterised by the fact that a
safe strategy is a best response to a risky strategy, and conversely. This
possibility shows that heterogeneous riskiness of banks in a given market
can be understood as an equilibrium phenomenon, even if banks are
described by the same structural parameter values.We skip here the formal
details of the description of such equilibria. It is, however, interesting to
note that in the duopoly case, the average loan supply of banks is smaller in
asymmetric equilibrium than in symmetric risky equilibrium, but larger
than in symmetric safe equilibrium. This property is illustrated by
®gure 11.4, where average loan supply can be measured on the diagonal
in the middle of the segment joining the two equilibria. Asymmetric
equilibria generally exist for values of e belonging to an interval �e4, e5�
which includes �e1, e3�.

Wenow turn to amore uncommonphenomenon,which is the possibility
of multiple symmetric equilibria.
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Analysis of duopoly equilibria: multiple equilibria

Until now ®gures 11.3 and 11.4 illustrate the case in which e1 < e3. This can
be seen on these ®gures since an increase of e shifts the curve �Ak upwards.
When e increases, starting from zero, �Ak ®rst cuts Bc

k just below the
intersection of Qc

k with the diagonal: this corresponds to e1. When e
continues to increase, �Ak then crosses Bc

k just at the point at which Bc
k itself

crosses the diagonal: this determines e3. It follows that ®gures 11.3 and 11.4
are obtained under the assumption e1 < e3. Examples16 in which e3 < e1
are necessarily such that �Ak intersects Bc

k at least twice for intermediate
values of e.

A consequence of proposition 7 is that a risky and a safe equilibrium
simultaneously exist for all e 2 �e3, e1�. Figure 11.5 represents an example
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Figure 11.4 Asymmetric equilibria

16 It is possible to find numerical values of the model's parameters which correspond to
all the examples discussed in section 6.
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with e3 < e1 and two symmetric equilibria. The fundamental property of
this example is that equilibria can be ranked with respect to their total
supply of loans. In other words, if the market is coordinated by the safe
equilibrium, the supply of loans is markedly smaller than in risky
equilibrium. A classical way of interpreting this result is to say that an
exogenous shock, or the mere occurrence of a sunspot could induce a shift
from risky to safe equilibrium. The corresponding reduction of loan supply
can then be viewed as an endogenous `credit crunch' phenomenon.

Equilibrium correspondence and discontinuous jumps of equilibrium credit

The results obtained above permit one to determine an aspect of the
model's equilibrium correspondence. All other parameters being held
®xed, an average equilibrium loan supply can be associated to each
value of e.
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Qk
c
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c
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Figure 11.5 Multiple symmetric equilibria
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Figure 11.6a represents the relation between average loan supply and
equity e in the case e1 < e3. For relatively small values of e, the only
equilibrium is risky. At the threshold e � e1, the equilibrium supply
jumps down and the structure of the banking industry changes to form
an asymmetric equilibrium. As soon as e � e3, loan supply again jumps
down to a symmetric safe equilibrium. Then, the equilibrium supply
increases with e and reaches a ceiling at e � e2, at which the equilibrium
becomes supersafe.

To sum up, the correspondence of ®gure 11.6a shows that market
equilibrium necessarily exhibits discontinuities, with downward jumps of
loan quantities (corresponding to upward jumps of the interest rate). This
shows that the bank loan market behaviour is unstable with respect to
underlying parameters.

The downward jump possibilities are even more striking on
®gure 11.6b, which represents the same equilibrium correspondence in
the case e3 < e1. On this ®gure, symmetric safe and risky equilibria coexist

average
supply
of loans

supersafe

safe

risky
asymmetric

0

A*
_

(e)

e4 e1 e3 e5 e2 e

x1

xc

*

*

x~
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Figure 11.6 Equilibrium correspondence (a) Equilibrium correspondence when

e1 < e3 (b) Multiple symmetric equilibria: equilibrium correspondence when
e3 � e1
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when e 2 �e3, e1�. A `crunch' (or a `boom') might therefore happen for all
values of e in this interval, and a downward jump necessarily occurs as soon
as e > e1 if the prevailing equilibrium is risky for e � e1.

On both ®gures, the risky and supersafe supply of loans are constant
with respect to e. The reason for this is that the expression of xc� and x

1
� does

not depend on e. (A glance at (11.15) and (11.16) shows that the maxima of
ýc

k and ý1
k are both independent of e.) In contrast, the safe equilibrium

supply increases with e. To understand this property intuitively, recall that
the set of safe strategies enlarges when e grows. In any safe equilibrium,
each bank's loan supply is constrained by �Ak, the frontier of safe strategies.
It follows that each bank increases its loan supply when this frontier shifts
to the right (see ®gure 11.2).

The origin of the downward jump, and more generally of all
discontinuities in equilibrium loan supply, can be intuitively understood
at the bank level. When �Ak � Bc

k (see ®gure 11.2), the bank is just
indifferent between the risky strategyQc

k and the safe strategy �Ak. The gap
between these two strategies can be explained as follows. At this critical
point, the bank is indifferent between a relatively small amount of loans
inducing a zero bankruptcy probability, and a risky, but large, amount of
loans. When it operates in the risky interval, the bank must expand credit
suf®ciently to compensate for expected liquidation costs. This explains
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Figure 11.6 (cont.)
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the paradoxical fact that an increase of e can trigger a downward
jump.

At the market level, we ®nd a similar behaviour of equilibrium loan
supply. To understand why equilibrium credit falls from risky to asym-
metric equilibria in ®gure 11.6a, consider the standard picture in ®gure
11.3a or 11.3b. This corresponds to a case in which e1 < e3. Remark ®rst
that the bank's best response is downward-sloping. It follows that bank
loans are strategic substitutes (see Bulow, Geanakoplos and Klemperer,
1985). Consider a simple duopoly and assume that for some reason, bank 2
reduces its loan supply and reverts to a safe strategy. Such a reversion can
be owing to an exogenous shock, or simply to irrational panic behaviour
on the part of bank 2's managers. Bank 1's best response will then be to
increase its loan supply andpossibly to enter the risky interval if its previous
choice was safe. This explains how an asymmetric equilibrium can emerge,
starting from a symmetric risky or safe equilibrium.

The symmetric credit contraction phenomenon depicted in ®gure 11.6b
can be explained with the help of ®gure 11.5, characterised by the
coexistence of risky and safe equilibria. Consider again the duopoly
case to simplify reasoning and assume that banks are in symmetric
risky equilibrium. Remark that the banks' best-response function is no
longer globally decreasing. More precisely, the loan supply variables are
now local strategic complements. Then, if bank 2 reverts to a safe strategy
for any exogenous reason, bank 1's best-response will also be to reduce its
loan supply and choose a safe strategy. A symmetric safe equilibrium will
soon emerge, linked with a drastic reduction of aggregate lending.

We have explored the behaviour of equilibrium credit when equity e
varies. Similar results could be derivedwhile varying other parameters such
as �, c, or �1. The level of the demand for loans is parameterised by �1. In
the above reasoning, the major role is in fact played by the ratio e=�1 ± i.e.
the size of the bank relative to that of the market. A downward jump can
naturally also be triggered by a slight decrease of �1.

7 Concluding Remarks

First, it has been shown that the model can exhibit multiple equilibria,
ranked according to total equilibrium lending.There exist safe equilibria, in
which banks bear no bankruptcy risk, and risky equilibria, in which banks
supply more loans, but face the risk of bankruptcy with positive prob-
ability. When both types of equilibria coexist, a perturbation, either
extrinsic or intrinsic, can trigger a shift from risky to safe equilibrium.
If this is the case, the equilibrium supply of loans decreases drastically. This
feature of the model is more likely to arise when the prior probability
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densities describing the investments' future pro®tability re¯ect hesitation
between two (or more) theories ± in other words, during periods of
transition between optimism and pessimism.

Second, it has been shown that the model's equilibrium correspondence
can be discontinuous ± i.e. a small change of underlying parameters, such
as banks' capital/asset ratios, can induce a transition from risky to safe
equilibria, corresponding to a discrete downward jump of equilibrium
lending and a correlative upward jump of interest rates.

If the model is interpreted as representing a deregulated market, our
results then predict that the behaviour of banks is potentially unstable. If
liquidation costs can bemanipulated by the central banker, an appropriate
choice of the `emergency lending' policy could completely correct this
instability problem: just set c � 1. Unfortunately, this can be done only if
the central bank is committed to rescue insolvent banks without limits at
the smallest possible rate. It is intuitively clear that such a policy at least
partially con¯icts with any attempt to limit the banker's moral hazard and
to promote the safety of depositors by the provision of appropriate
incentives.

Our main results essentially depend on the presence of two types of
market imperfection. First, banks are endowed with market power on the
asset side, thus creating scope for strategic behaviour. Second, banks incur
liquidation costs, since they cannot sell or securitise assets at their true
fundamental values when close to insolvency.

Finally, these results have been produced in the framework of a simple
but non-trivial partial equilibrium model which integrates the traditional
portfolio choice problem of the bank with fully rational behaviour of
depositors, leading to the possibility of information-based, Nash equili-
brium runs. We have then been able to show that some cyclical patterns of
banking activity could be explained as a response of the banking sector to
outside shocks, which can be extrinsic (psychological) as well as intrinsic
(macroeconomic), and that the forces driving this response are individual
economic rationality and competition.

Appendix

A.1 Proof of proposition 3

Note thatýk�xÿk � xk, xk� is a function ofxk de®ned on the set �0, 1ÿ xÿk�.
Assume that xÿk � 1.ýk is continuous if G's atom at 1� r�x� remains out
of C3

k ± that is, ýk is continuous on the compact set fxkj�1� r�x��xk �
�1� ���xk ÿ ek�g \ �0, 1ÿ xÿk�. It follows that there exists a maximum
of ýk on this set, denoted x�k. We now show that x�k either belongs to the
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interior of the above set or is equal to zero. Assume ®rst that �S�x�k � xÿk� <
�1� ��. Then, a glance at (11.10) shows that ýk < �1� ��ek. But
ýk�xÿk, 0� � ek�1� �� > 0, a contradiction. Now, since �1� �� �
�S�x�k � xÿk� � 1� r�x�k � xÿk�, it easily follows that �1� r�x�k � xÿk���
x�k > �1� ���x�k ÿ ek�. Second, if x�k � xÿk � 1, then, since under assump-
tion A3, � > r�1�, one ®nds �S�1� � 1� r�1� < 1� �, which in turn implies
ýk�1, x�k� < �1� ��ek � ýk�xÿk, 0�, a contradiction.

Choose any value d�
k > 0 such that ek � d�

k ÿ x�k � 0. We now prove
that there exists i�k such that Uk�x�k � xÿk, x

�
k, d

�
k , i

�
k� � 1� � and such that

�x�k, d�
k , i

�
k� satis®es
�i�k ÿ ��d�

k � �1� ���x�k ÿ ek� � �1� r�x�k � xÿk��x�k �11A:1�
De®ne the function Zk�x, xk, dk, ik� � �Uk�x, xk, dk, ik� ÿ �1� ���dk. To
simplify notation, we will avoid recalling Zk's arguments if this creates
no ambiguity. A glance at (11.8) shows that Zk is continuous if G's atom
at 1� r�x� remains in C1

k, that is, if (11A.1) is satis®ed. If ik � �, then
C2

k � ;, �S2
k � 0 and 1ÿ P1

k � P3
k. Thus, if ik � �,

Zk � �1ÿ P1
k��1� ���ek ÿ x�k� � cx�k �S

3
k

�
�
C3

k

��1� ���ek ÿ x�k� � cx�ks� dG

Since �1� ���ek ÿ x�k� � x�ks � 0 for all s 2 C3
k and c < 1, if ik � �, the

above expression shows that Zk � 0 and that Zk < 0 if P3
k > 0.

Let imax be such that (11A.1) holds as an equality, that is,

imax � �� 1

d�
k

�1� r�x�k � xÿk��x�k � �1� ���ek ÿ x�k�� � > �

To simplify notation, denote Gÿ � lims!�1�r�x��ÿ G�s; x�. If ik � imax, then
P1
k � 1ÿ Gÿ, and using (11.8), Zk�imax� � �1ÿ Gÿ��imax ÿ ��d�

k�
Gÿ�1� ���ek ÿ x�k� � x�k �S

2
k � cx�k �S

3
k. Substituting the de®nition of imax

and rearranging terms yields

Zk�imax� � �1ÿ Gÿ��1� r�x�k � xÿk��x�k
� �1� ���ek ÿ x�k� � x�k �S

2
k � cx�k �S

3
k

Since ýk�x�k � xÿk,x
�
k� > 0 and �S�x� � �S1

k � �S2
k � �S3

k, then �1� ���
�ek ÿ x�k� � x�k �S

2
k � cx�k �S

3
k > ÿx�k �S

1
k. Thus, Zk�imax� > �1ÿ Gÿ��1�

r�x�k � xÿk��x�k ÿ x�k �S
1
k. But, at ik � imax, �S1

k � �1ÿ Gÿ��1�
r�x�k � xÿk��, therefore, Zk�imax� > 0. The existence of i�k 2 ��, imax� such
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that Zk�x�k � xÿk, x
�
k, d

�
k , i

�
k� � 0 is guaranteed by an application of the

Intermediate Value Theorem to the continuous functionZk on the interval
��, imax�. It has been proved that there exists a candidate �x�k, d�

k , i
�
k�

satisfying the requirements of points (a), (b) and (c) in (ii).
We now show that �x�k, d�

k , i
�
k� is an optimal solution of program (I).

De®ne

ÿ � f�xk, dk, ik�jxk � 0, dk � 0, ik � �, ek � dk ÿ xk � 0,Zk��� � 0g

Clearly, �x�k, d�
k , i

�
k� belongs to ÿ with Zk � 0. Recall that �k � ýk ÿ Zk

since Zk � �Uk ÿ �1� ���dk. We have:

max
�xk, dk, ik�2ÿ

�k � max
�xk, dk, ik�2ÿ

ýk ÿ min
�xk, dk, ik�2ÿ

Zk � max
xk�0

ýk

showing that �x�k, d�
k , i

�
k� is an optimal solution of program (I).

Moreover, P1
k > 0, given that P1

k � 0 implies �k � 0 (see (11.9)). This
proves point (i).

Conversely, let �x��k , d��
k , i��k � be an optimal solution of program (I). The

optimal solution �x��k , d��
k , i��k � necessarily satis®es (11A.1). Assume the

contrary, then P1
k � 0 and �k � 0. But choosing xk � dk � 0 yields

�k � ek�1� �� > 0, a contradiction.
It is easy to show that �k is a strictly decreasing function of ik if dk > 0.

Since ýk does not depend on ik, Zk is a strictly increasing function of ik if
dk > 0, and it has been shown above that for all admissible xk, dk, there
exists ik such that (1.1) and Zk � 0 hold simultaneously. Any optimal
solution of program (I) therefore necessarily satis®es Zk � 0. Since�k and
ýk coincide on the set ÿ \ fZk � 0g, it follows that x��k maximises ýk,
showing that �x��k , d��

k , i��k �meets the requirements of points (a), (b) and (c)
in (ii). This completes the proof of point (ii). &

A.2 Proof of proposition 4

Point (i) is proved ®rst. IfP1
k � 1, thenP2

k � P3
k � 0 and (11.8) easily shows

that �Uk ÿ �1� ���dk � �ik ÿ ��dk � 0. Conversely, if �ik ÿ ��dk � 0, then,
either ik � � or dk � 0. If ik � �, thenC2

k � ; and P2
k � 0. From (11.8), it is

readily seen that

0 � �Uk ÿ �1� ���dk �
�
C3

k

��1� ���ek ÿ xk� � cxks� dG

In the above expression, the integrand is necessarily negative. Thus,P3
k > 0

would imply �Uk ÿ �1� ���dk < 0, a contradiction. If dk � 0, then C2
k � ;

and the same line of reasoning yields P3
k � 0. This shows that P1

k � 1.
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To prove point (ii), remark ®rst that point (i) trivially implies that
if P3

k > 0, then �ik ÿ ��dk > 0. Conversely, assume �ik ÿ ��dk > 0. Using
point (i) again, P2

k > 0 or P3
k > 0. Assume that P3

k � 0, then,

�Uk ÿ �1� ���dk � P1
k�ik ÿ ��dk �

�
C2

k

��1� ���ek ÿ xk� � xks� dG

Since �k > 0, then P1
k > 0 (see (11.9)). In addition, the integrand of the

above expression is non-negative on C2
k. Therefore, �Uk ÿ �1� ���dk > 0,

a contradiction showing that P3
k > 0. &

A.3 An example in which �S�x� is linear
We give here the details of the derivation of the limiting case considered in
section 6 of the chapter. In all that follows, we assume assumptions A10,
A20 and A3.

Under these assumptions, ���, r� � qmaxf0,�� �ÿ 1ÿ rg � �1ÿ q�
maxf0, �ÿ rg. De®ne the bounds r0 � �0 ÿ ��1� ��f =�1ÿ q�� and
r1 � �1 ÿ ��1� ��f =�1ÿ q��. Under A20, one shows that r0 � rmin and
r1 � rmax. To see this, note ®rst that r > r1 is equivalent to
�1ÿ q���1 ÿ r� < �1� ��f . Second, r > r1 implies �� �1 ÿ 1ÿ r <
�ÿ 1� ��1� ��f =�1ÿ q�� < ÿ��1 ÿ �0� < 0, where the next to last
inequality follows from assumption A20. A consequence of the above
inequalities is now that r > r1 implies ���; r� � �1ÿ q�maxf0, �ÿ rg <
�1� ��f , which in turn implies that the set of loan applicants is empty.

Next, r < r0 is equivalent to �1ÿ q���0 ÿ r� > �1� ��f , which implies
���, r� > �1� ��f for all � 2 ��0, �1� and thus that the set of loan applicants
is equal to ��0, �1�.

Finally, using assumption A20, it is easy to check that �� �ÿ 1ÿ r < 0
for all � 2 ��0, �1� and all r 2 �r0, r1�. If this is the case, ���, r� � �1ÿ q��
maxf0, �ÿ rg, so that the set of ®rms applying for a loan is f� 2
��0, �1�j�1ÿ q���ÿ r� � �1� ��f g, and that �̂�r� � r� ��1� ��f =�1ÿ q��.
This proves that rmin � r0 and rmax � r1.

Since � is uniformly distributed, A�r� � ��1 ÿ �̂�r��=��1 ÿ �0�. By the
same token, in the `bad state' of nature !0,

��!0, r� �
1

�1 ÿ �̂�r�

��1
�̂�r�

minf1� r,�� �g d�

and since minf1� r,�� �g � �� � for all r 2 �rmin, rmax�, simple compu-
tations show that ��!0, r� � �� 1

2 ��1 � �̂�r��.
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In the `good' state of nature !1,

��!1, r� �
1

�1 ÿ �̂�r�

��1
�̂�r�

minf1� r, 1� �g d�

and since under the integral sign, � � �̂�r� � r, clearly, minf1� r, 1� �g �
1� r. Thus, ��!1, r� � �1� r�.

Inversion ofA�r� yields 1� r�x� � �1 ÿ ÿ1x, where to simplify notation,
�1 � 1� �1 ÿ ��1� ��f =�1ÿ q��, ÿ1 � ��1 ÿ �0�. By de®nition, ~S�!1, x� �
1� r�x�. Simple computations then show that ~S�!0, x� � �0 ÿ ÿ0x, where
�0 � �� �1 and ÿ0 � ÿ1=2. It is ®nally easy to check that

�S�x� � �q�0 � �1ÿ q��1� ÿ �qÿ0 � �1ÿ q�ÿ1�x
In this example, the expected average return on loans �S�x� is linear with
respect to x.

A.4 Proof of proposition 5

Clearly, bank k can always obtain more than 0 by choosing xk � 0. Thus,
P1
k > 0, and the set of possible values of P1

k can be restricted to f1ÿ q, 1g.
Since in addition Smin belongs either to C1

k, C
2
k or to C3

k (see the de®nitions
in section 4), we know that necessarily, P2

k, P
3
k 2 f0; qg and that P2

k�
P3
k 2 f0, qg. De®ne Zk � �Uk ÿ �1� ���dk.
The safe case is characterised by P1

k � 1 and thus �S1
k � �S�x�. Bank k's

pro®t thus writes �1
k � �1� ��ek � xk� �S�x� ÿ �1� ��� � ��ÿ ik�dk, and

Zk � �ik ÿ ��dk. In the safe case, bank kwill always have an incentive to set
�ik ÿ ��dk � 0 and the depositor's individual rationality constraint is
therefore always binding. Substituting Zk � 0 in �1

k trivially yields the
expression

ý1
k � �1� ��ek � xk� �S�x� ÿ �1� ��� �11A:2�

The risky case is characterised byP1
k � �1ÿ q� and eitherP2

k � q orP3
k � q.

In this case, bank k's pro®t writes �c
k � �1ÿ q�f�1� ��ek�

xk�1� r�x�ÿ�1� ��� � ��ÿ ik�dkg, and Zk writes Zk��1ÿ q��ik ÿ ��dk�
q�1� ���ek ÿ xk� � xk �S

2
k � cxk �S

3
k. The subcase in which P2

k � q is domi-
nated by the safe case. More precisely, in this subcase, �S3

k � 0, but �c
k is

decreasing with respect to ik, while Zk increases with ik. Setting ik � �, the
bank would be perfectly safe ± that is, P1

k � 1 and P2
k � 0, and earn greater

pro®ts than if P2
k > 0. We thus neglect this subcase without loss of

generality.
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Assume now that P3
k � q in the risky case. Then, �S2

k � 0. For the same
reasons as before, the bank will choose �ik, dk� so as to meet the par-
ticipation constraint. It is easy to check that this can always be done.
Substituting Zk in �c

k with �S2
k � 0 and �S3

k � qSmin�x� yields the following
expression of pro®t:

ýc
k � �1� ��ek � xk� �S�x� ÿ �1� ��� ÿ �1ÿ c�qxkSmin�x�

�11A:3�
Expressions (11A.2) and (11A.3) can be rewritten as the concave functions
(11.13) and (11.14) (see pp. 250±1). Bank k's objective is expressed as
(11.13) if xk is safe and as (11.14) if xk is risky. Since the set of safe strategies
is closed ± i.e. �0, �Ak�, amaximumofýk always exists. It is equal either to the
maximum of ýc

k, or to �Ak or to the maximum of ý1
k. This completes the

proof of point (i). The above reasoning shows that point (ii) is also
true, since the depositors' participation constraint is binding in the two
relevant cases. &

A.5 Proof of proposition 7

Equation (11.17) has a unique solution xc� � ��c
q ÿ �1� �����n� 1�ÿc

q�ÿ1.
To be a Nash equilibrium, xc� must also satisfy �Ak��nÿ 1�xc�, e� �
Bc
k��nÿ 1�xc��, to ensure that a safe strategy does not yield greater pro®ts.

Since �Ak is one to one as a function of e, there exists a unique value, denoted
e1, such that �Ak��nÿ 1�xc�, e1� � Bc

k��nÿ 1�xc��. This proves that for all
e � e1, x

c
� is an equilibrium.

Equation (11.18) has a unique positive root, the expression of which is
given by

�x� � �A��e� � 1

2nÿ0

�
ÿ��1� �� ÿ �0�

�
��������������������������������������������������������������
��1� �� ÿ �0�2 � 4nÿ0�1� ��e

q �

Remark that �A��e� is a non-negative, strictly increasing function of ewhich
tends towards in®nity with e. In addition, �A��0� � 0. It follows that �A��e� is
one to one. But �x� is an equilibrium if it is a best response to �nÿ 1��x�, that
is, only if

�x� � Q1
k��nÿ 1��x�� �11A:4�

�x� � Bc
k��nÿ 1��x�� �11A:5�
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It is easy to show that inequality (11A.4) is equivalent to �x� � x1�, where x
1
�

is the solution of (11.19) (see below). Since �A��e� is one to one, there exists a
unique value e2 such that �A��e2� � x1�. It follows that a safe equilibrium
exists only if e � e2.

Inequality (11A.5) yields a lower bound on e for the existence of safe
equilibria. Since Bc

k is decreasing, it crosses the diagonal only once. More
precisely, let ~x be the unique solution of ~x � Bc

k��nÿ 1�~x�. De®ne then e3 as
the unique value of equity such that �A��e3� � ~x. Clearly, inequality (11A.5)
is satis®ed for all e � e3.We can therefore conclude that �x� is an equilibrium
if and only if e3 � e � e2.

Equation (11.19) has a unique solutionx1� � ��n� 1�ÿq�ÿ1��q ÿ �1� ���.
To be a Nash equilibrium, x1� must also satisfy x1� � �Ak��nÿ 1�x1�, e�. For
the same reasons as before, there exists a unique threshold es such that
x1� � �Ak��nÿ 1�x1�, es�. Remark that the latter equation is by de®nition
equivalent to �A��es� � x1�. Recalling the de®nition of e2 given above, it then
follows that es � e2. We conclude that x1� is an equilibrium if and only
if e � e2.

To summarise the above discussion, we have shown the existence
of three equity thresholds, e1, e2 and e3 which determine symmetric
equilibrium types.

It is straightforward to check that xc� is an increasing function of c, and
thus xc� < x1�, if and only if �1ÿ q��2�0 ÿ �1� � �1� �� > 0. Since�0 < 1�
� < �1, x

c
� is an increasing function of c if 3�0 > �1.Using the properties of

�Ak and Bc
k, the de®nitions of the thresholds, and xc� < x1�, the fol-

lowing string of inequalities is true: �Ak��nÿ 1�xc�, e1� � Bc
k��nÿ 1�xc�� <

Qc
k��nÿ 1�xc�� � xc� < x1� � �Ak��nÿ 1�x1�, e2� < �Ak��nÿ 1�xc�, e2�. Since �Ak

increases with e, it follows that e1 < e2.
Now, assume that ~x � xc�. Then, since Bc

k is decreasing,

~x � Bc
k��nÿ 1�~x� � Bc

k��nÿ 1�xc�� < Qc
k��nÿ 1�xc�� � xc�

a contradiction. Therefore, ~x < xc� < x1�. Finally, �A��e3� � ~x < x1� �
�A��e2�, and since �A��e� is increasing, e3 < e2. &
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12 How the adoption of a new
technology is aÿected by the
interaction between labour and
product markets

Xavier Wauthy and Yves Zenou

1 Introduction

It is commonly observed that ®rms in a given industry often use different
technologies. Many explanations can be given such as the history of each
®rm, the existence of patents and licences or differences in skilled labour
availability. These differences are often considered as exogenous in the
industrial organisation literature although, at some point, they must result
from ®rms' decisions. What should be clear, however, is that the use
of different technologies directly affects the degree of competition in a
given industry. In particular, equilibrium concentration is likely to re¯ect
technological asymmetries so that the fact that some ®rms persist in
using less ef®cient technologies could be viewed as a way to alleviate
competition.

It has been argued that the adoption of different technologiesmay re¯ect
strategic considerations. For example, in a completely symmetric environ-
ment, Mills and Smith (1996) show that the implications of technological
choices at the product-competition stage may induce ®rms to choose
different technologies. They consider a two-stage game in which ®rms
pre-commit to technological choices in the ®rst stage and compete in
quantities in the second. They de®ne particular technologies as speci®c
combinations of ®xed costs and constant marginal costs, a low marginal
cost being associatedwith a larger ®xed cost. In this context, once a ®rmhas
chosen the low-marginal-cost technology, the other ®rm may be better off
choosing the high-marginal-cost technology and save on ®xed costs. This
leads to heterogeneous technological choices, and thus to a higher industry
concentration in equilibrium. As argued by these authors, anti-trust policy
tends to view conducts that increase industry concentration with suspicion
but it turns out that in their model this conduct is precisely the one which
induces the larger welfare.
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In the present chapter, we also consider a duopoly set-up in which tech-
nologies choices are made in a strategic context. Firms are homogeneous
ex ante and face the same opportunities in the adoption of a new technol-
ogy. More precisely, we assume that an innovation process has been per-
fected and is freely available to all ®rms. In this context, ®rms must choose
whether or not they adopt this new technology. However, we introduce
labour market elements as a major determinant of technological choices.

To bemore speci®c, we show that when ®rms take into account the effect
of technological choices on labour market equilibrium, they can be led to
make different choices, even though they face a completely symmetric
opportunity set. Thus,we underline the role of labourmarkets as a (possibly)
major determinant of ®rms' strategical technological choices. At a broader
level, it can also be viewed as an attempt to model the interaction between
product and labour markets in oligopolistic industries. This considera-
tion has been widely neglected in the literature (with some important
exceptions, such as Horn and Wolinsky, 1988; Ulph and Ulph, 1994;
Gabszewicz andTurrini, 2000). This is somewhat paradoxical in viewof the
huge literature emphasising various forms of pre-commitments (in terms of
products' characteristics, capacity levels, . . .) as major strategic weapons
aimed at relaxing productmarket competition. In this respect, labour is just
one of these inputs over which pre-commitment is possible, if not natural.
Typically, as soon as the functioning of labour markets entails some form
of rigidity, there is room for some strategic behaviour aimed at relaxing
competition in the product market. Taking explicit account of the strategic
implications of labour market structures may well be part of the way
towards this `better understanding of how collusion works and what
antitrust authorities should do ± and can do ± about it' advocated by
Louis Phlips.1

The main intuition that underlies our chapter can be summarised as
follows. An innovation process is often viewed as a cost-reducing inno-
vation. The importance of the innovation is thus summarised by the
exogenous marginal cost differential it leads to. Here, we adopt a slightly
different view by stipulating that a process innovation consists in a more
ef®cient technology in the sense that it increases the marginal productivity
of labour. Note, then, that a higher marginal productivity of labour does
not imply a lower marginal cost of production since labour market
conditions may change owing to technological change. This is especially
likely to happen since the adoption of a new technology may involve an
adjustment of workers' skills. Re¯ecting this argument, we assume that
workers must acquire a speci®c training when they work in the innovative

1 Phlips (1995, p. 1).
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®rm. In other words, the adoption of the process innovation involves a
speci®c training cost. This training cost will in turn lead to the emergence
of a dual labour market structure in which the primary sector consists of
innovative ®rms demanding high-skilled workers and the secondary one
of standard ®rms with low-skilled workers. The adoption of the new
technology by one ®rm at least thus affects the structure of the labour
market. In order to model workers' behaviour in this context, we assume
that the workforce is heterogeneous in its ability to acquire the speci®c
training required in the primary sector. Workers' heterogeneity is central
for the analysis to follow. Within this framework, the ®rm's problem is
summarised as follows: in order to take advantage of the new technology,
the ®rm must attract workers in the primary sector ± i.e. induce some
workers to bear (part of) the training cost; this is obviously achieved
through higher wages. The labour market thus generates a negative
externality that in¯uences the choice of adopting the new technology.
In a very simple framework of Cournot competition, we show that an
innovation process which increases labour productivity may yield the three
following potential subgame perfect equilibria (hereafter, SPEs) outcomes:
no ®rm adopts the new technology; only one ®rm does it; both of them
adopt it. In otherwords, the conditions prevailing in the labourmarketmay
affect the adoption of a new technology in an industry and generate
heterogeneous technological choices.

The chapter is organised as follows. In section 2, we present the model.
The Cournot subgames are discussed in section 3 and SPEs are char-
acterised in section 4. In section 5,we discuss our results and section 6draws
some ®nal conclusions.

2 The model

The ®rm

We consider themarket for an homogeneous productwhose inverse demand
is given by p � 1ÿ q. Two ®rms are competing imperfectly in the product
market. They choose quantities in order to maximise their pro®ts in a non-
cooperativeway. Two technologies are available: the standard one, labelled
S and the new one, labelled N. We assume that once technologies are
adopted by ®rms, they use labour as their sole variable input.

Technology S yields a constant marginal productivity of labour which is
normalised to 1 for simplicity. It does not require any training period to
work in the ®rm that adopts S.2 The new technologyN is more ef®cient and

2 Indeed, `adopting' S basically amounts to sticking to the old technology for which
workers are already adequately trained.
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therefore exhibits a constant marginal productivity of labour equal to
a > 1. However, it requires training costs that are exogenously shared
between workers and ®rms (g is the fraction borne by workers).

In this context, we consider a two-stage game in which ®rms precommit
to technological choices in the ®rst stage and compete `aÁ laCournot' in the
second stage.

The workforce

In order to model workers' behaviour, we adopt a framework inspired by
the address models developed in product differentiation theories. Workers
are endowed with one indivisible unit of labour and are all heterogeneous.
Indeed, they all differ in their ability of acquiring skills and are uniformly
distributed in a (compact) interval [0, L] where L is arbitrarily large;
x 2 �0,L� denotes the type of worker by measuring his unit training cost.
The density in the interval [0,L] is 1.Workers decide towork in the ®rm that
offers the highest net wage.

The labour market

As stated in the introduction, there is a dual labour market structure
with heterogeneous workers. The secondary sector is de®ned by ®rms that
adopt the standard technology Swhich does not require training costs. We
assume that in this sector the labourmarket is competitive andwedenote by
v the market-clearing wage. At this wage, a worker is indifferent between
working in the secondary sector andbeing unemployed. In the context of an
homogeneous workforce, this sector is typically viewed as a waiting sector
since workers are always better off in the primary one (Burda, 1988; Saint-
Paul, 1996).When the labour force is heterogeneous, this is not always true
because of the training costs required in the primary sector (Wauthy and
Zenou, 1997). The primary sector is composed of ®rms that adopt the new
technology which entails a speci®c training cost. Without loss of generality
we normalise it to a units. As stated above, we assume that the training
cost is exogenously shared between ®rms and workers (g being the fraction
borne byworkers).When a ®rm adopts the new technologyN there is a new
labourmarket for speci®c skills since primary ®rmsmust set awage above v
to induce individuals towork there.We assume that the netwage associated
with a skill acquisition of a units is de®ned by wÿ gxa for a worker of
type x. The reservationwage of aworker of type x for such a job is therefore
equal to v� gax.

It should be clear by now that our view of the labour market is inspired
by address models of vertical differentiation. The primary and secondary
jobs are vertically differentiated in the sense that at equalwages, all workers
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would prefer to allocate their labour unit in the secondary sector in order to
save on training costs.Moreover, workers differ in theirwillingness towork
in the primary sector, depending on their de®ning attribute, as re¯ected in
the distribution of reservation wages.

In both markets the wage is set non-strategically so as to clear the
market.3 In the primary sector, labour supply for a wage level w is given by
the set of workers of types x for which wÿ gxa � v. We may thus express
the labour supply in the primary market as follows:

LS � wÿ v

g � a �12:1�

The labour demand in the samemarket is given by the aggregate demand of
®rms which depends on production decisions. By denoting the (aggregate)
labour demand by LD, the equilibrium wage in the primary sector is
given by:

w � v� g � a � LD �12:2�
We are now able to characterise the ®rm's training cost under technol-

ogy N. Consider ®rst the case when only one ®rm is active in the primary
sector and demands LD workers. Given that the wage is chosen so as to
equate supply and demand, the set of workers who supply their labour unit
consists of workers of types x 2 �0,LD�. The total training cost borne by the
®rm is equal to:

TCNS �
�LD

0

a�1ÿ g�x dx � a�1ÿ g�
2

�LD�2 �12:3a�

Consider now the case when both ®rms adopt the new technology. We
assume that workers are allocated randomly to jobs. In this case, the
training cost is:

TCNN � a�1ÿ g�
2

�LD
1 � LD

2 �LD
1 �12:3b�

Observe that when ®rms bear all the training cost ± i.e. g � 0 ± no dual
labour market structure emerges because there is an asymmetry between
workers and ®rms. Indeed, workers are indifferent between the two types of
jobs at wage v but ®rms are not indifferent to the workers' type since the
training cost increases with x. We must assume in this case that ®rms are
able to identify workers' type in order to select only the most able ones.

3 The role of this assumption will be discussed later. Notice, however, that strategic wage-
setting in the primary market will dramatically affect firms' incentives.
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Notice, however, that sharing the training cost leads to the workers' self-
selection, thereby dispensing with the need of the ®rm to screen them.

3 The second stage: Cournot subgames

It follows from section 2 that adopting the new technology N in the ®rst
stage has twomain implications for competition in the second: it allows the
®rm to bene®t from ahighermarginal product and it changes the ®rm's cost
structure. Indeed, since the wage in the primary sector must rise in order to
attract more (and thus less able) workers, the wage bill and the part of the
training cost borne by the ®rm are now bothmarginally increasing with the
output level. In other words, choosingN in the ®rst stage yields an increasing
marginal cost in the second stage. Furthermore, the choice of S implies a
lower marginal product of labour but a constant marginal cost since no
training cost is required, allowing ®rms to hire workers from the secondary
labour market at wage v. Consequently, when considering the adoption of
technologyN, ®rms face a trade-off between marginal product of labour and
costs' structure. Observe that the rival's choice exerts a negative externality
since the wage pressure is greater when the two ®rms are active in the
primary sector, thereby increasing marginal cost levels.

As usual, to study the technological choice by ®rms, we solve the two-
stage game by backward induction. Let us thus start with the Cournot
subgames.

There are three possible Cournot subgames depending on whether one,
two or none of the ®rms has chosen the technology N. Since marginal
productivity of labour is constant, we can express output as a direct
function of labour input. If we denote by li the labour input in ®rm i, we can
summarise ®rms' payoffs in the second stage as follows.

Subgame (S, S ): both ®rms choose the standard technology.
We have a standard symmetric Cournot gamewith constant marginal cost.
Therefore, the two ®rms face the following payoff function:

�i � li�1ÿ li ÿ lj� ÿ vli i, j � 1, 2

Firms' best replies are symmetric and given by:

li �
1ÿ vÿ lj

2
i � 1, 2

and it is easily checked that the Nash equilibrium quantity is equal to:

lSS1 � lSS2 � 1ÿ v

3
�12:4�
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with payoffs

�SS
1 � �SS

2 � 1ÿ v

3

� �2

�12:5�

Subgame (N, S ): one ®rm chooses the standard technology and the other
the new one.
By convention let ®rm 1 choose the new technology N and ®rm 2
the standard one S. Using (12.2) and (12.3a), we obtain the following
payoffs:

�1 � al1�1ÿ al1 ÿ l2� ÿ �v� agl1�l1 ÿ
a

2
�1ÿ g��l1�2

�2 � l2�1ÿ al1 ÿ l2� ÿ vl2

The best replies are therefore given by:

l1 �
aÿ vÿ al2

a�2a� g� 1� , l2 �
1ÿ vÿ l1

2

and the Nash equilibrium labour demands are equal to:

lNS
1 � a�1� v� ÿ 2v

a�3a� 2g� 2� , lNS
2 � 1� a�1ÿ 2v� ÿ g�1ÿ v�

3a� 2g� 2

�12:6�
The payoffs functions are:

�NS
1 � 1� 2a� g

2a

� �
a�1� v� ÿ 2v

3a� 2g� 2

� �2
�12:7a�

�NS
2 � 1� a�1ÿ 2v� ÿ g�1ÿ v�

3a� 2g� 2

� �2
�12:7b�

Subgame (N, N ): both ®rms choose the new technology.
Using (12.2) and (12.3b) we characterise ®rms' symmetric payoffs as
follows:

�i � ali�1ÿ ali ÿ alj� ÿ v� ag�li � lj�
� �

li ÿ
a

2
�1ÿ g��li � lj�li

i, j � 1, 2

Firms' best replies are symmetric and given by:

li �
2�aÿ v� ÿ a�2a� g� 1�lj

2a�2a� g� 1�
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The Nash equilibrium quantities and pro®t are respectively equal to:

lNN
1 � lNN

2 � 2�aÿ v�
3a�2a� g� 1� �12:8�

�NN
1 � �NN

2 � 2

a

aÿ v

3�2a� g� 1�
� �2

�12:9�

By symmetry �NS
i � �SN

i , i � 1, 2 and table 12.1 thus summarises the
Cournot equilibrium payoffs in the four possible subgames.

The following comments are in order here. First, themain implication of
technological choices in the Cournot game is captured by their effects on
marginal costs for a ®rm choosing N. They are given by the following
expressions in subgames (N, S), (N, N ), respectively:4

mc1�NS� � v� �1� g� q1
a

�12:10�

mci�NN� � v

a
� 1� g

2a
qj �

1� g

a
qi i, j � 1, 2 �12:11�

Observe that the slope of themarginal cost does not depend onwhether one
or two ®rms uses the technology, but the value of the intercept does.This is
the externality coming from the labour market. Inspection of (12.10) and
(12.11) reveals that adopting the new technology implies an increasing
marginal cost, however training costs are shared between the ®rms and the
workers. Note that the larger the part of the training cost borne by the
workers the steeper the marginal cost. This might seem surprising at ®rst
glance since a higher g lowers the part of training cost borne by the ®rm but
since workers' training costs increase, a higher wage is required at the
margin to attract an additional worker. We thus observe a (negative)
training cost effect and a (positive) wage-bill effect. Since we have assumed

Table 12.1 The second-stage payoff matrix

N S

N ��NN
1 ,�NN

2 � ��NS
1 ,�NS

2 �
S ��SN1 , �SN

2 � ��SS
1 ,�SS

2 �

4 Remember that in subgame (N, S ) by convention firm 1 chooses the new technology N
and firm 2 the standard one S.
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that ®rms were not allowed to discriminate in gross wages, it is quite
intuitive to understand that this second effect dominates the ®rst.5

Second, the (N, S ) subgame deserves special attention. Indeed, since
only ®rm 1 has adopted the new technology, the two ®rms compete in
quantities under different cost structures. Therefore we cannot ensure a
priori that both ®rms will be active in equilibrium. It could indeed happen
thatN is a drastic innovation. In the present setting, a `drastic innovation' is
de®ned as an innovation such that only ®rm N is active in equilibrium,
enjoying the associated monopoly pro®ts. Computations indicate that the
condition for a non-drastic innovation is that:

a�1ÿ 2v� � 1� g�1ÿ v� > 0

Therefore, whenever v � 1=2 the condition for a non-drastic innovation is
automatically ful®lled. When v > 1=2, the condition is:

1 < a <
1� g�1ÿ v�

2vÿ 1

Thus, for a large enough, theS®rm is pulled out of the industry. Restricting
our analysis to non-drastic innovations and thus assuming that v � 1=2
in the sequel, it is interesting to compare output and pro®t levels in
equilibrium. Straightforward computations indicate that q�1 > q�2 if and
only if:

a >
1� g� v�2� g�

3v
> 1

In other words, in order for the N ®rm to produce more than the S ®rm in
equilibrium, amust be high enough.Therefore, for relatively lowvalues of a
theN ®rm is dominated at the Cournot equilibrium. Correspondingly, it is
possible to show (numerically) that in the asymmetric Cournot game,
a must be large enough in order to ensure that the N ®rm captures higher
pro®ts than the S one in equilibrium.However, the larger g, the more likely
it is that the adoption of the new technology N generates competitive
advantage. These results are quite intuitive. Indeed, since ®rms face
different cost structures ± i.e. ®rm 1 faces a marginal cost equal to �v�
�1� g� q1�=a while ®rm 2's marginal cost is v, ®rm 1 bene®ts from a
marginal cost advantage only for relatively low output levels ± i.e.
for q1 < v�aÿ 1�=�1� g�. This explains why a technology which

5 Observe from (12.9) that when both firms adopt the new technology, their payoffs
depend negatively on g. Therefore, in our example, firms could be inclined to bear all the
training cost.
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increases labour productivity is not necessarilymore pro®table. The labour
market parameters are thus crucial here. We summarise our ®ndings in
proposition 1.

Proposition 1: When adoption involves a speci®c training cost, adopting
the new technology does not imply competitive advantage in equilibrium.

4 Technological choices

Before we study the ®rst stage of our game, it is useful to consider the
extreme case in which the new technology does not require speci®c training
cost ± i.e. the labour cost is invariably given by v. Since we have assumed
that the technology N is freely available, it is clear that both ®rms will
always choose technology N in a subgame perfect equilibrium (SPE). In
other words, as long as the adoption of the technology does not affect the
labour market, both ®rms adopt it. However, we will show now that the
existence of a speci®c training cost in the primary sector may lead to
heterogeneous technological choices.

Let us now analyse the ®rst stage in which ®rms choose the type of
technology (strategies N, or S ). The payoffs matrix of this game is derived
from the equilibrium of the different subgames solved in section 3 and
summarised by table 12.1. In order to characterise the equilibrium6 in the
®rst-stage of the game, we characterise ®rms' best replies and concentrate
on non-drastic innovations. It is indeed obvious that if the innovation is
drastic, both ®rms will adopt it. Using table 12.1, the problem can be
summarised as follows:

. If ®rm j chooses the technology S, the best reply for ®rm i is S if and
only if:

1ÿ v

3

� �2

� 1� 2a� g

2a

� �
a�1� v� ÿ 2v

3a� 2g� 2

� �2
�12:12�

. If ®rm j chooses the technology N, the best reply for ®rm i is N if and
only if

2

a

aÿ v

3�2a� g� 1�
� �2

� 1� a�1ÿ 2v� ÿ g�1ÿ v�
3a� 2g� 2

� �2
�12:13�

Observe that (12.12) is a polynomial expression of degree 3 whose
analytical solution turns out to be quite messy. Equation (12.13) is a

6 We concentrate exclusively on pure strategy equilibria.
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polynomial expression of degree 5 for which no analytical solution can be
found. We have therefore performed numerical computations using the
Mathematica Software in order to solve the problem. Observe, however,
that all rational functions entering in both equations are well de®ned
continuous functions in the relevant parameters' constellations ± i.e. for
a > 1, v < 1 and g 2 �0, 1�. We can therefore rely on the results of our
numerical computations.7

For any given value of the market-clearing wage v � 1=2, we have
identi®ed two functions, ÿ(g) and �(g) which characterise the solution in a
of (12.12) and (12.13), respectively. Figure 12.1 summarises the results of
our numerical computations by plotting the functions ÿ(g) and �(g) for
some ®xed level of v.

. When a < ÿ�g�, S is a best reply against S

. When a > ��g�, N is a best reply against N

. When a 2 �ÿ�g�, ��g��, N is a best reply against S and S is a best reply
against N.

It follows that for a 2 �1, ÿ�g��, (S,S) is the unique SPE. When
a 2 �ÿ�g�, ��g��, we have two SPEs involving only one ®rm adopting the

(N,N)

10

1

a

(S,S)

(S,N)(N,S)

d (g)

g (g)

g

Figure 12.1 A representative partition of the (a, g) space according to the nature
of SPE

7 Under the assumption that v � 1=2, these functions are in fact monotone in the relevant
domain of a > 1 and g 2 �0, 1�.
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new technology. Finally for a > ��g�, we have a unique SPE in which both
®rms adopt the new technology.

Note that the interval [ÿ(g), �(g)] is never empty. Therefore, we always
end up with a partition of the (a, g) space into three regions, each of them
corresponding to one of our three possible SPE outcomes. Computations
also indicate that ��g� ÿ ÿ�g� is increasing in g.

Proposition 2: We obtain the following result that does not depend on
the way ®rms and workers share the training cost.

. When the productivity gain is small, none of the ®rm adopts tech-
nology N in an SPE

. When the productivity gain is large, the two ®rms adopt technology
N in an SPE

. For intermediate values of the productivity gain, one ®rm only
adopts technology N.

Proposition 2 establishes that, even in the absence of patent protection
or licence fees, a process innovation may not be adopted by all ®rms within
a given industry. This may thus explain endogenously technological
heterogeneity. This result proceeds ®rst from the idea that the adoption
of a new technology tends to carrywith it an adjustment of the labour force:
the matching between skills' requirements associated with the innovation
and skill availability in the labour market becomes central. It is indeed
obvious that a technology whose skill requirements are much above
existing standards in the labour market is not very likely to be adopted,
simply because the training costs involvedwould be too high. This provides
a ®rst and direct link between labour markets and technology adoption.
However, it hardly explains heterogeneous choices by the ®rms. This is
where strategic considerations comes into play. Indeed, in an oligopolistic
industry, the attractiveness of an innovation process will depend on rivals'
choices. In the present analysis, the labour market exerts a negative
externality. Indeed, once a ®rm has chosen the new technology, this
technology becomes less attractive to the other because of a labour cost
effect. Once a ®rmhas adopted the new technology, itmay be optimal to the
other ®rm to chooseS because it would otherwise imply a higher pressure in
the primary labour market, thereby pushing wages and thus production
costs up. Clearly, the rise in marginal productivity of labour has to be large
enough inorder to sustain a symmetric (N,N) equilibrium± i.e. toovercome
the negative externality. Moreover, since quantities are strategic substi-
tutes, choosing technology S may allow the ®rm to bene®t from the less
aggressive behaviour of the N ®rm, which is facing increasing marginal
cost. This argument is best illustrated by the fact that in an asymmetric
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equilibrium, the S ®rm may be the dominant one. It also follows that if
®rms were to choose technologies in sequence ± i.e. in a Stackelberg-
like framework ± the ®rst-mover advantage could take the form of a
non-adoption.

Clearly, our result bears some resemblance to that of Mills and Smith
(1996) since they also conclude with heterogeneous choices of technologies
as possible equilibrium outcomes. However, one major difference has to
be underlined. In their paper, the relative attractiveness of the different
technologies depends exclusively on their in¯uence for the competition
in the product market since associated costs are exogenously given. In the
present analysis, the relative attractiveness of the new technology is
endogenous to the ®rms' choices owing to the explicit treatment of the
labour market.

5 Discussion

In section 4, we have shown by means of an example that, when ®rms take
into account the effects of technological progress on labour market
equilibrium, they could be led to choose different technologies although
they face ex ante a completely symmetric opportunity set. Admittedly, the
model we have considered relies on very speci®c assumptions. It is therefore
important to evaluate the robustness of our conclusions in more general
settings.

Let us ®rst discuss the relevance of training costs as the central argument
governing labourmarket behaviour. Although this seems quite natural in a
context of new technologies, it should be clear that a similar argument can
apply to any context in which technological choices are associated with
speci®c, thin, labour markets. Indeed, what is basically required for our
result is a ®nitely elastic labour supply, so that a ®rm faces an increasing
marginal cost. Second, the training sequence we consider is rather special.
Indeed, in our static framework, it is implicitly assumed that training and
production are taking place simultaneously. It is perhaps more intuitive to
assume that production takes place after some training period. In this case,
adopting the new technology will amount to bearing ®rst a training cost,
which depends on the number of workers hired and can be viewed as a
sunk cost afterwards, and facing a constant marginal cost of production
corresponding to the wage level. Note, then, that this does not preclude the
existence of heterogeneous choices. Indeed, the labour market still exerts a
negative externality since the level of the (®xed) training cost depends on the
aggregate labour demand and thus on rivals' choices.More fundamentally,
this would affect the conditions of competition in the second stage. Indeed,
the numbers of workers trained will determine the production capacities in
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the Cournot game, so that product competition takes place under limited
production capacities.

Another limitation of the model is that the wage in the primary sector is
set according to a Walrasian mechanism. Since at most two ®rms operate
in this market, it seems natural to consider that these ®rms enjoy some
market power. Doing this would raise very serious technical problems ± in
particular, the existence of an equilibrium in wages may be highly
problematic, especially when both ®rms are active in the primary market.
When the two ®rms are active in the primary market, a Bertrand-like
competition is likely to be observed. Since workers maximise net wages and
®rms require identical training, a slight differential is suf®cient for one ®rm
to capture all workers ± or, more precisely, to enjoy the possibility of
choosing among the entire set of applicants at this wage. Firms could
therefore enter in a upper-bidding process. It is clear, however, that
de®ning a wage equilibrium in this case is quite problematic. Indeed, wages
determine the labour supply addressed to each ®rm, and thereby produc-
tion capacities. A game where ®rms choose wages and quantities simulta-
neously would face ®rst a de®nition problem ± indeed, the strategies in the
quantity game would be contingent on the wage schedule, since this would
determine maximal outputs. Let us assume then that ®rms set wages and
quantities sequentially. This amounts to considering a two-stage game in
which ®rms name wages, hire workers and train them in the ®rst stage and
compete in quantities in the second. Let us assume that ®rms cannot ®re
workers in the second period. Thus, all costs are borne in the ®rst stage and
are irrelevant in the second. Characterising an SPE of this game is not easy.
An outcome of the ®rst stage consists in a vector of wages and labour force
for each ®rm. Any such outcome de®nes a very simple game at the second
stage where ®rms are Cournot competitors facing a limited production
capacity. Unfortunately, the ®rst stage of the game is not so simple. Recall
thatworkers allocate their labour unit by comparingnetwages. Ifwages are
equal they are indifferent between the two®rms, otherwise they apply to the
high-wage ®rm. However, it is not obvious that this ®rm should hire all
applicants so that some applicants can be rationed and may be willing to
accept a position in the low-wage ®rm. Choosing a wage slightly above the
rival's, allows a ®rm± say, ®rm 1 ± to capture thewhole labour supply in the
primary market. Either ®rm 1 hires all applicants, which implies that
production capacity of ®rm 2 is zero in the Cournot game, or ®rm 1 hires
only part of the applicants and obviously the one exhibiting the lowest
training costs. Note, then, that increasing the wage above the other's has
two implications. First it allows the ®rm to pre-empt the market com-
pletely, but it also allows the ®rm to select among the applicants the most
able ones, in which case ®rm 2's output is determined by the residual supply
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addressed to her after ®rm 1 has hired all the workers it wants. A wage
increasemay in fact therefore, result in a lower cost. Thus, although it seems
intuitive that an equilibrium should involve equal wages, the existence of
such an equilibrium is not guaranteed. Consider an equilibrium candidate
with equal wages set at a level which determines the aggregate labour
supply required for producing the symmetric Cournot equilibriumoutputs.
Raising the wage slightly above the other's is clearly pro®table simply
because it allows the ®rm to bene®t from lower cost associated with the
possibility of choosing the most able applicants.

In view of the preceding remarks, it is worth discussing alternative
frameworks for modelling product market competition. In this respect our
results largely depend on the assumption that ®rms set quantities instead
of prices. Indeed, in the present framework, the adoption of the new
technology yields increasing marginal costs, and it is well known that the
existence of a pure strategy equilibrium in prices is problematic in this case.
Note that if ®rmswere to hire workers before price competition takes place,
a similar problem would arise since ®rms would then face limited pro-
duction capacities as a function of their labour force. What makes the
problem serious is that if on the one hand a pure strategy equilibrium does
not exist, on the other payoffs associated with amixed strategy equilibrium
will be above the Bertrand ones. Thus, ®rms would be inclined to adopt
the new technology because the resulting changes in the labour market
translate into quantitative restrictions in the product market. Firms have
a clear incentive to adopt the new technology, since it has the desirable
implicationof relaxingprice competition.More generally, under price com-
petition, ®rms could be tempted to use the labour market strategically, in
order to achieve more collusive outcomes. Technological choices could be
viewed as commitments to particular cost functions (seeVives, 1986). These
choices are then governed by their strategic implications for product
market competition and equilibrium outcomes are likely to be viewed as
less competitive.

6 Concluding remarks

In this chapter, we have considered an example where the structure of the
labour market affects ®rms' technological choices. The adoption of a new
technology involves an adjustment of workers' skills which essentially
translates into an increasing marginal cost. The labour market entails a
negative externality because a ®rm's incentive to adopt the new technology
depends on the shape of the resulting cost function, which in turn depends
on the other ®rms' choices. In this context, ®rms may be led to choose
different technologies in equilibrium ± i.e. in equilibriumnot all ®rms adopt
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the new technology. The present chapter can be viewed as amodest attempt
to introduce labour market components in the analysis of oligopolistic
industries. In this respect, we have shown that the structure of the labour
market may have very important implications: in particular, it directly
affects the degree of competition in the product market. Even though we
have stressed that generalisations should not be expected to be easy, we
believe that this topic deserves to be investigated further.
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