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Some of the greatest advances in finance over the past two to three decades have come in the field of risk management. Theoretical developments have enabled us to disaggregate risk elements and thus better identify and price risk factors. New instruments have been created to enable practitioners to more actively manage their risk profiles by shedding those exposures they are not well placed to hold while retaining (or levering) those that reflect their comparative advantage. The practical consequence is that the market for risk management instruments has grown exponentially. These instruments are now actively used by all categories of institution and portfolio managers.

Partly as a result of this, the business of portfolio management has become enormously more competitive. Falling interest rates have motivated clients to be more demanding in their search for yield. But it would probably have happened anyway. Institutional investors are continuously seeking a more efficient risk–return combination as well as deciding exactly where on the risk–return frontier they wish to position themselves. All this requires constant refinement of portfolio management techniques to keep up with evolving best practice.

The basic insights behind the new techniques of risk management depend on mathematical innovations. The sophistication of the emerging methodology has important strengths, but it also has limitations. The key strength is analytic rigor. This rigor, coupled with the computational power of modern information technology, allows portfolio managers to quickly assess the risk characteristics of an individual instrument as well as measure its impact on the overall risk structure of a portfolio.

The opposite side of the coin to analytic rigor is the complexity of the models used. This complexity opens a gap between the statistical measurement of risk and the economic intuition that lies behind it. This would not matter too much if models could always be relied on to produce the “right” results. After all, we do not need to understand internal combustion or hydraulic braking to drive a car. Most of the time, of course, models do produce more or less the right answers. However, in times of stress, we become aware of two key limitations. First, because statistical applications must be based on available data, they implicitly assume that the past is a good guide to the future. In extreme circumstances, that assumption may break down.
Second, portfolio modeling techniques implicitly assume low transaction costs (i.e., continuous market liquidity). Experience has taught (notably in the 1998 episode) that this assumption must also be used carefully.

Credit risk modeling presents added complications. The diversity of events (macro and micro) that can affect credit quality is substantial. Moreover, correlations among different credits are complex and can vary over time. Statistical techniques are powerful tools for capturing the lessons of past experience. In the case of credit experience, however, we must be particularly mindful of the possibility that the future will be different from the past.

Where do these reflections lead? First, to the conclusion that portfolio managers need to use all the tools at their disposal to improve their understanding of the forces shaping portfolio returns. The statistical techniques described in this book are indispensable in this connection. Second, that senior management of institutional investors and their clients must not treat risk management models as a black box whose output can be uncritically accepted. They must strive to understand the properties of the models used and the assumptions involved. In this way, they will better judge how much reliance to place on model output and how much judgmental modification is required.

Srichander Ramaswamy’s book responds to both these points. A careful reading (which, admittedly, to the uninitiated may not be easy) should give the reader a better grasp of the practice of portfolio management and its reliance on statistical modeling techniques. Through a better understanding of the techniques involved, portfolio managers and their clients will become better informed and more efficient players in the financial system. This is good for efficiency and stability alike.

Sir Andrew Crockett
Former General Manager
Bank for International Settlements
Currently, credit risk is a hot topic. This is partly due to the fact that there is much confusion and misunderstanding concerning how to measure and manage credit risk in a practical setting. This confusion stems mainly from the nature of credit risk: It is the risk of a rare event occurring, which may not have been observed in the past. Quantifying something that has not been previously observed requires using models and making several assumptions. The precise nature of the assumptions and the types of models used to quantify credit risk can vary substantially, leading to more confusion and misunderstanding and, in many cases, practitioners come to mistrust the models themselves.

The best I could have done to avoid adding further confusion to this subject is to not write a book whose central theme is credit risk. However, as a practitioner, I went through a frustrating experience while trying to adapt existing credit risk modeling techniques to solve a seemingly mundane practical problem: Measure and manage the relative credit risk of a corporate bond portfolio against its benchmark. To do this, one does not require the technical expertise of a rocket scientist to figure out how to price complex credit derivatives or compute risk-neutral default intensities from empirically observed default probabilities. Nevertheless, I found the task quite challenging. This book grew out of my conviction that the existing literature on credit risk does not address an important practical problem in the area of bond portfolio management.

But that is only part of the story. The real impetus to writing this book grew out of my professional correspondence with Frank Fabozzi. After one such correspondence, Frank came up with a suggestion: Why not write a book on this important topic? I found this suggestion difficult to turn down, especially because I owe much of my knowledge of bond portfolio management to his writings. Writing this book would not have been possible without his encouragement, support, and guidance. It has been both a pleasure and a privilege to work closely with Frank on this project.

While writing this book, I tried to follow the style that sells best on trading floors and in management meetings: Keep it simple. However, I may have failed miserably in this. As the project progressed, I realized that quantification of credit risk requires mathematical tools that are usually not taught at the undergraduate level of a nonscience discipline. On the positive
side, however, I strove to find the right balance between theory and practice and to make assumptions that are relevant in a practical setting.

Despite its technical content, I hope this book will be of interest to a wide audience in the finance industry. Institutional investors will find the book useful for identifying potential risk guidelines they can impose on their corporate bond portfolio mandates. Risk managers will find the risk measurement framework offers an interesting alternative to existing methods for monitoring and reporting the risks in a corporate bond portfolio. Portfolio managers will find the portfolio optimization techniques provide helpful aids to portfolio selection and rebalancing processes. Financial engineers and quantitative analysts will benefit considerably from the technical coverage of the topics and the scope the book provides to develop trading tools to support the corporate bond portfolio management business.

This book can also serve as a one-semester graduate text for a course on corporate bond portfolio management in quantitative finance. I have used parts of this book to teach a one-quarter course on fixed income portfolio management at the University of Lausanne for master’s-level students in banking and finance. To make the book student-friendly, I have included end-of-chapter questions and solutions.

Writing this book has taken substantial time away from my family. I thank my wife, Esther, for her support and patience during this project, my first son, Björn, for forgoing bedtime stories so that I could work on the book, and my second son, Ricardo, for sleeping through the night while I was busy writing the book. I am also very grateful for the support of the management of the Bank for International Settlements, who kindly gave me the permission to publish this book. In particular, I would like to thank Bob Sleeper for his encouragement and support, and for providing insightful comments on the original manuscript of this book. Finally, I wish to express my gratitude to Pamela van Giessen, Todd Tedesco, and Jennifer MacDonald at John Wiley for their assistance during this project.

The views expressed in this book are mine, and do not necessarily reflect the views of the Bank for International Settlements.

Srichander Ramaswamy
CHAPTER 1

Introduction

MOTIVATION

Most recent books on credit risk management focus on managing credit risk from a middle office perspective. That is, measuring and controlling credit risk, implementing internal models for capital allocation for credit risk, computing risk-adjusted performance measures, and computing regulatory capital for credit risk are normally the topics dealt with in detail. However, seen from a front office perspective, the need to manage credit risk prudently is driven more by the desire to meet a return target than the requirement to ensure that the risk limits are within agreed guidelines. This is particularly the case for portfolio managers, whose task may be to either replicate or outperform a benchmark comprising corporate bonds. In performing this task, portfolio managers often have to strike the right balance between being a trader and being a risk manager at the same time.

In order to manage the risks of the corporate bond portfolio against a given benchmark, one requires tools for risk measurement. Unlike in the case of a government bond portfolio, where the dominant risk is market risk, the risk in a portfolio consisting of corporate bonds is primarily credit risk. In the portfolio management context, standard practice is to measure the risk relative to its benchmark. Although measures to quantify the market risk of a bond portfolio relative to its benchmark are well known, no standard measures exist to quantify the relative credit risk of a corporate bond portfolio versus its benchmark. As a consequence, there are no clear guidelines as to how the risk exposures in a corporate bond portfolio can be quantified and presented so that informed decisions can be made and limits for permissible risk exposures can be set. The lack of proper standards for risk reporting on corporate bond portfolio mandates makes the task of compliance monitoring difficult. Moreover, it is also difficult to verify whether the portfolio manager acted in the best interest of the client and in line with the spirit of the manager’s fiduciary responsibilities.

The lack of proper risk measures for quantifying the dominant risks of the corporate bond portfolio against its benchmark also makes the task of
choosing the right bonds to hold in the portfolio rather difficult. As the number of issuers in the benchmark increases, identifying a subset of bonds from the benchmark composition becomes cumbersome even with the help of several credit analysts. This is because corporate bond portfolio management concerns itself with efficient diversification of the credit risk through prudently selecting which bond obligors to include in the portfolio. In general, it has less to do with the identification of good credits seen in isolation. The diversification efficiency is measured relative to the level of credit diversification present in the benchmark portfolio. Selecting bonds such that the aggregate risks of the corporate portfolio are lower than those of the benchmark while simultaneously ensuring that the portfolio offers scope for improved returns over those of the benchmark invariably requires the use of quantitative techniques to drive the portfolio selection process.

This book was written to address these difficulties with respect to managing a corporate bond portfolio. In doing this, I have tried to strike a reasonable balance between the practical relevance of the topics presented and the level of mathematical sophistication required to follow the discussions. Working for several years closely with traders and portfolio managers has helped me understand the difficulties encountered when quantitative methods are used to solve practical problems. Invariably, many of the practical difficulties tend to be overlooked in a more academic setting, which in turn causes the proposed quantitative methods to lose practical relevance. I have made a strong attempt to not fall into this trap while writing this book. However, many of the ideas presented are still untested in managing real money.

SUMMARY OF THE BOOK

Although this book’s orientation is an applied one, some of the concepts presented here rely substantially on quantitative models. Despite this, most of the topics covered are easily accessible to readers with a basic knowledge of mathematics. In a nutshell, this book is primarily about combining risk management concepts with portfolio construction techniques and explores the role quantitative methods can play in this integration process with particular emphasis on corporate bond portfolio management. The topics covered are organized in a cohesive manner, so sequential reading is recommended. Briefly, the topics covered are as follows.

Chapter 2 covers basic concepts in probability theory and linear algebra that are required to follow certain sections in this book. The intention of this chapter is to fill in a limited number of possible gaps in the reader’s knowledge in these areas. Readers familiar with probability theory and linear algebra could skip this chapter.
Chapter 3 provides a brief introduction to the corporate bond market. Bond collateralization and corporate bond investment risks are briefly discussed. This chapter also gives an overview of the practical difficulties encountered in trading corporate as opposed to government bonds, the important role corporate bonds play in buffering the impact of a financial crisis, the relative market size and historical performance of corporate bonds. The chapter concludes by arguing that the corporate bond market is an interesting asset class for the reserves portfolios of central banks and for pension funds.

Chapter 4 offers a brief review of market risk measures associated with changes to interest rates, implied volatility, and exchange rates. Interest rate risk exposure in this book is restricted to the price sensitivity resulting from changes to the swap curve of the currency in which the corporate bond is issued. Changes to the bond yield that cannot be explained by changes to the swap curve are attributed to credit risk. Taking this approach results in considerable simplification to market risk modeling because yield curves do not have to be computed for different credit-rating categories.

Chapter 5 introduces various factors that are important determinants of credit risk in a corporate bond and describes standard methods used to estimate them at the security level. It also highlights the differences in conceptual approaches used to model credit risk and the data limitations associated with parameter specification and estimation. Subsequently, quantification of credit risk at the security level is discussed in considerable detail.

Chapter 6 covers the topic of portfolio credit risk. In this chapter, the notion of correlated credit events is introduced; indirect methods that can be used to estimate credit correlations are discussed. An approach to determining the approximate asset return correlation between obligors is also outlined. Finally, analytical approaches for computing portfolio credit risk under the default mode and the migration mode are dealt with in detail assuming that the joint distribution of asset returns is multivariate normal.

Chapter 7 deals with the computation of portfolio credit risk using a simulation approach. In taking this approach, it is once again assumed that the joint distribution of asset returns is multivariate normal. Considering that the distribution of credit losses is highly skewed with a long, fat tail, two tail risk measures for credit risk, namely credit value at risk and expected shortfall risk, are introduced. The estimation of these tail risk measures from the simulated data is also indicated.

In Chapter 8, the assumption that the joint distribution of asset returns is multivariate normal is relaxed. Specifically, it is assumed that the joint distribution of asset returns is multivariate $t$-distributed. Under this assumption, changes to the schemes required to compute various credit
risk measures of interest using analytical and simulation approaches are discussed.

Chapter 9 develops a framework for reporting the credit risk and market risk of a corporate bond portfolio that is managed against a benchmark. To highlight the impact of model errors on the aggregate risk measures computed, risk report generation under different modeling assumptions and input parameter values is presented. A simple performance attribution model for identifying the sources of excess return against the benchmark is also developed in this chapter.

Chapter 10 begins with a brief introduction to portfolio optimization techniques and the practical difficulties that arise in using such techniques for portfolio selection. This is followed by the formulation of an optimization problem for constructing a bond portfolio that offers improved risk-adjusted returns compared to the benchmark. Subsequently, an optimization problem for portfolio rebalancing is formulated incorporating turnover constraints so that the trade recommendations are implementable. Finally, a case study is performed using an actual market index to illustrate the impact of alternative parametrizations of the credit risk model on the optimal portfolio’s composition.

Chapter 11 provides a brief overview of collateralized debt obligations and tradeable corporate bond baskets and discusses how the credit risks of such structured products can be analyzed using the techniques presented in this book. This chapter also provides a methodology for inferring the implied credit rating of such structured products.

A number of numerical examples are given in every chapter to illustrate the concepts presented and link theory with practice. All numerical results presented in this book were generated by coding the numerical algorithms in C language. In doing so, I made extensive use of Numerical Algorithms Group (NAG) C libraries to facilitate the numerical computations.
The purpose of this chapter is to provide a concise treatment of the concepts from probability theory and linear algebra that are useful in connection with the material in this book. The coverage of these topics is not intended to be rigorous, but is given to fill in a limited number of possible gaps in the reader’s knowledge. Readers familiar with probability theory and linear algebra may wish to skip this chapter.

**PROBABILITY THEORY**

In its simplest interpretation, probability theory is the branch of mathematics that deals with calculating the likelihood of a given event’s occurrence, which is expressed as a number between 0 and 1. For instance, what is the likelihood that the number 3 will show up when a die is rolled? In another experiment, one might be interested in the joint likelihood of the number 3 showing up when a die is rolled and the head showing up when a coin is tossed. Seeking answers to these types of questions leads to the study of distribution and joint distribution functions. (The answers to the questions posed here are 1/6 and 1/12, respectively). Applications in which repeated experiments are performed and properties of the sequence of random outcomes are analyzed lead to the study of stochastic processes. In this section, I discuss distribution functions and stochastic processes.

**Characterizing Probability Distributions**

Probability distribution functions play an important role in characterizing uncertain quantities that one encounters in daily life. In finance, one can think of the uncertain quantities as representing the future price of a stock or a bond. One may also consider the price return from holding a stock over a specified period of time as being an uncertain quantity. In probability theory, this uncertain quantity is known as a *random variable*. Thus, the daily or monthly returns on a stock or a bond held can be thought of as
random variables. Associated with each value a random variable can take is a probability, which can be interpreted as the relative frequency of occurrence of this value. The set of all such probabilities form the probability distribution of the random variable. The probability distribution for a random variable $X$ is usually represented by its cumulative distribution function. This function gives the probability that $X$ is less than or equal to $x$:

$$F(x) = P(X \leq x)$$

The probability distribution for $X$ may also be represented by its probability density function, which is the derivative of the cumulative distribution function:

$$f(x) = \frac{dF(x)}{dx}$$

A random variable and its distribution are called *discrete* if $X$ can take only a finite number of values and *continuous* if the random variable can take an infinite number of values. For discrete distributions, the density function is referred to as the probability mass function and is denoted $p(x)$. It refers to the probability of the event $X = x$ occurring. Examples of discrete distributions are the outcomes of rolling a die or tossing a coin. The random variable describing price returns on a stock or a bond, on the other hand, has a continuous distribution.

Knowledge of the distribution function of a random variable provides all information on the properties of the random variable in question. Common practice, however, is to characterize the distribution function using the moments of the distribution which captures the important properties of the distribution. The best known is the first moment of the distribution, better known by the term *mean* of the distribution. The first moments of a continuous and a discrete distribution are given, respectively, by

$$\mu = \int_{-\infty}^{\infty} x f(x) dx$$

and

$$\mu = \sum_{i=1}^{n} x_i p(x_i)$$

The mean of a distribution is also known by the term *expected value* and is denoted $E(X)$. It is common to refer to $E(X)$ as the expected value of the random variable $X$. If the moments are taken by subtracting the mean of
the distribution from the random variable, then they are known as *central moments*. The second central moment represents the variance of the distribution and is given by

\[
\sigma^2 = \int_{-\infty}^{\infty} (x - \mu)^2 f(x) \, dx \quad \text{(continuous distribution)}
\]

\[
\sigma^2 = \sum_{i=1}^{n} (x_i - \mu)^2 p(x_i) \quad \text{(discrete distribution)}
\]

Following the definition of the expected value of a random variable, the variance of the distribution can be represented in the expected value notation as \(E[(X - \mu)^2]\). The square root of the variance is referred to as the *standard deviation* of the distribution. The variance or standard deviation of a distribution gives an indication of the dispersion of the distribution about the mean.

More insight into the shape of the distribution function can be gained by specifying two other parameters of the distribution. These parameters are the *skewness* and the *kurtosis* of the distribution. For a continuous distribution, the skewness and the kurtosis are defined as follows:

\[
\text{skewness} = \int_{-\infty}^{\infty} (x - \mu)^3 f(x) \, dx
\]

\[
\text{kurtosis} = \int_{-\infty}^{\infty} (x - \mu)^4 f(x) \, dx
\]

If the distribution is symmetric around the mean, then the skewness is zero. Kurtosis describes the “peakedness” or “flatness” of a distribution. A leptokurtic distribution is one in which more observations are clustered around the mean of the distribution and in the tail region. This is the case, for instance, when one observes the returns on stock prices.

In connection with value at risk calculations, one requires the definition of the quantile of a distribution. The \(p\)th quantile of a distribution, denoted \(X_p\), is defined as the value such that there is a probability \(p\) that the actual value of the random variable is less than this value:

\[
p = P(X \leq X_p) \equiv \int_{-\infty}^{X_p} f(x) \, dx
\]
If the probability is expressed in percent, the quantile is referred to as a percentile. For instance, to compute value at risk at the 90 percent level of confidence, one has to compute the 10th percentile of the return distribution.

**Useful Probability Distributions**

In this section, I introduce different probability distributions that arise in connection with the quantification of credit risk in a corporate bond portfolio. Formulas are given for the probability density function and the corresponding mean and variance of the distribution.

**Normal Distribution** A normally distributed random variable takes values over the entire range of real numbers. The parameters of the distribution are directly related to the mean and the variance of the distribution, and the skewness is zero due to the symmetry of the distribution. Normal distributions are used to characterize the distribution of returns on assets, such as stocks and bonds. The probability density function of a normally distributed random variable is given by

\[
    f(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)
\]

If the mean \(\mu\) is zero and the standard deviation \(\sigma\) is one, the normally distributed random variable is referred to as a standardized normal random variable.

**Bernoulli Distribution** A fundamental issue in credit risk is the determination of the probability of a credit event. By the very nature of this event, historical data on which to base such assessments are limited. Event probabilities are represented by a discrete zero–one random variable. Such a random variable \(X\) is said to follow a Bernoulli distribution with probability mass function given by

\[
    p(x) = \begin{cases} 
    1 - p & \text{if } X = 0 \\
    p & \text{if } X = 1 
    \end{cases}
\]

where \(p\) is the parameter of the distribution. The outcome \(X = 1\) denotes the occurrence of an event and the outcome \(X = 0\) denotes the nonoccurrence of the event. The event could represent the default of an obligor in the context of credit risk. The Bernoulli random variable is completely characterized by its parameter \(p\) and has an expected value of \(p\) and a variance of \(p(1 - p)\).

**Gamma Distribution** The gamma distribution is characterized by two parameters, \(\alpha > 0\) and \(\beta > 0\), which are referred to as the shape parameter and
the scale parameter, respectively. Although gamma distributions are not used directly for credit risk computations, special cases of the gamma distribution play a role when the normal distribution assumption for asset returns is relaxed. The probability density function of the gamma distribution is given by

\[
f(x) = \begin{cases} 
\frac{1}{\Gamma(\alpha)\beta} x^{\alpha-1}e^{-x/\beta}, & 0 < x < \infty \\
0, & x \leq 0
\end{cases}
\]

where

\[
\Gamma(\alpha) = \int_0^\infty x^{\alpha-1}e^{-x} \, dx
\]

The mean and the variance of the gamma distribution are \(\alpha\beta\) and \(\alpha\beta^2\), respectively. The special case in which \(\alpha = n/2\) (where \(n\) is a positive integer) and \(\beta = 2\) leads to a chi-square-distributed random variable with \(n\) degrees of freedom.

**Beta Distribution** The beta distribution provides a very flexible means of representing variability over a fixed range. The two-parameter beta distribution takes nonzero values in the range between 0 and 1. The flexibility of the distribution encourages its empirical use in a wide range of applications. In credit risk applications, the beta distribution is used to model the recovery rate process on defaulted bonds. The probability density function of the beta distribution is given by

\[
f(x, \alpha, \beta) = \begin{cases} 
\frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1 - x)^{\beta-1}, & 0 < x < 1 \\
0, & \text{otherwise}
\end{cases}
\]

where \(\alpha > 0\), \(\beta > 0\), and \(\Gamma(\cdot)\) is the gamma function. The mean and variance of the beta distribution are given, respectively, by

\[
\mu = \frac{\alpha}{\alpha + \beta}
\]

and

\[
\sigma^2 = \frac{\alpha\beta}{(\alpha + \beta)^2(\alpha + \beta + 1)}
\]
Uniform Distribution  The uniform distribution provides one of the simplest means of representing uncertainty. Its use is appropriate in situations where one can identify the range of possible values, but is unable to decide which values within this range are more likely to occur than others. The probability density function of a uniformly distributed random variable defined in the range between \(a\) and \(b\) is given by

\[
f(x) = \frac{1}{b - a}, \quad a \leq x \leq b
\]

The mean and the variance of the distribution are given, respectively, by

\[
\mu = \frac{a + b}{2}
\]

and

\[
\sigma^2 = \frac{(b - a)^2}{12}
\]

In the context of credit risk quantification, one can use the uniform distribution to describe the recovery rate process on defaulted bonds as opposed to describing this by a beta distribution. This is because when one simulates the credit loss for a portfolio, use of the beta distribution often generates recovery values that can be close to the par value of the bond. In practice, such recovery values are rarely realized. Simulating the recovery values from a uniform distribution can limit the range of possible recovery values.

For purpose of illustration, consider a recovery value of 47 percent and a volatility of recovery value of 25 percent (these values reflect the empirical estimates for unsecured bonds). The corresponding value of the parameters of the uniform distribution are \(a = 0.037\) and \(b = 0.903\). When using these parameter values to simulate recovery values, the maximum recovery value is limited to 90 percent of the par amount of the bond. If one chooses the recovery rate volatility to be 22 percent rather than 25 percent, then the recovery values in a simulation run are restricted to lie in the range 9 percent to 85 percent of the par amount of the bond.

Joint Distributions

The study of joint probability distributions arises if there is more than one random variable to deal with. For instance, one may want to study how the default of one obligor influences the default of another obligor. In this case, one is interested in the joint probability that both obligors will
default over a given time period. To examine this, one needs to define joint probability distribution functions. Specifically, the joint probability distribution of the random variables \( X \) and \( Y \) is characterized by the following quantity:

\[
F(x, y) = P(X \leq x, Y \leq y)
\]

The right-hand side of this equation represents the joint probability that \( X \) is less than \( x \) and \( Y \) is less than \( y \). The corresponding joint density function is given by

\[
f(x, y) = \frac{\partial^2 F(x, y)}{\partial x \partial y}
\]

The two random variables are said to be independent if the joint distribution function can be written as the product of the marginal distributions as given by

\[
F(x, y) = F(x)F(y)
\]

When dealing with more than one random variable, an important attribute of interest is the correlation between the random variables. Correlation determines the degree of dependence between the random variables in question. If the random variables are independent, then the correlation between the random variables is zero.

The definition of the coefficient of correlation between two random variables requires the introduction of another term, called the covariance. The covariance between two random variables \( X \) and \( Y \) is by definition the following quantity:

\[
\sigma_{XY} = E[(X - \mu_X)(Y - \mu_Y)] = E(XY) - E(X)E(Y)
\]

Here, \( \mu_X \) and \( \mu_Y \) are the expected values of the random variables \( X \) and \( Y \), respectively. If \( \sigma_X \) and \( \sigma_Y \) denote the standard deviations of the random variables \( X \) and \( Y \), respectively, then the coefficient of correlation between the two random variables is given by

\[
\rho_{XY} = \frac{\sigma_{XY}}{\sigma_X\sigma_Y}
\]

If the random variables are independent, then the expected value of their product is equal to the product of their expected values, that is,

\[
E(XY) = E(X)E(Y)
\]
As mentioned, in this case the correlation between the two random variables is zero, or equivalently, the random variables are uncorrelated. It is useful to note here that if two normally distributed random variables are uncorrelated, then the random variables are also independent. This is not true for random variables that have a different distribution.

**Stochastic Processes**

The probability distribution functions discussed so far arise in the context of isolated experiments such as rolling a die or tossing a coin. In such experiments, a probability distribution function provides information on the possible values the random outcome of the experiment can take. However, if one is interested in studying the properties of the sequence of random outcomes when the experiment is performed repeatedly, one enters into the domain of stochastic processes. For instance, the evolution of the price of a stock over time can be thought of as a stochastic process. At any given point in time, the price of the stock can be regarded as a random variable.

This price process of a stock is usually referred to as a continuous-time stochastic process. In such a process, both time and the values the random variable can take are infinitely many. Consider rolling a die; the possible outcomes are limited to a set of six values. In this case, the stochastic process is referred to as a discrete-state stochastic process. If the time dimension is also allowed to take on only a discrete set of values, the process is referred to as a discrete-time, discrete-state stochastic process.

In connection with a stochastic process, one may be interested in making inferences based on the past values of the stochastic process that was observed. This leads to the topic of conditional distributions. In the case of rolling a die, observing the outcomes during a sequence of rolls provides no information on what the outcome of the next roll will be. In other words, the conditional and unconditional distributions are identical and the sequence of experiments can be termed independent. This is an extreme example where the past has no influence on the future outcomes of the experiment.

**Markov Chains**

An interesting variant to the foregoing case is when the experiment’s next outcome depends only on its last outcome. A stochastic process that exhibits this property is known as a Markov process. Depending on whether the values the Markov process can take are restricted to a finite set or not, one can distinguish between discrete-state and continuous-state Markov processes. Furthermore, if the time instants at which we observe a discrete-state Markov process are also restricted to a finite set, then this Markov process is known as a Markov chain. Markov chains are used in the modeling of rating migrations of obligors.
To provide a formal definition of Markov chains, consider a discrete-time stochastic process, denoted \( \{X_n, n \geq 0\} \), which takes values from a finite set \( S \) called the state space of the process. The members of this set \( i \in S \) satisfy the property \( P(X_n = i) > 0 \) for some \( n > 0 \), where \( P(\cdot) \) denotes the probability of an event occurring. The process \( \{X_n, n > 0\} \) is called a discrete-time Markov chain if it has the following property for any \( n > 0 \):

\[
P(X_{n+1} = i_{n+1} | X_n = i_n, \ldots, X_0 = i_0) = P(X_{n+1} = i_{n+1} | X_n = i_n)
\]

This conditional probability is referred to as the transition probability. If the transition probability is independent of \( n \), then the process \( \{X_n, n \geq 0\} \) is called a homogeneous Markov chain. For a homogenous Markov chain, the one-step transition probability from state \( i \in S \) to state \( j \in S \) is denoted by

\[
P(X_{n+1} = j \in S | X_n = i \in S) = p_{ij}
\]

If there are \( m \) states in \( S \), then the foregoing definition gives rise to \( m \times m \) transition probabilities. These transition probabilities form the elements of an \( m \times m \) matrix known as the probability transition matrix. I discuss the properties of this matrix in the section on linear algebra under the topic Markov matrix.

**LINEAR ALGEBRA**

Linear algebra, as it concerns us in this book, is a study of the properties of matrices. A matrix is a rectangular array of numbers, and these numbers are known as the elements of the matrix. By an \( m \times n \) matrix one means a matrix with \( m \) rows and \( n \) columns. In the special case where \( n = 1 \), the matrix collapses to a column vector. If \( m = n \), then the matrix is referred to as a square matrix. In this book, we are only concerned with square matrices. For purpose of illustration, a \( 3 \times 3 \) matrix \( A \) is represented as

\[
A = \begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{bmatrix}
\]

It is also common to represent a matrix with elements \( a_{ij} \) as \([a_{ij}]\). If the elements of the matrix \( A \) are such that \( a_{ij} = a_{ji} \) for every \( i \) and \( j \), then the matrix is referred to as a symmetric matrix. The addition of two \( n \times n \) matrices \( A \) and \( B \) results in an \( n \times n \) matrix \( C \) whose elements are as follows:

\[
c_{ij} = a_{ij} + b_{ij}, \quad i, j = 1, 2, \ldots, n
\]
The multiplication of an $n \times n$ matrix by an $n \times 1$ vector results in a vector of dimension $n \times 1$. For example, if $A$ is an $n \times n$ matrix and $\bar{x}$ is an $n \times 1$ vector, the product $A\bar{x}$ gives rise to an $n \times 1$ vector $\bar{b}$ whose elements are as follows:

$$b_i = \sum_{j=1}^{n} a_{ij} \times x_j, \quad i = 1, 2, \ldots, n$$

Matrices and vectors are very useful because they make it possible to perform complex calculations using compact notation. I now introduce various concepts that are commonly used in connection with vectors and matrices.

**Properties of Vectors**

If $\bar{x}$ is a vector, the product $\bar{x}^T\bar{x}$ is known as the inner product and is a scalar quantity. If $\bar{x}^T\bar{x} = 1$, then the vector $\bar{x}$ is referred to as a unit vector or normalized vector. The quantity $||\bar{x}|| = \sqrt{\bar{x}^T\bar{x}}$ is called the 2-norm or simply the norm of the vector. Any vector can be normalized by dividing the elements of the vector by its norm.

Two vectors $\bar{x}_1$ and $\bar{x}_2$ are called linearly independent if the following relation holds only for the case when both $c_1$ and $c_2$ are equal to zero:

$$c_1\bar{x}_1 + c_2\bar{x}_2 = 0$$

If this relation holds for some nonzero values of $c_1$ and $c_2$, then the vectors are said to be linearly dependent.

**Transpose of a Matrix**

The transpose of a matrix $A$, denoted $A^T$, is a matrix that has the first row of $A$ as its first column, the second row of $A$ as its second column, and so on. In other words, the $(i, j)$th element of the $A$ matrix is the $(j, i)$th element of the matrix $A^T$. It follows immediately from this definition that for symmetric matrices, $A = A^T$.

**Inverse of a Matrix**

For any given $n \times n$ matrix $A$, if the $n \times n$ matrix $B$ is such that the product of the two matrices gives rise to a matrix that has all diagonal elements equal to one and the rest zero, then the matrix $B$ is said to be the inverse of the matrix $A$. The matrix with diagonal elements equal to one and all off-diagonal elements zero is referred to as the identity matrix and is
denoted $I$. The inverse of the matrix $A$ is denoted $A^{-1}$. A necessary condition for a matrix to be invertible is that all its column vectors are linearly independent.

In the special case where the transpose of a matrix is equal to the inverse of a matrix, that is, $A^T = A^{-1}$, the matrix is referred to as an orthogonal matrix.

**Eigenvalues and Eigenvectors**

The eigenvalues of a square matrix $A$ are real or complex numbers $\lambda$ such that the vector equation $A\hat{x} = \lambda\hat{x}$ has nontrivial solutions. The corresponding vectors $\hat{x} \neq 0$ are referred to as the eigenvectors of $A$. Any $n \times n$ matrix has $n$ eigenvalues, and associated with each eigenvalue is a corresponding eigenvector. It is possible that for some matrices not all eigenvalues and eigenvectors are distinct. The sum of the $n$ eigenvalues equals the sum of the entries on the diagonal of the matrix $A$, called the trace of $A$. Thus,

$$\text{trace } A = \sum_{i=1}^{n} a_{ii} = \sum_{i=1}^{n} \lambda_i$$

If $\lambda = 0$ is an eigenvalue of the matrix, the matrix is referred to as a singular matrix. Matrices that are singular do not have an inverse.

**Diagonalization of a Matrix**

When $\hat{x}$ is an eigenvector of the matrix $A$, the product $A\hat{x}$ is equivalent to the multiplication of the vector $\hat{x}$ by a scalar quantity. This scalar quantity happens to be the eigenvalue of the matrix. One can conjecture from this that a matrix can be turned into a diagonal matrix by using eigenvectors appropriately. In particular, if the columns of matrix $M$ are formed using the eigenvectors of $A$, then the matrix operation $M^{-1}AM$ is a diagonal matrix with eigenvalues of $A$ as the diagonal elements. However, for this to be true, the matrix $M$ must be invertible. Stated differently, the eigenvectors of the matrix $A$ must form a set of linearly independent vectors.

It is useful to remark here that any matrix operation of the type $B^{-1}AB$ where $B$ is an invertible matrix is referred to as a similarity transformation. Under a similarity transformation, eigenvalues remain unchanged.

**Properties of Symmetric Matrices**

Symmetric matrices have the property that all eigenvalues are real numbers. If, in addition, the eigenvalues are all positive, then the matrix is referred to
as a positive-definite matrix. An interesting property of symmetric matrices is that they are always diagonalizable. Furthermore, the matrix $M$ constructed using the normalized eigenvectors of a symmetric matrix is orthogonal.

A well-known example of a symmetric matrix is the covariance matrix of security returns. For an $n$-asset portfolio, if the random vector of security returns is denoted by $\tilde{r}$ and the mean of the random vector by $\tilde{\mu}$, then the $n \times n$ matrix given by $E[(\tilde{r} - \tilde{\mu})(\tilde{r} - \tilde{\mu})^T]$ is termed the covariance matrix of security returns. Although covariance matrices are positive definite by definition (assuming the $n$ assets are distinct), covariance matrices estimated using historical data can sometimes turn out to be singular.

**Cholesky Decomposition**

The Cholesky decomposition is concerned with the factorization of a symmetric and positive-definite matrix into the product of a lower and an upper triangular matrix. A matrix is said to be lower triangular if all its elements above the diagonal are zero. Similarly, an upper triangular matrix is one with all elements below the diagonal zero. If the matrix is symmetric and positive definite, the upper triangular matrix is equal to the transpose of the lower triangular matrix. Specifically, if the lower triangular matrix is denoted by $L$, then the positive-definite matrix $\Sigma$ can be written as $\Sigma = LL^T$. Such a factorization of the matrix is called the Cholesky decomposition.

The Cholesky factorization of a matrix finds application in simulating random vectors from a multivariate distribution. Specifically, if one has to generate a sequence of normally distributed random vectors having an $n \times n$ covariance matrix $\Sigma$, the Cholesky decomposition helps achieve this in two simple steps. In the first step, one generates a random vector $\tilde{x}$ comprising $n$ uncorrelated standardized normal random variables. In the second step, one constructs the random vector $\tilde{z} = L\tilde{x}$, which has the desired covariance matrix. To see why this is true, first note that $\tilde{z}$ is a zero-mean random vector because $\tilde{x}$ is a zero-mean random vector. In this case, the covariance matrix of the random vector $\tilde{z}$ can be written as

$$E(\tilde{z} \tilde{z}^T) = E(L \tilde{x} \tilde{x}^T L^T) = LE(\tilde{x} \tilde{x}^T)L^T$$

Because the random vector $\tilde{x}$ comprises uncorrelated normal random variables, the covariance matrix given by $E(\tilde{x} \tilde{x}^T)$ is equal to the identity matrix. From this it follows that

$$E(\tilde{z} \tilde{z}^T) = LL^T = \Sigma$$
The elements of the matrix $L$ that represents the Cholesky decomposition of the matrix $\Sigma$ can be computed using the following rule:

$$l_{ii} = \sqrt{\left(\sigma_{ii} - \sum_{k=1}^{i-1} l_{ik}^2\right)}, \quad i = 1, 2, \ldots, n$$

$$l_{ij} = \frac{1}{l_{ii}} \left(\sigma_{ji} - \sum_{k=1}^{i-1} l_{jk} l_{ik}\right), \quad j = i + 1, \ldots, n$$

I mentioned that covariance matrices estimated from historical data could be singular. If this happens, we artificially add some variance to each of the random variables so that the covariance matrix is positive definite. For instance, if $E$ denotes a diagonal matrix with small positive elements, then the matrix $\Sigma + E$ has the property that it is positive definite and the Cholesky decomposition can be computed.

**Markov Matrix**

A real $n \times n$ matrix $P = [p_{ij}]$ is called a Markov matrix if its elements have the following properties:

$$\sum_{j=1}^{n} p_{ij} = 1, \quad i = 1, 2, \ldots, n$$

$$p_{ij} \geq 0, \quad i, j = 1, 2, \ldots, n$$

This definition indicates that the elements in each row of a Markov matrix are non-negative and sum to one. As a result, any row vector having this property can be considered to represent a valid probability mass function. This leads to the interpretation of any vector having this property as a probability vector.

Markov matrices have some interesting properties. The matrix formed by taking the product of two Markov matrices is also a Markov matrix. If one multiplies a probability vector by a Markov matrix, the result is another probability vector. Markov matrices find applications in many different fields. In finance, Markov matrices are used to model the rating migrations of obligors. For instance, a 1-year rating transition matrix is simply a probabilistic representation of the possible credit ratings an obligor could have in 1 year. The probability of migrating to another rating grade is a function of the current credit rating of the obligor.
For purpose of illustration, consider the following Markov matrix:

\[
P = \begin{bmatrix}
0.6 & 0.3 & 0.1 \\
0.1 & 0.7 & 0.2 \\
0 & 0 & 1
\end{bmatrix}
\]

This Markov matrix has three states, which can be thought of as representing an investment-grade rating, a non-investment-grade rating, and a default state for the obligor, respectively. The first row represents the rating migration probabilities for an obligor rated investment grade. If these probabilities represent 1-year migration probabilities, one can interpret from the first row of the matrix that there is a 0.1 probability that the investment-grade obligor will default in 1 year from now. However, if one wants to know the probability that an investment-grade obligor will default in 2 years from now, one can compute this as follows:

\[
\begin{bmatrix}
1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0.6 & 0.3 & 0.1 \\
0.1 & 0.7 & 0.2 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
0.39 & 0.39 & 0.22
\end{bmatrix}
\]

In this computation, the probability vector \([1 \ 0 \ 0]\) denotes that the obligor has an investment-grade rating to start with. Multiplying this probability vector by \(P\) gives the probability vector 1 year from now. If one multiplies this probability vector once more by \(P\), one gets the probabilities of occupying different states 2 years from now. Actual computations carried out indicate that the probability that an investment-grade obligor will default in 2 years is 0.22.

In practice, rating agencies estimate multiyear rating transition matrices in addition to the standard 1-year rating transition matrix. A question of greater interest is whether one can derive a rating transition matrix for a 6-month or a 3-month horizon using the 1-year rating transition matrix. The short answer to this question is yes, and the way to do this is to perform an eigenvector decomposition of the 1-year rating transition matrix. If \(M\) denotes the matrix of eigenvectors of the 1-year rating transition matrix \(P\) and \(\Lambda\) is a diagonal matrix whose diagonal elements are the eigenvalues of \(P\), then one knows from the earlier result on the diagonalization of a matrix that the operation \(M^{-1}PM\) gives the diagonal matrix \(\Lambda\). From this it follows that

\[
P = M\Lambda M^{-1}
\]

The 3-month rating migration matrix, for instance, can now be computed as follows:

\[
P^{1/4} = M\Lambda^{1/4}M^{-1}
\]
The matrix $P^{1/4}$ computed by performing this operation is a valid Markov matrix provided $P$ represents a Markov matrix. Computing rating transition matrices for horizons less than 1 year using the foregoing matrix decomposition makes use of the result that the matrices $P$ and $P^{1/n}$ share the same eigenvectors. By performing the foregoing operations on the $3 \times 3$ matrix $P$, one can derive the following 3-month rating transition matrix:

$$
P^{1/4} = \begin{bmatrix}
0.8736 & 0.1055 & 0.0209 \\
0.0351 & 0.9088 & 0.0561 \\
0 & 0 & 1
\end{bmatrix}
$$

It is easy to verify that this matrix is a Markov matrix.

**Principal Component Analysis**

Principal component analysis is concerned with explaining the variance–covariance structure of $n$ random variables through a few linear combinations of the original variables. Principal component analysis often reveals relationships that are sometimes not obvious, and the analysis is based on historical data. Our interest in principal component analysis lies in its application to the empirical modeling of the yield curve dynamics. For the purpose of illustrating the mathematical concepts behind principal component analysis, consider the $n$ random variables of interest to be the weekly yield changes for different maturities along the yield curve. Denote these random variables by $y_1, y_2, \ldots, y_n$.

An algebraic interpretation of principal component analysis is that principal components are particular linear combinations of the $n$ random variables. The geometric interpretation is that these linear combinations represent the selection of a new coordinate system. Principal components depend solely on the covariance matrix $\Sigma$ of the $n$ random variables and do not require the multivariate normal distribution assumption for the random variables.

Denote the $n$ random variables by the vector $\tilde{Y} = [y_1, y_2, \ldots, y_n]^T$ and the eigenvalues of the $n \times n$ covariance matrix $\Sigma$ by $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0$. By definition, $\Sigma = E[(\tilde{Y} - \tilde{\mu})(\tilde{Y} - \tilde{\mu})^T]$, where $\tilde{\mu}$ is the mean of vector $\tilde{Y}$. Now consider the following linear combinations of $\tilde{Y}$:

$$
x_1 = \tilde{\ell}_1^T \tilde{Y} = \ell_{11}y_1 + \ell_{12}y_2 + \cdots + \ell_{1n}y_n
$$

$$
x_2 = \tilde{\ell}_2^T \tilde{Y} = \ell_{21}y_1 + \ell_{22}y_2 + \cdots + \ell_{2n}y_n
$$

$$
x_n = \tilde{\ell}_n^T \tilde{Y} = \ell_{n1}y_1 + \ell_{n2}y_2 + \cdots + \ell_{nn}y_n
$$

In these equations, $\tilde{\ell}_i$ are unit vectors and $x_1, x_2, \ldots, x_n$ represent new random variables. The vector $\tilde{\ell}_i$ is usually interpreted as a direction vector,
which changes the coordinate axes of the original random variables. It is easy to verify that the variance of the random variable $x_i$ is given by
\[
\text{var}(x_i) = \text{var}(\tilde{t}_i^T \tilde{Y}) = \tilde{t}_i^T \Sigma \tilde{t}_i
\]
The covariance of the random variables $x_i$ and $x_k$ is given by
\[
\text{cov}(x_i, x_k) = E[(\tilde{t}_i^T \tilde{Y} - \tilde{t}_i^T \tilde{\mu})(\tilde{t}_k^T \tilde{Y} - \tilde{t}_k^T \tilde{\mu})^T]
\]
\[
= \tilde{t}_i^T E[(\tilde{Y} - \tilde{\mu})(\tilde{Y} - \tilde{\mu})^T] \tilde{t}_k
\]
\[
= \tilde{t}_i^T \Sigma \tilde{t}_k
\]
To compute the principal components, one first needs to define what principal components are. A simple definition of principal components is that they are uncorrelated linear combinations of the original random variables such that the variances explained by the newly constructed random variables are as large as possible.

So far, I have not mentioned how to choose the direction vectors to achieve this. In fact, it is quite simple. All one needs to do is to choose the direction vectors to be the normalized eigenvectors of the covariance matrix $\Sigma$. If one does this, the linear transformations give rise to random variables that represent the principal components of the covariance matrix. To see why this is the case, note that when the vector $\tilde{t}_i$ is an eigenvector of the matrix $\Sigma$, then $\Sigma \tilde{t}_i$ gives $\lambda_i \tilde{t}_i$. From this it follows that
\[
\text{var}(x_i) = \tilde{t}_i^T \Sigma \tilde{t}_i = \lambda_i \tilde{t}_i^T \tilde{t}_i = \lambda_i
\]
In other words, the variances of the new random variables are equal to the eigenvalues of the covariance matrix. Furthermore, by construction, the random variables are uncorrelated because the covariance between any two random variables $x_i$ and $x_k$ is zero when $i \neq k$. The random variable $x_1$ is the first principal component and its variance, given by $\lambda_1$, is greater than the variance of any other random variables one can construct. The second principal component is $x_2$, whose variance is equal to $\lambda_2$.

The sum of the variances of the new random variables constructed is equal to the sum of the eigenvalues of the covariance matrix. The sum of the variances of the original random variables is equal to the sum of the diagonal entries of the covariance matrix $\Sigma$, which by definition is equal to the trace of the matrix. Because the trace of a matrix is equal to the sum of the eigenvalues of the matrix, one gets the following identity:
\[
\sum_{i=1}^{n} \text{var}(y_i) = \sum_{i=1}^{n} \text{var}(x_i)
\]
It immediately follows from this relation that the proportion of variance of the original random variables explained by the \(i\)th principal component is given by

\[
\frac{\lambda_i}{\lambda_1 + \lambda_2 + \cdots + \lambda_n}
\]

The principal components derived by performing an eigenvector decomposition of the covariance matrix are optimal in explaining the variance structure over some historical time period. Outside this sample period over which the covariance matrix is estimated, the eigenvectors may not be optimal direction vectors in the sense of maximizing the observed variance using a few principal components. Moreover, the principal component direction vectors keep changing as new data come in, and giving a risk interpretation to these vectors becomes difficult. Given these difficulties, one might like to know whether one could choose some other direction vectors that lend themselves to easy interpretation, but nonetheless explain a significant amount of variance in the original data using only a few components. The answer is yes, with the only requirement that the direction vectors be chosen to be linearly independent.

If, for instance, one chooses two direction vectors \(\tilde{\ell}_s\) and \(\tilde{\ell}_t\), denoted shift and twist vectors, respectively, then the variance of the new random variables is

\[
\sigma^2_s = \tilde{\ell}_s^T \Sigma \tilde{\ell}_s
\]

\[
\sigma^2_t = \tilde{\ell}_t^T \Sigma \tilde{\ell}_t
\]

The proportion of variance in the original data explained by the two depends on how much correlation there is between the two random variables constructed. The correlation between the random variables is given by

\[
\rho = \frac{\text{cov}(\tilde{\ell}_s, \tilde{\ell}_t)}{\sigma_s \times \sigma_t} = \frac{\tilde{\ell}_s^T \tilde{\ell}_t}{\sigma_s \times \sigma_t}
\]

The proportion of total variance explained by the two random variables is

\[
\frac{\sigma^2_s + (1 - \rho)\sigma^2_t}{\lambda_1 + \lambda_2 + \cdots + \lambda_n}
\]

**QUESTIONS**

1. A die is rolled 10 times. Find the probability that the face 6 will show (a) at least two times and (b) exactly two times.
2. The number that shows up when a die is rolled is a random variable. Compute the mean and the variance of this random variable.

3. A normally distributed random variable has $\mu = 0.5$ and $\sigma = 1.2$. Compute the 10th percentile of the distribution.

4. A beta distribution with parameters $\alpha = 1.4$ and $\beta = 1.58$ is used to simulate the recovery values from defaulted bonds. Compute the probability that the recovery value during the simulations lies in the range 20 to 80 percent of the par value of the bond. What are the mean and the volatility of the recovery rate process simulated?

5. If a uniform distribution is used to restrict the simulated recovery rates to lie in the range 20 to 80 percent of the par value of the bond, what are the mean and the volatility of the recovery rate process?

6. Show that if $A$ and $B$ are any two $n \times n$ Markov matrices, then the product of the two matrices is also a Markov matrix.

7. For any Markov matrix $P$, show that $P^n$ and $P^{1/n}$ are also Markov matrices for any integer $n$.

8. I computed the 3-month rating transition matrix $P^{1/4}$ in the numerical example under Markov matrices. Compute the 1-month and 6-month rating transition matrices for this example.

9. Compute the eigenvalues, eigenvectors, and Cholesky decomposition of the following matrix:

$$A = \begin{bmatrix} 1 & -2 & 0 \\ -2 & 5 & 0 \\ 0 & 0 & 2 \end{bmatrix}$$

10. Compute the proportion of total variance explained by the first two principal components for the matrix $A$ in Question 9.

11. If the direction vectors are chosen to be $[1 \ 0 \ 1]^T$ and $[1 \ 0 \ 0]^T$ instead of the first two eigenvectors of the matrix $A$ in Question 9, compute the total variance explained by these two direction vectors.
In this chapter, I describe the features of corporate bonds and identify the risks associated with investment in corporate bonds. I then discuss the practical difficulties related to the trading of corporate bonds as opposed to government bonds arising from increased transaction costs and lack of transparent pricing sources. I highlight the important role played by corporate bonds in buffering the impact of financial crises and examine the relative market size and historical performance of corporate bonds. Finally, I provide some justification as to why the corporate bond market is an interesting asset class for the reserves portfolio of central banks and for pension funds.

**FEATURES OF CORPORATE BONDS**

Corporate bonds are debt obligations issued by private and public corporations to raise capital to finance their business operations. The major corporate bond issuers can be classified under the following categories: (1) public utilities, (2) transportation companies, (3) industrial corporations, (4) financial services companies, and (5) conglomerates. Corporate bonds denominated in U.S. dollars are typically issued in multiples of $1,000 and are traded primarily in the over-the-counter (OTC) market.

Unlike owners of stocks, holders of corporate bonds do not have ownership rights in the corporation issuing the bonds. Bondholders, however, have priority on legal claims over common and preferred stockholders on both income and assets of the corporation for the principal and interest due to them. The promises of corporate bond issuers and the rights of investors who buy them are set forth in contracts termed *indentures*. The indenture, which is printed on the bond certificate, contains the following information: the duties and obligations of the trustee, all the rights of the bondholder, how and when the principal will be repaid, the rate of interest, the description of any property to be pledged as collateral, and the steps the bondholder can take in the event of default.
Corporate bonds are issued in the form of registered bonds or book-entry bonds. Registered bonds refer to those corporate bonds that are issued as certificates with the owner’s name printed on them. There are no coupons attached for the owner to submit for payment of interest. The issuer’s trustee sends the interest to the bondholder at the appropriate intervals and forwards the principal at maturity. Book-entry bonds are those that are issued without certificates. Book-entry bonds have largely replaced registered bonds as the prevailing form of issuance. With book-entry securities, a bond issue has only one master certificate, which is usually kept at a securities depository. The ownership of book-entry bonds is recorded in the investor’s brokerage account and interest and principal payments are forwarded to this account.

Corporate bonds are broadly classified into investment-grade and non-investment-grade bonds. Investment-grade bonds are those that have a credit rating of BBB-minus or higher as rated by Standard & Poor’s or, equivalently, a credit rating of Baa3 or higher as rated by Moody’s. Companies that issue such bonds are assumed to have a reasonably good credit standing. Bonds that have a rating below this are referred to as non-investment-grade or high-yield bonds. Such bonds are issued by newer or start-up companies or companies that have had financial problems. The credit rating of the bond issuer provides bondholders with a simple system to measure the ability of the issuer to honor its financial obligations.

**Bond Collateralization**

From the investor’s perspective, corporate bonds offer an attractive yield pick-up over comparable-maturity government bonds. However, whether the current yields will be realized over the investment horizon of interest depends on the ability of the issuer to honor the promised payments, which in turn is determined by the credit rating of the bond issuer. Generally, the lower the credit rating, the higher the yield pickup. An equally important factor that determines the yield differential versus the government bond is the collateral attached to the bond issue. Bonds that have collateral attached to them are called secured bonds and those with no collateral are called unsecured bonds. For identical bond maturities, secured bonds of any issuer have a lower yield relative to unsecured bonds of the same issuer. Depending on the nature of the collateral or its absence, corporate bonds can be further classified into debenture bonds, mortgage bonds, collateral trust bonds, or equipment trust certificates.

**Debenture Bonds**  Most corporate bonds are debentures, which means they are senior unsecured debt obligations backed only by the issuer’s general credit and the capacity of its cash flow to repay interest and principal. Notwithstanding this, senior unsecured bonds generally have the protection
of a negative pledge provision. This provision requires the issuer to provide security for the unsecured bonds in the event that it subsequently pledges its assets to secure other debt obligations. The intention is to prevent other creditors from obtaining a senior position at the expense of existing creditors. However, it is not intended to prevent other creditors from sharing in the position of debenture holders.

Another kind of debenture bond, which has lower priority on claims to senior unsecured bonds, is a subordinated bond. In exchange for this lower priority on claims in the event of bankruptcy, the yield on subordinated bonds is higher than on senior unsecured bonds.

**Mortgage Bonds**

Bonds that have real estate or other physical assets pledged against them are referred to as mortgage bonds. The real assets pledged must have a market value greater than the bond issue size. Among corporates, the largest issuers of mortgage bonds are electric utility companies. Other utilities, such as telephone companies and gas pipeline and distribution firms, also use mortgage bonds to a limited extent as a source of financing. In the event of default on coupon or principal payment by the issuer, the pledged assets are sold off to repay the mortgage bondholders.

There are various kinds of mortgage bonds, such as first, prior, junior, second, and so on. This classification reflects the priority of the lien or legal claim the bondholder has against the specified pledged property. When investing in mortgage bonds, it is important to check how much of the other mortgage debt of the issuer is secured by the same collateral and whether the lien supporting the other mortgage debt has greater or lower priority than the issue that is being bought.

Another categorization of mortgage debt is in terms of open-ended and closed-end mortgage bonds. If the mortgage bonds are pledged with closed-end assets, these assets can only be sold to repay the interest and principal due for the particular issue in the event of default. On the other hand, if the mortgage bonds are pledged with open-ended assets, these assets may also be pledged against other open-ended issues.

**Collateral Trust Bonds**

Collateral trust bonds are those that are secured by financial assets such as stocks, receivables, bonds, and securities other than real property. A trustee holds the eligible collateral and the collateral value must be at least equal to the value of the bonds. To ensure this is the case, the trustee periodically marks to market the collateral to ensure that the liquidation value is in excess of the amount needed to repay the entire outstanding bonds linked to it and the accrued interest. If this condition is not met, the issuer is required to bring in additional collateral, failing which, the trustee sells the collateral and redeems the bonds. Collateral trust bonds are typically issued by vehicle-leasing firms.
**Equipment Trust Certificates**  
An equipment trust certificate is a bond that is collateralized by ownership of specific equipment, often capital in nature. Railroads and airlines issue this type of bond as a way to pay for new equipment at relatively low interest rates. Essentially this involves transferring the ownership of the asset, such as an aircraft or a locomotive, to a trustee, who then issues certificates indicating the beneficial ownership of the asset. Such equipment trust certificates are issued at 80 percent of the value of the equipment; the remaining 20 percent is paid by the railroad or airline seeking the finance. Due to the collateral value of the equipment trust certificates and superior standing in bankruptcy proceedings, ratings for equipment trust certificates are usually higher than on other debt securities issued by the same corporation.

**Remarks**  
In general, bonds that are backed by some form of collateral are classified under securitized assets. If the collateral consists of receivables other than a mortgage loan, such as credit card receivables, auto loans, manufactured-housing contracts, and home-equity loans, then the collateralized bond is referred to as an asset-backed security (ABS). Bonds backed by first mortgages, although the most common securitized asset, are usually considered to be a separate investment category and are referred to as mortgage-backed securities (MBS). The analysis presented in this book is not applicable to mortgage-backed securities.

Although in principle the management of an ABS portfolio can be analyzed using the framework presented in this book, some features of ABSs such as internal and external forms of credit enhancement and whether the assets are amortizing require careful examination. Moreover, the loan originators of such securities, commonly referred to as the issuers of ABSs, are in fact the sponsors and not the issuers of these securities. This is achieved by the sponsor selling the assets to a special-purpose vehicle (SPV), the structural feature of which is to provide bankruptcy remoteness between the trust that issues the bonds and the loan sponsor who originates them. These factors tend to complicate the credit risk analysis of an ABS portfolio. Hence, the focus in this book is primarily on the portfolio management of unsecuritized corporate bonds.

**Investment Risks**

An investor who buys corporate bonds is exposed to a variety of risks. The chief among them are market risk, credit risk, liquidity risk, and economic risk.

**Market Risk**  
Prices of corporate bonds are sensitive to changes in the level of interest rates. Rising interest rates cause the prices of bonds to fall; the
longer the maturity of the bond, the greater is the price depreciation. This risk, generally referred to as interest rate risk, is common to any fixed-income security. Another source of market risk can arise from early redemptions if the bond has a call provision. In this case, the issuer has the right to redeem the debt, fully or partially, before the scheduled maturity date of the bond. Call provisions limit the potential price appreciation when interest rates fall. Because the call provision puts the investor at a disadvantage, callable bonds carry higher yields than noncallable bonds. The relative percentage of unsecuritized corporate bonds with embedded options is, however, quite small. As of end of 2002, callable/puttable corporate bonds constituted 10.1 percent of the number of issues and 5.7 percent of market capitalization of the Lehman Brothers corporate bond index.

Credit Risk  A major source of risk facing investors in the corporate bond market is whether the bond issuer has the financial capacity to meet the contractual coupon and principal payments. This risk is usually referred to as default risk, and it increases as the credit rating of the issuer declines. Apart from default risk, corporate bonds are also exposed to price changes that result from perceived changes in the ability of the issuer to meet the promised cash flows. This form of risk is usually referred to as downgrade risk. Default risk and downgrade risk are collectively called credit risk, and they constitute a major component of risk facing corporate bond investors.

Liquidity Risk  The risk stemming from the lack of marketability of an instrument is referred to as liquidity risk. Bonds, such as U.S. Treasuries, that trade frequently and in large amounts have less liquidity risk than corporate bonds. An indicative measure of liquidity risk is the difference between the bid price and ask price of a security and the size that can be transacted at this bid price. The greater the bid–ask spread and/or the smaller the bid size, the greater the uncertainty is surrounding the true market value of the security. As the investor’s holding period of the corporate bond increases, liquidity risk becomes only a small fraction of the overall risk facing a corporate bond investor. However, one has to bear in mind that when an investor tries to sell a corporate bond due to deteriorating credit conditions of the issuer, the liquidity risk facing the investor is greatest.

Economic Risk  Economic risk refers to the vulnerability of the corporate bond’s return to downturns in the economy. Unlike credit risk, which is specific to a particular issuer, economic risk affects the returns of all corporate bonds. This is because earnings capabilities of most companies are tied to the state of the economy. During periods of economic contraction, company earnings are reduced, which in turn reduces their capacity to meet payment obligations on outstanding debt. As a consequence, the general level
of credit spreads relative to government debt increases across the entire spectrum of corporate bonds due to a decline in the ability of many corporations to service debt obligations. This results in a loss in market value of the corporate bond portfolio due to widening credit spreads for corporate borrowers across the entire spectrum.

CORPORATE BOND TRADING

The over-the-counter nature of the corporate bond market leads to a privately negotiated secondary market where bonds tend to turn over infrequently. As a result, the corporate bond market suffers from the lack of transparency and availability of a central pricing mechanism. Indeed, price transparency is essential to building investor confidence, which in turn can result in an increase of trading volume. In fact, the trading volume in the corporate bond market is less than 1 percent of outstanding market capitalization, whereas in the case of the U.S. Treasury bond market, trading volume is close to 10 percent of the Treasury bond market capitalization. In this section, I discuss some practical issues connected with corporate bond trading namely, the trading costs involved, the impact on portfolio management styles, and pricing anomalies of corporate bonds.

Trading Costs

I have already mentioned that the turnover in the corporate bond market is much lower than the turnover in the government bond market. The main reason for the lower turnover is the wider bid–ask spreads that are quoted for corporate bonds. Wider bid–ask spreads lead to high transaction costs if corporate bonds are frequently turned over. To minimize the transaction costs, most investors try to follow a buy-and-hold strategy when investing in corporate bonds. Such a strategy has the detrimental effect of further increasing bid–ask spreads on bonds that are not recent issues. Corporate bonds denominated in U.S. dollars are usually quoted in terms of yield spread over comparable-maturity U.S. Treasuries. Typical bid–ask spreads on such quotes can vary from 5 to as much as 10 basis points, which is roughly 10 times greater than the bid–ask yield spreads observed on U.S. Treasuries.

The wider bid–ask spreads and smaller bid sizes for corporate bonds tend to make this asset class lack the traditional liquidity enjoyed by government bonds. In broad terms, a liquid financial asset is one for which large numbers of buyers and sellers are present so that incoming orders can be matched without affecting the market price of the asset. Although corporate bonds are less liquid than government bonds, it is important to note
that illiquidity is not a static attribute of corporate bonds. On the contrary, significant fluctuations in the liquidity of corporate bonds can often occur in response to changes in macroeconomic trends or perceived risks of particular corporate sectors. The corporate bond market has a history of alternating between periods of confidence and transparency marked by multiple dealer quotes and tight bid–ask spreads and periods of gloom and uncertainty characterized by low trading volumes and wide bid–ask spreads.

To understand why trading costs are high for corporate bonds, it is important to examine the mechanics of corporate bond trading. As previously stated, corporate bonds are primarily traded in the secondary market. The secondary market trading is done through bond dealers in investment banks rather than through exchanges or on electronic platforms. Bond dealers serve as intermediaries between investors wanting to buy and sell corporate bonds. Because investors turn over corporate bonds less frequently, matching the buy and sell orders for dealers can take sometimes several days, and in the worst case, even several weeks. During this period, the dealer is forced to hold an inventory of the bond, which needs to be financed until a seller can be found. While the corporate bond is held in inventory, the dealer faces the risk that the price of the bond can fall due to either a negative earning surprise announcement or an actual downgrade of the corporation that issued the bond. Moreover, the inventory cost increases over time because risk managers penalize stale inventories with higher capital charges. To compensate for these risks, corporate bond dealers usually charge wider bid–ask spreads to cushion their potential losses.

Having examined why trading costs for corporate bonds are high, I turn to the following practical questions: How much does it cost to trade a corporate bond, and do the trading costs differ for different bond maturities? The trading cost of any bond is a function of the quoted bid–ask yield spread and the duration of the bond. Specifically, if $D$ denotes the modified duration of the bond and $\Delta s$ the bid–ask yield spread, then the trading cost for the bond is given by\(^2\)

$$\text{Trading cost} = D \times \Delta s$$

This formula suggests that trading costs for a corporate bond with longer maturity are greater. If, for instance, the bid–ask yield spread is 5 basis points and the modified duration of the bond is 4 years, then the trading cost is 20 cents for a $100 face value of the bond. In a portfolio context, the trading cost is measured in terms of the annual turnover of the portfolio.\(^3\) Assuming that the average duration of the portfolio is 4 years and the portfolio turnover is 100 percent during the year, the annual trading costs for the portfolio is roughly 20 basis points if the bid–ask yield spread is 5 basis points. This trading cost is quite high relative to the trading costs
involved in managing a government bond portfolio. As a numerical comparison, trading costs for a government bond portfolio having the same duration and turnover ratio are about 3 to 4 basis points.

**Portfolio Management Style**

The higher trading costs for corporate bond portfolios influence portfolio management styles that are pursued to add value against a given benchmark. Considering that average portfolio trading costs are fairly deterministic, corporate portfolio managers try to minimize this consciously by limiting the portfolio turnover. Typical annual turnover ratios for actively managed corporate bond portfolios are about 75 percent, whereas for government bond portfolios ratios can be in the region of 150 percent. As a result, the increase in trading costs to manage a corporate bond portfolio is roughly in the region of 10 basis points per annum more than that incurred to manage a government bond portfolio. When later I explore alternative asset allocation strategies to improve the investment returns on assets under management, I will take into account this additional trading cost for a corporate bond portfolio.

As a consequence of the higher transaction costs incurred for managing corporate bonds, portfolio management styles of corporate and government bond portfolio managers differ. In particular, investment strategies of corporate bond portfolio managers tend to focus on analyzing the long-term fundamentals of bond issuers so that a buy-and-hold strategy can be pursued while seeking to outperform a given benchmark. Portfolio managers in charge of managing government bond portfolios, on the other hand, tend to pursue yield-curve strategies to add value against their benchmarks. In addition, government bond portfolio managers may be able to repo out bonds that go on specials, and this could generate some additional income.

With respect to managing a corporate bond portfolio, I identified transaction costs as an important factor that influences the trading styles of portfolio managers. I now highlight some practical difficulties involved in managing a corporate bond portfolio as opposed to a government bond portfolio. Much of the practical difficulties stem from the smaller issue size of corporate bonds, and as a consequence, the smaller bid sizes for dealer quotes. To provide a concrete example, the issue sizes of investment-grade corporate bonds are typically in the range of $150 to $500 million and the bid sizes of dealer quotes are usually valid for $5 million. Transacting larger trade sizes on such bonds can drive the bid prices lower. In the U.S. Treasury market, executing a trade worth $100 million nominal amount has a negligible market impact even for off-the-run securities. Clearly, the lack of market depth when trading corporate bonds makes the task of managing large corporate bond portfolios difficult. Other practical difficulties with
regard to managing a corporate bond portfolio relate to the difficulty of finding offers on bonds that a portfolio manager may be willing to buy or finding bids on bonds he or she may wish to sell. In particular, during periods of market turmoil, unwinding “bad credits” may incur considerable loss and, in worst-case situations, there may be no bids for them.

**Pricing Anomalies**

Other facts concerning corporate bond trading relate to the dispersion of price quotes on bonds with very similar attributes. For instance, corporate bond yields can vary significantly among issuers belonging to the same corporate sector that have identical credit rating and comparable bond maturities. This makes the task of building generic-yield curves based on credit rating and the corporate sector difficult, if not impossible. However, the practical value of such curves from a pricing perspective is questionable. To provide a concrete example, the bid yields on dollar-denominated debt as of 2 January 2003 for three BBB-rated issuers were as follows:

- General Motors (6.75 percent, 15JAN2006) Bid yield = 5.752 percent
- Daimler Chrysler (7.25 percent, 18JAN2006) Bid yield = 4.023 percent
- Ford Motor Credit (6.875 percent, 01FEB2006) Bid yield = 6.972 percent

There are several factors that influence large yield differences observed among issuers belonging to the same rating class. Finer ratings within a rating category and the placement of issuers on credit watch tend to explain some differences. The age of the bond, namely whether it was recently issued, also influences the yield differentials to a certain extent due to the liquidity effect. Another factor that influences the yield of a corporate bond apart from the credit rating is the market perception regarding the expected recovery amount on the bond in the event of issuer default. Even after accounting for these factors, the yield differentials among issuers with identical ratings can still be significant.

These issues indicate that the pricing of corporate bonds can be rather tricky. Price quotes for corporate bonds obtained from different brokers or dealers tend to vary considerably. The lack of reliable pricing sources for corporate bonds makes the task of marking to market corporate bond portfolios difficult. In many cases, the bond prices supplied by the index provider are commonly used. However, one has to bear in mind that when existing bonds in the portfolio are sold, the realized market price can be quite different from the valuation price. Explaining these differences, especially to clients, can be quite problematic.

In order to improve the transparency of traded prices for corporate bonds, since July 2002 the National Association of Securities Dealers...
NASDAQ has made it compulsory for all NASD member firms to report OTC trades on corporate bonds that fall into the category of TRACE-eligible security. TRACE stands for Trade Reporting and Compliance Engine; TRACE-eligible security covers most corporate bonds denominated in U.S. dollars and registered with the Security and Exchange Commission (SEC). Initial price dissemination to the public is currently limited to investment-grade bonds having an issue size of $1 billion or more and some selected non-investment-grade bonds.

**ROLE OF CORPORATE BONDS**

Corporate bonds are usually seen as offering economic enterprises an alternative funding source besides equity financing and bank loans. Considering that taking a bank loan or issuing a corporate bond to raise money can be regarded as a firm's debt financing options, either form of financing will result in the same debt-to-equity ratio for the firm. As a consequence, a microeconomic view might suggest that the firm's prospects will not depend on which form of debt financing is used. However, from a macroeconomic perspective, striking the right balance between the two debt financing options can have broader implications, especially for systemic risks faced by countries. In this section, I examine these issues and highlight the important role corporate bonds play in a nation’s broader economic goals.

Financial episodes in the recent past have shown that economies with well-developed capital markets experience milder economic crises than those lacking this alternative funding source. In the case of Sweden, for example, a significant fall in real estate prices triggered a banking crisis in the early 1990s primarily because of the large exposures banks had to the real estate sector. The corporate sector, however, which had access to a variety of non-bank funding sources, rebounded relatively quickly to trigger a speedy recovery of the economy. Although the commitment of Swedish authorities to address the banking sector’s problem was a contributing factor, the diversity of funding sources for corporates also played an important role. The United States had a similar experience during the banking-related problems arising from a fall in real estate value in the early 1990s. Again, access to alternative funding sources for corporates played a key role in the recovery process. The experience of Australia during the Asian crisis also provides an interesting case study. Despite its close trade and financial ties to Asia, the Australian economy experienced few signs of contagion arguably because of well-developed capital markets and a strong banking sector.

Notwithstanding these examples, one may be tempted to argue that alternative funding sources may not be necessary to soften the impact of financial crises. For instance, one could argue in favor of exercising the
policy options available to central banks, such as injecting liquidity into the banking system and reducing interest rates, as a means of reducing the severity of the financial crisis. Experience has shown that the recovery from financial shocks using these monetary tools may well depend on access to alternative funding sources. Specifically, in the case of the United States, funding from the capital markets for corporates almost dried up in the aftermath of the Russian default in August 1998. However, easing of interest rates and injection of liquidity into the banking system by the Federal Reserve ensured that corporates could gain access to bank lending temporarily until the capital markets recovered from the financial shock. On the other hand, the experience of Japan has been quite the opposite. Despite the fact that the Bank of Japan has eased interest rates progressively and injected liquidity into the banking sector, bank lending has responded little and economic recovery has been slow. An interesting observation to make here is that in contrast to the United States, Japanese corporates depend heavily on banks for funding and the nonbank lending has not been sufficient to avoid a credit crunch.

Alan Greenspan summed up his observations on the availability of alternative funding sources for an economy as follows: “Multiple alternatives to transform an economy’s savings into capital investment offer a set of backup facilities should the primary form of intermediation fail.” He further argued that if anecdotal evidence suggests that diversity of funding sources provides insurance against a financial problem turning into economy-wide distress, then steps to foster the development of capital markets in those economies should be given priority. Moreover, diverse capital markets compete with bank lending, and, as a consequence, the borrowing costs for corporates are lower during normal times.

Fostering the development of capital markets, however, is a difficult task especially if the necessary infrastructure required to support it is lacking. This includes improved accounting standards, bankruptcy procedures, legal frameworks, and disclosure. Establishing these becomes a precondition for the smooth functioning of capital markets.

Although I highlighted the weaknesses and economic risks posed by reliance on bank lending as the primary source of funding, I did not question why this practice tends to worsen economic crises. A recent paper by Nils Hakansson identified two principal effects that contribute to this problem. First, the effects of misdirected government credit allocation preferences will tend to be magnified. Second, the absence of a sizable corporate bond market will aggravate the imperfections present in any financial regulatory system. In the end, the inferior risk assessment by the oversized banking system together with other inherent weaknesses that may be present in the system will tend to overwhelm. This will then lead to production overcapacity and nonperforming loans, and finally to economic crisis.
Hakansson argued further that government-induced credit allocation preferences and the lack of a developed corporate bond market sometimes forces unfavored industries to borrow abroad. When faith in the local currency begins to fade, the scramble for foreign currency funds by these debtors may spark an economic crisis. Another problem that can arise due to the lack of a well-developed corporate bond market is that some of the nation’s basic investment needs, such as infrastructure projects, may be delayed or inadequately funded. Worse still, in the absence of suitable investment alternatives, local investors might prefer to invest abroad, thus depriving the nation of scarce capital resources.

When one understands the shortcomings of an overbearing banking system, it becomes rather easy to see the role corporate bonds play in an economy. Besides serving as a backup funding source during periods of credit crunches, corporate bonds help in lowering the funding costs for corporates by competing with bank lending and offer investors alternative investment opportunities. More important, however, is that a well-developed corporate bond market brings market discipline. The term market discipline broadly refers to the infrastructure and best market practices required to support the smooth functioning of capital markets. This includes financial reporting practices for companies that are relevant and reliable, a strong community of credit analysts, respected rating agencies that provide an impartial assessment of the corporates, bankruptcy laws and courts to process the claims of bond holders, and absence of interference from governments.

To put it in a nutshell, the existence of well-developed corporate bond markets reduces systemic risks and the severity of financial crises. This is because such an environment is associated with greater accounting transparency, a larger community of credit analysts, the presence of respected credit rating agencies, and the existence of efficient procedures for corporate reorganization and liquidation. Because of the potential benefits strong local bond markets can bring, policy makers and international organizations have embraced this principle, and efforts are under way to develop the local bond markets in many emerging economies. Notwithstanding these efforts, the development of a local corporate bond market in many emerging markets is still constrained by several factors. Among these, the following are important:

- A lack of liquidity in secondary markets and of a meaningful investor base with developed credit assessment skills.
- High costs of local issuance and crowding out by government bond issuance.
- The lack of a stable and large institutional investor base and/or restrictions on their asset holdings.
- Restriction of access to local bond issuance to top-tier corporates in many countries.
Despite these difficulties, considerable progress has been made in many emerging markets in developing the corporate bond market as an alternative funding source for corporations.

**RELATIVE MARKET SIZE**

The corporate bond market is large and diverse with daily trading volume estimated to be close to $20 billion. The total market capitalization of global corporate bonds as of February 2003 was roughly USD 3,330 billion, an amount that is rather significant. In percentage terms, this amounts to roughly 19 percent of the market capitalization of Lehman’s global multiverse index. To provide an indication of the relative market size of corporate bonds versus other fixed-income asset classes, Exhibit 3.1 gives a breakdown of the market capitalization of various asset classes in Lehman Brothers multiverse bond index.

From Exhibit 3.1, one can see that the market capitalization of global corporate bonds is roughly the same as the market capitalization of mortgages. It is also useful to note here that asset-backed securities constitute only 3 percent of the market capitalization of corporate bonds. This is quite interesting because it indicates that the relative proportion of secured bonds

**EXHIBIT 3.1** Market Capitalization of Asset Classes (February 2003)

<table>
<thead>
<tr>
<th>Description</th>
<th>Number of Issues</th>
<th>Market Capitalization (USD million)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Multiverse</strong></td>
<td>11,360</td>
<td>17,907,223</td>
</tr>
<tr>
<td>Government</td>
<td>2,212</td>
<td>9,868,696</td>
</tr>
<tr>
<td>Treasuries</td>
<td>804</td>
<td>8,087,998</td>
</tr>
<tr>
<td>Agencies</td>
<td>1,408</td>
<td>1,780,698</td>
</tr>
<tr>
<td>Corporate</td>
<td>5,645</td>
<td>3,409,902</td>
</tr>
<tr>
<td>Industrial</td>
<td>3,704</td>
<td>1,645,205</td>
</tr>
<tr>
<td>Utility</td>
<td>755</td>
<td>385,255</td>
</tr>
<tr>
<td>Financial institutions</td>
<td>1,816</td>
<td>1,379,442</td>
</tr>
<tr>
<td><strong>Noncorporate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sovereign</td>
<td>423</td>
<td>419,159</td>
</tr>
<tr>
<td>Supranational</td>
<td>234</td>
<td>301,312</td>
</tr>
<tr>
<td>Others</td>
<td>280</td>
<td>275,624</td>
</tr>
<tr>
<td><strong>Securitized</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mortgages</td>
<td>2,401</td>
<td>3,531,021</td>
</tr>
<tr>
<td>Asset Backed</td>
<td>166</td>
<td>101,317</td>
</tr>
</tbody>
</table>

*Source:* The Lehman Brothers Global Family of Indices. Copyright 2002, Lehman Brothers. Reproduced with permission from Lehman Brothers Inc. All rights reserved.
issued by corporates is only around 3 percent. In terms of currency composition, roughly 60 percent of the corporate bonds are denominated in U.S. dollars, 23 percent in euros, 9 percent in yen, 6 percent in pounds sterling, and the rest in other currencies. It is evident from this breakdown that U.S. dollar-denominated bonds constitute the bulk of the outstanding corporate bonds.

The foregoing observations suggest that corporate bonds as an asset class offer investors a large pool of debt securities with significant market capitalization. Equally important from an investor’s perspective is to know how this market capitalization has evolved over time. Such an examination reveals that the outstanding issue size of corporate bonds has increased significantly over recent years. This may suggest that corporates are increasingly seeking debt financing through corporate bond issuance. For purpose of illustration, the increase in outstanding issue size of euro-denominated corporate bonds over the period January 1999 to February 2003 was 48 percent, and for U.S. dollar-denominated corporate bonds it was 42 percent over the same period.

An interesting observation to make here is that the increase in market capitalization of corporate bonds happened during a time when the supply of U.S. Treasury debt was shrinking. To provide some comparisons, the market capitalization of investment-grade corporate bonds denominated in U.S. dollars rose from $690 billion as of end of 1992 to $1,730 billion as of end of 2002. Over the same period, the market capitalization of U.S. Treasuries (excluding T–bills) dropped from $1,790 billion to $1,700 billion. Exhibit 3.2 shows the evolution of the market capitalization of various asset classes.

**EXHIBIT 3.2** Market Capitalization of US Dollar-Denominated Asset Classes

![Exhibit 3.2 Market Capitalization of US Dollar-Denominated Asset Classes](image)

*Source: The Lehman Brothers Global Family of Indices. Copyright 2002, Lehman Brothers. Reproduced with permission from Lehman Brothers Inc. All rights reserved.*
U.S. dollar-denominated fixed-income assets over the period January 1993 to December 2002.

**HISTORICAL PERFORMANCE**

When investors evaluate the potential benefits of investing in an asset class, an analysis of the historical performance of the asset class in relation to others is carried out as a routine exercise. Despite the fact that historical performance is not an indicator of future performance, analyzing historical data has several advantages. For instance, such an analysis can reveal relationships between different asset classes that are otherwise not obvious. Furthermore, an analysis of the historical returns data is required if one wishes to evaluate the potential risks associated with investment decisions. The advantages of examining historical data when making investment decisions was best summarized by William Sharpe: “Although it is always perilous to assume that the future will be like the past, it is at least instructive to find out what the past was like. Experience suggests that for predicting future values, historic data appear to be quite useful with respect to standard deviations, reasonably useful for correlations, and virtually useless for expected returns. For the latter, at least, other approaches are a must.” In this section, I examine the historical performance of investment-grade corporate bonds as an asset class and compare this with the performance of U.S. Treasuries and Standard & Poor’s 500 stock index.

To compute different statistical measures of performance, the historical data used cover the 30-year period between January 1973 and January 2003. Monthly returns over this period for U.S. dollar-denominated investment-grade corporate bonds (COR), U.S. Treasuries (UST), and Standard and Poor’s 500 index (S&P) were used to compute the relevant statistical measures. Exhibit 3.3 shows the statistical performance measures for different asset classes.

<table>
<thead>
<tr>
<th>Description</th>
<th>UST</th>
<th>COR</th>
<th>S&amp;P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annualized return (%)</td>
<td>8.91</td>
<td>9.01</td>
<td>6.83</td>
</tr>
<tr>
<td>Annualized volatility (%)</td>
<td>5.51</td>
<td>7.58</td>
<td>15.98</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.214</td>
<td>0.169</td>
<td>0.056</td>
</tr>
<tr>
<td>Probability that annual return is positive (%)</td>
<td>94.50</td>
<td>85.90</td>
<td>72.40</td>
</tr>
<tr>
<td>Conditional expected return if positive (%)</td>
<td>9.83</td>
<td>11.75</td>
<td>17.48</td>
</tr>
<tr>
<td>Probability that annual return is negative (%)</td>
<td>5.50</td>
<td>14.10</td>
<td>27.60</td>
</tr>
<tr>
<td>Conditional expected return if negative (%)</td>
<td>2.24</td>
<td>4.56</td>
<td>12.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Description</th>
<th>UST</th>
<th>COR</th>
<th>S&amp;P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annualized return (%)</td>
<td>8.91</td>
<td>9.01</td>
<td>6.83</td>
</tr>
<tr>
<td>Annualized volatility (%)</td>
<td>5.51</td>
<td>7.58</td>
<td>15.98</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.214</td>
<td>0.169</td>
<td>0.056</td>
</tr>
<tr>
<td>Probability that annual return is positive (%)</td>
<td>94.50</td>
<td>85.90</td>
<td>72.40</td>
</tr>
<tr>
<td>Conditional expected return if positive (%)</td>
<td>9.83</td>
<td>11.75</td>
<td>17.48</td>
</tr>
<tr>
<td>Probability that annual return is negative (%)</td>
<td>5.50</td>
<td>14.10</td>
<td>27.60</td>
</tr>
<tr>
<td>Conditional expected return if negative (%)</td>
<td>2.24</td>
<td>4.56</td>
<td>12.44</td>
</tr>
</tbody>
</table>

*UST, U.S. Treasuries; COR, corporate bonds; S&P, Stand & Poor’s 500 index.*
asset classes and Exhibit 3.4 shows the correlation between the monthly returns of different asset classes.

The first three measures in Exhibit 3.3 are the standard risk–return measures computed for different asset classes. In terms of annual returns generated, the stock index was the worst performer. Although corporates did marginally better than U.S. Treasuries, if one accounts for the additional transaction costs involved in replicating a corporate bond index, the annualized returns may be marginally below the Treasuries. The risk-free rate of return over the 30-year period is 7.73 percent (using 1-month libid rates). In terms of risk, the equity returns are more than two times riskier than corporate bond returns and almost three times as risky as Treasury returns. Seen from the Sharpe ratio perspective, U.S. Treasuries were the best performer over this period.

The method used to estimate the other statistical measures given in Exhibit 3.3 is as follows. Probability that the annual return is positive or negative is estimated by computing every month the total return over the preceding 12 months. These returns are then grouped into negative and positive returns, and the relative frequency of occurrence of a positive or a negative annual return is used to determine the probability of a positive or a negative return. The average return of each group is then determined to compute the conditional expected returns for a 1-year horizon. The historical returns over a 30-year period suggest that there is a 27.6 percent chance that the return over any 1-year period on the S&P 500 index will be negative. Given that the return is negative during a particular year, the expected value of this negative return is $-12.44$ percent. For a portfolio that replicates the U.S. dollar-denominated investment-grade corporate index, the probability of a negative return during any year is only 14.1 percent and the conditional expected value of this return is $-4.56$ percent.

Examining Exhibit 3.4, we see that there is a very high correlation between investment-grade corporate bond returns and U.S. Treasury returns. This implies that there is little to gain in terms of diversification from holding a portfolio consisting of U.S. Treasuries and corporate bonds. On the other hand, a portfolio consisting of Treasury securities and equities offers the best diversification, with a correlation coefficient of .20.
The S&P 500 index returns and investment-grade corporate bond returns have a correlation coefficient of .35, which is higher than the correlation between equity returns and Treasury returns. This is not surprising considering that corporate bonds tend to perform badly whenever equity returns are negative, and this explains why these two asset classes are more correlated.

Analyzing historical data, though useful, can sometimes be misleading. To demonstrate this, the various performance statistics using monthly data over the period January 1975 to January 2000 are presented in Exhibits 3.5 and 3.6. The risk-free return over this period is 8.46 percent.

The inferences one would draw on future expected returns using the two data sets are quite different even though there is a significant time overlap between the two. The figures in Exhibit 3.5 suggest that equities outperform U.S. Treasuries by roughly 3.8 percent per annum over the long term. Exhibit 3.3, on the other hand, suggests that equities underperform Treasuries by 2.1 percent over the long term. These observations confirm the remarks of William Sharpe that past returns are virtually useless for predicting future returns. However, the volatility of returns is broadly similar across the two time periods. For instance, annual volatility of investment-grade corporate bonds is roughly in the range 7.5 to 7.7 percent. The correlation

<table>
<thead>
<tr>
<th>Description</th>
<th>UST</th>
<th>COR</th>
<th>S&amp;P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annualized return (%)</td>
<td>9.02</td>
<td>9.83</td>
<td>12.81</td>
</tr>
<tr>
<td>Annualized volatility (%)</td>
<td>5.69</td>
<td>7.77</td>
<td>14.90</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.098</td>
<td>0.176</td>
<td>0.292</td>
</tr>
<tr>
<td>Probability that annual return is positive (%)</td>
<td>93.75</td>
<td>87.50</td>
<td>81.60</td>
</tr>
<tr>
<td>Conditional expected return if positive (%)</td>
<td>10.27</td>
<td>12.41</td>
<td>17.77</td>
</tr>
<tr>
<td>Probability that annual return is negative (%)</td>
<td>6.25</td>
<td>12.50</td>
<td>18.40</td>
</tr>
<tr>
<td>Conditional expected return if negative (%)</td>
<td>-2.21</td>
<td>-4.31</td>
<td>-8.13</td>
</tr>
</tbody>
</table>

aUST, U.S. Treasuries; COR, Corporate bonds; S&P, Standard & Poor’s 500 index.

EXHIBIT 3.6 Correlation Matrix of Monthly
Returns (January 1975 to January 2000)a

<table>
<thead>
<tr>
<th></th>
<th>UST</th>
<th>COR</th>
<th>S&amp;P</th>
</tr>
</thead>
<tbody>
<tr>
<td>UST</td>
<td>1.00</td>
<td>0.93</td>
<td>0.30</td>
</tr>
<tr>
<td>COR</td>
<td>0.93</td>
<td>1.00</td>
<td>0.38</td>
</tr>
<tr>
<td>S&amp;P</td>
<td>0.30</td>
<td>0.38</td>
<td>1.00</td>
</tr>
</tbody>
</table>

aUST, U.S. Treasuries; COR, corporate bonds; S&P, Standard & Poor’s 500 index.
between corporate bond returns and S&P 500 index returns is in the range .35 to .40, whereas the correlation between corporate bond returns and Treasury returns is around .90.

An analysis of historical data also reveals that if the return of the investment-grade corporate bond index during a year is negative, then the expected value of this negative return is roughly $-4.5\%$. The probability of a negative return during any year for the corporate bond index is about 14 percent. A final point of interest is that among the three asset classes considered here, the investment-grade corporate bond index has the most robust Sharpe ratio over both time periods. The implication is that excess returns over the risk-free rate have been more stable for corporate bonds than for Treasuries or equities during the time periods considered here.

**THE CASE FOR CORPORATE BONDS**

The corporate bond market represents a mature asset class with significant market capitalization and broad diversification across different sectors and credit ratings. Looking back over history, there is evidence that returns from investment-grade corporate bonds exhibit more stable Sharpe ratios than returns from U.S. Treasuries or equities. In addition, corporate bond returns are more correlated than Treasury returns with equity index returns. The implication is that when the equity market rallies, corporate bonds perform better than Treasuries, because credit spreads narrow. On the other hand, a continued fall in equity prices has an adverse impact on corporate bond returns. However, the downside risks of corporate bonds are considerably lower than for equities. As a result, including corporate bonds in the asset composition mix of long-term investors offers increased diversification benefits and reduces the fluctuations in annual returns. In this section, I discuss the advantages of investing in corporate bonds from the perspective of two investor groups: central bank reserve managers and pension fund plan sponsors.

**Central Bank Reserves**

Currency reserves, in general, are held by central banks for a variety of reasons, which include among others transaction needs, intervention needs, and wealth diversification needs. Transaction needs are of minor importance to developed economies that have good access to international capital markets. On the other hand, for countries that have strict exchange rate controls, transaction needs may play a more important role. Intervention needs arise when countries desire to have convertible currencies and at the same time wish to reserve the power to influence exchange rates. This type
of demand for reserves is considered by far the most important for those countries that have well-developed capital markets. Lastly, wealth effects may play some role in the final choice of the asset mix and currency composition of the reserves. During recent years, the wealth effect has become more important as the need for central banks to be more transparent on the role and use of currency reserves, which are considered to be part of the national savings, has grown. Moreover, the size and growth of currency reserves may provide signals to global financial markets on the credibility of the country’s monetary policy and creditworthiness. In such a case, the return on the reserves held may not be inconsequential. In fact, the desire to improve the return on reserves has been on the agenda of reserve managers across the globe in recent years. In the discussion to follow, I highlight the important factors leading to a change in focus from liquidity management to returns management among reserve managers and indicate why corporate bonds as an asset class are an interesting investment alternative to government bonds when higher return on reserves becomes an explicit objective.

Changing Objectives  Foreign currency reserves play a crucial role in the liquidity management by countries that do not always have ready and inexpensive access to international capital markets. Considering its importance, central banks have held a significant proportion of their foreign exchange reserves in a portfolio of short-dated financial instruments to facilitate liquidity management. This portfolio, usually referred to as the liquidity portfolio, serves the purposes of foreign currency debt servicing, offsetting balance of payments, and ensuring the smooth functioning of the foreign exchange markets. Among these, the need for liquidity in a central bank reserves portfolio is usually dominated by the role intervention plays in the central bank’s management of reserves. However, this view is changing as a consequence of the liberalization of capital markets and the growth of international financial flows, which render foreign currency intervention having at best only a transitory impact on the exchange rate of a given country. Moreover, central banks realize that they have a greater number of options available to meet funding requirements. For instance, in the 1980s, currency intervention was usually done in spot markets, leading to a need for cash liquidity that was funded by the sale of securities. The existence of an active repo market, at least for government securities, has called into question the need to invest a significant proportion of foreign currency reserves in short-dated instruments.

In the past, central banks were less concerned about the relative proportion of reserves held in the liquidity portfolio because liquidity management was regarded as being the motive for holding reserves. In recent years, this notion has been challenged as a result of experiences of countries faced
with economic crises. Specifically, the series of crises in the emerging markets during the 1990s found several countries short of foreign currency reserves, a shortage that often constrained subsequent policy choices and in several cases made even worse the recessions that followed. On the other hand, countries with significant levels of reserves (China and Hong Kong) were able to hold their exchange rates steady despite a regional crisis. This experience led to the general impression that increased capital flows require central banks to hold more reserves than when capital flows were smaller or subject to controls. In fact, many reserve managers now share the opinion that emerging market countries need to hold much larger levels of reserves than previously felt necessary.

How large the reserves need to be depends on factors such as volatility of the real or the financial economy, the level of current account deficits, and whether the country is operating under a fixed or a floating exchange rate regime. Furthermore, the globalization of capital markets has made the task of predicting volatility of capital flows difficult, and, as a consequence, the level of reserves required to absorb these fluctuations is higher. Another reason for holding large reserves is the observation that the size of reserves is a key element determining sovereign credit ratings. Foreign investors, lacking any firm basis on which to assess the adequacy of a country’s reserves, may simply look at the level of reserves relative to that in comparable countries. Although higher levels of reserves are considered desirable, current opinion among central bankers is that there is no objective way of calibrating the desired level of currency reserves for a country.

As a consequence of the desire to hold larger reserves, foreign currency reserves have grown significantly in many countries despite the fact that global growth has weakened over this period. In some countries, reserves have gone to 200 percent of short-term foreign debt and are still rising. The accumulation of foreign currency reserves has been high on the agenda of many central banks, and as this gathers momentum, the debate on the investment objectives of the reserves is also gaining importance. One consequence of reserve buildup in hard currencies is that it incurs costs in real resources. For instance, the budget cost of paying higher interest rates for domestic borrowings employed to purchase lower yielding hard currency assets is a transfer of real resources. For this reason, the decision to build up currency reserves involves a difficult cost–benefit analysis.

This brings up the following question: What is the cost of holding reserves? This is a difficult question and there is no clear answer. If the benefits of holding reserves are hard to quantify, the costs are even harder to measure. If foreign borrowing is used to build up reserves, countries in effect pay the foreign credit spread over U.S. Treasuries or comparable paper. This spread, which is negligible for borrowers at the upper end of the investment grade, is quite significant as the sovereign rating becomes more
speculative. However, this calculation might overstate the cost of reserves by failing to take into account the possible effect of reserve levels on the assessment of sovereign credit rating. On the assumption that higher reserve levels lead to an improved credit rating, both domestic and foreign borrowing costs will be reduced. Furthermore, one can conjecture that the corporate sector in a country with high reserve levels may also benefit by being able to borrow at lower interest rates in the international markets.

An alternative way to measure the cost of holding reserves is to stress the opportunity costs and attempt to analyze the macroeconomic consequences of reserve accumulation. For instance, the opportunity costs of reserves accumulated from a succession of current account surpluses are the returns on forgone domestic investment. However, the marginal productivity of capital is hard to measure.

Although additional costs incurred in maintaining higher reserve levels are difficult to measure, reserve managers are becoming conscious of the need to increase return on reserves as a means to reduce the costs when reserves held are well in excess of the liquidity requirements of a central bank. This has prompted many central banks to regard the reserve management operation to a limited extent as a profit center and the reserves themselves as a store of wealth that generates revenue. With this change in perception, the reserve management function has taken over the additional task of an asset management function where the assets under management are the currency reserves of the central bank.

**Composition of Currency Reserves** Official foreign currency reserves held by central banks as of end of 2001 amounted to $2,021 billion, and roughly 75 percent of this was held in dollar-denominated assets. The high dollar component in the reserves indicates that the U.S. dollar continued to be the main reserve currency for central banks; the euro was still well behind with roughly 14 percent share. Having made the case why reserve managers target higher returns on reserves, it will be of interest to examine the instruments in which the official reserves are invested to achieve the higher return target. This gives an indication of the extent to which the desire to generate higher returns on reserves is implemented in practice. Unfortunately, finding good data on the composition of currency reserves at the instrument level is extremely difficult. Considering that the dollar-denominated assets make up 75 percent of the reserves, I focus on identifying the composition of the dollar-denominated reserve holdings at the instrument-level. Exhibit 3.7 shows the instrument-level composition of the U.S. dollar reserves as of March 2000.

Data on identified official holdings of dollar-denominated assets given in Exhibit 3.7 suggest that U.S. Treasury securities represented more than half (58 percent) of the dollar holdings of central banks. Identified dollar holdings, however, aggregate to a sum well short of the estimated dollar reserves
($1,130 billion versus $1,359 billion). Under the assumption that the official estimates of U.S. Treasury holdings by central banks are accurate, U.S. Treasury securities constitute only 48 percent of the dollar-denominated assets. Still, the relative proportion of Treasury securities in dollar-denominated reserve holdings is quite high. Also of interest to note here is that the next asset class in which significant investments are made is in equities. However, March 2000 was the period when equities reached their highs, and since then they have declined significantly. Although no official data are yet available, one might guess that the relative proportion of equities in dollar-denominated reserve assets must have declined considerably as of the end of 2002.

The investment in corporate bonds, an asset class of interest in the context of this book, is very small, amounting to less than 1 percent of the estimated dollar reserves. Apart from equities, the non-Treasury component of long-term dollar-denominated reserves has been primarily invested in U.S. agency securities or bonds issued by supranationals. This is an indication that reserve managers continue to be wary of taking on credit risk as a means of improving the return on reserves. This is because loss resulting from credit risk is still considered a taboo among central banks. Based on anecdotal evidence, targeting higher return on reserves has been achieved mainly by increasing the duration of the reserves portfolio in recent years. In a falling interest rate environment, this strategy so far has been quite rewarding.

**EXHIBIT 3.7 Instrument Composition of U.S. Dollar Reserves at End of March 2000 (In Billions of U.S. Dollars)**

<table>
<thead>
<tr>
<th></th>
<th>Short term</th>
<th>Long term</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treasury securities</td>
<td>165</td>
<td>492</td>
<td>657 (58%)</td>
</tr>
<tr>
<td>Other assets</td>
<td>262</td>
<td>211</td>
<td>565 (42%)</td>
</tr>
<tr>
<td>Deposits in the United States</td>
<td>32</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Money market paper in the United States</td>
<td>104</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Offshore deposits</td>
<td>126</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Agency securities</td>
<td>—</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>Corporate bonds</td>
<td>—</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Equity</td>
<td>—</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>427</td>
<td>703</td>
<td>1130 (100%)</td>
</tr>
</tbody>
</table>

Memorandum items: Share of Treasury securities in assets of the given maturity 39% 70%

Total estimated U.S. dollar reserves at end of 1999 1359

The composition of dollar-denominated assets at the instrument level indicates that there is not much diversification in terms of asset classes in the reserves portfolio. To a limited extent, the overreliance on Treasuries is a reflection of the lack of adequate skills among reserve managers to manage risks other than duration. For instance, inclusion of mortgage-backed securities requires the ability to model, measure, and manage prepayment risks. Including investment-grade corporate bonds requires the ability to measure and manage credit risk. Although lack of skills is a constraining factor, it is not the only constraint faced by central banks. Other reasons commonly cited by central bankers include inadequate risk management systems, lack of an incentive structure, and high job rotation among reserve managers, which hampers developing expertise.

If increasing return on reserves is regarded as an explicit objective, duration extension as a means to achieve higher returns in a low-interest-rate environment will expose central banks to substantial downside risks. In this situation, pursuing higher returns would necessitate reviewing the asset composition of the reserves and finding an appropriate trade-off between the level of market risk and credit risk that is being taken.

**Why Corporate Bonds?** In pursuit of the objective of improving return on reserves, most central banks face the following investment constraint: little or no risk of a negative return over a 1-year investment period. This constraint is mainly a consequence of the greater public scrutiny of the investment practices of a central bank and the negative publicity investment-related losses on reserves are subject to. To reduce the risk of a negative return, most central banks rule out the inclusion of equities in the reserves portfolio because the volatility of equity returns is quite high. This leaves central banks with primarily two alternatives for improving the return on reserves: Either take more interest rate risk or take more credit risk. I will argue that including corporate bonds in the reserves portfolio, which amounts to taking more credit risk, is a better alternative to targeting higher returns without increasing the downside risk potential.

In examining the historical performance of different asset classes, I compared the performance of investment-grade corporate bonds against U.S. Treasuries. The corporate bond investment universe I considered included bonds rated BBB-minus and above and maturities up to 30 years. Even if one assumes that central banks will diversify into corporate bonds to target higher returns, most central banks would be unwilling to invest in bonds rated below single-A. Furthermore, the investment maturities are usually restricted to be below 10 years even for Treasury securities. To make the investment performance comparisons between corporates and Treasuries meaningful in a central bank context, I restrict the corporate bond universe to be A-minus or better and the investment maturity to be
between 1 and 5 years. Exhibit 3.8 shows the performance of duration-neutral portfolios, one replicating the 1- to 5-year sector of dollar-denominated corporate bonds rated A-minus or better and the other replicating the 1- to 5-year sector of U.S. Treasuries over the period January 1999 to January 2003. The correlation between the monthly returns of these two portfolios over this period is .92.

The figures in Exhibit 3.8 are quite interesting because they show that corporate bonds outperformed Treasuries during a period when equity markets fell significantly and credit spreads widened. Moreover, this outperformance was accompanied by lower volatility of returns of the corporate bond portfolio compared to the volatility of returns of a Treasury portfolio with identical duration. The implication is that long-term investors are adequately compensated for the additional risks involved when investing in corporate bonds. The additional risks include credit risk and liquidity risk, and these appear to demand a significant risk premium in recent years following the Asian and Russian financial crises.

Although it is tempting to argue that investing in corporate bonds will bring diversification benefits to the reserves portfolio, note that the correlation between corporate bond portfolio returns and Treasury portfolio returns is greater than .9. Such a high level of correlation implies that it is difficult to motivate investment in corporate bonds from the diversification perspective. A better justification for investing in corporate bonds by central banks is that it lowers the volatility of returns of the reserves portfolio while at the same time providing long-term yield enhancement over Treasuries.

To compute the downside risk of investing in corporate bonds as opposed to Treasuries on a duration-neutral basis, one can examine the worst-case underperformance of the corporate bond portfolio relative to the Treasury portfolio over any 1-year period. Based on the historical data covering the period January 1999 to January 2003, the worst-case underperformance was 80 basis points. This occurred during the 1-year period between 1 August 2001 and 31 July 2002, a period of widening credit spreads after the tragic events of the September 11 attack.

EXHIBIT 3.8 Performance of One- to Five-Year Sector Duration-Neutral Portfolios (January 1999 to January 2003)

<table>
<thead>
<tr>
<th>Description</th>
<th>Annual return (%)</th>
<th>volatility (%)</th>
<th>capitalizationa ($ billion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corporates A-minus or better</td>
<td>7.77</td>
<td>2.45</td>
<td>410</td>
</tr>
<tr>
<td>U.S. Treasuries</td>
<td>6.86</td>
<td>2.83</td>
<td>840</td>
</tr>
</tbody>
</table>

aMarket capitalization as of January 2003.
The historical data used to compare relative performances of corporate and Treasury portfolios are representative of a recessionary time period. I showed by examining data over this period that the corporate bond portfolio outperformed a duration-neutral Treasury portfolio. In a period of economic expansion when interest rates are bound to increase, corporates may still offer scope for outperforming Treasuries. This is because economic expansions are associated with increasing equity prices, and this has the effect of narrowing the credit spreads for corporate bonds. Under this scenario, the potential downside risk for a corporate bond portfolio is lower than for a Treasury portfolio of similar duration. These effects are more pronounced for investment maturities in the short end of the yield curve, a sector that happens to be the natural choice for central banks.

Pension Funds

Pension funds can be broadly classified into defined contribution schemes and defined benefit schemes. A defined contribution scheme involves a contractual commitment to contribute a certain amount of money to a pension plan, with no guarantee as to how much money will be in the plan at retirement and no guarantee as to the annual retirement benefit the employee will receive. A defined benefit scheme, on the other hand, makes no guarantee as to the amount of the contribution the corporation will make, but it does guarantee a defined annual retirement benefit to the employee. It is evident from this definition that in a defined contribution scheme the employee bears all market risk and captures all the rewards in the event of strong market performance. In a defined benefit scheme, however, the corporation bears the market risk and suffers the penalty of increased pension contributions if pension assets do not meet the liabilities. In this section, I focus mainly on the defined benefit scheme.

The objective of a defined benefit pension fund's asset allocation policy is to fully fund accrued pension liabilities at the lowest cost to the plan sponsor subject to an acceptable level of risk. The major risk plan sponsors face is the higher contributions that will be required if the pension assets fail to generate returns that cover the actuarial liabilities. This risk is referred to as surplus risk, which is the risk that the assets will fall short of liabilities. To reduce this risk, pension fund asset allocation decisions require an asset-liability modeling framework. A pension scheme is said to be fully funded if the market value of the financial assets in the pension fund is equal to the present value of the pension liabilities. Clearly, the method used to compute the present value of assets and liabilities has an influence on the deficit or surplus that is being reported.

In the past, accounting practices dealt with the problem of fluctuating market value of assets by smoothing them out. The actuarial liabilities of a pension
fund are usually measured on the basis of the projected unit credit method. Computing actuarial liabilities using this method requires making assumptions regarding mortality and disability rates, progression of salaries and future inflation rates, long-term return on assets and applicable discount rates, and projections for withdrawing participants and retirements. The applicable discount rate in the past was chosen to be the effective yield on long-term bonds and equities, and the discount rate used displayed very little variations from one year to another. Such an approach to valuing assets and liabilities of pension funds has the effect of reducing the volatility of the surplus, and consequently the surplus risk (or equivalently, deficit risk) was kept to a minimum.

More recently, the accounting practices for reporting and dealing with a pension fund deficit or surplus have undergone dramatic changes.\textsuperscript{11} The recommendations under International Accounting Standard 19 for defined benefits scheme are the following:

- Current service cost should be recognized as an expense.
- All companies should use the projected unit credit method to measure their pension expense and pension obligation.
- The rate used to discount postemployment benefit obligation should be determined by reference to market yields at balance sheet date on high-quality corporate bonds of maturity comparable to plan obligations.
- Postemployment benefit obligations should be measured on a basis that reflects (a) estimated future salary increases, (b) the benefits set out in the terms of the plan at the balance sheet date, and (c) estimated future pension increases.
- If the net cumulative unrecognized actuarial gains and losses exceed the greater of 10 percent of the present value of the plan obligation or 10 percent of the fair value of plan assets, that excess must be amortized over a period not longer than the estimated average remaining working lives of employees participating in the plan. Faster amortization is permitted.
- Plan assets should be measured at fair value.

These changes in accounting practices are intended to serve the following objectives:

- The employer’s financial statements reflect the assets and liabilities arising from the retirement benefit obligations and any related funding measured at current market prices.
- The operating costs of providing retirement benefits are recognized in the periods in which the benefits are earned by employees.
- Financing costs and any other changes in the value of the assets and liabilities are recognized in the periods in which they arise.
**Implications for Pension Funds**  The valuation of pension liabilities using a discount rate based on current yield of a high-quality corporate bond (AA-rated is the one used) of comparable maturity as the plan obligation has important implications for surplus risk. In particular, use of the market value of pension assets and the discount rate based on the current yield of an AA-rated corporate bond for computing actuarial liabilities can lead to greater volatility of the pension fund surplus. To see why this may be the case, consider the case where the pension assets are primarily invested in equities. During period of recession, equity markets perform badly and the market value of pension assets declines. Bond yields, on the other hand, decline during this period when central banks ease monetary policy. As a consequence, the appropriate discount rates to be used for computing the present value of actuarial liabilities are lower, and this in turn leads to higher pension liabilities. The combination of a lower market value for assets and a higher value for liabilities leads to a large deficit in the pension scheme if one assumes that it was fully funded to begin with.

During economic expansions, the opposite is true. Large surpluses can be built up if the pension assets are primarily made up of equities. These surpluses can quickly turn into deficits in a matter of a few years of falling equity markets. In fact, many pension funds have suffered from overexposure to equity markets in recent years and are currently underfunded. In the United Kingdom, for instance, a typical pension fund has more than 60 percent exposure to equities, although in the United States this percentage is somewhat lower.

Reducing the exposure to equities and simultaneously increasing the exposure to corporate bonds in pension funds is a natural hedge to reduce the surplus risk. Although increasing the proportion of corporate bonds (or other fixed-income securities) results in a reduction in surplus risk, pension plan sponsors also have to ensure that the expected return on assets is in line with the growth rate in real earnings. This is because investment returns determine the rate at which contributions into the pension fund accumulate over time, and the growth rate in real earnings determines the size of contributions into the scheme and the pension liability at the retirement date. Investments in equities or property provide better hedge for the growth rate in real earnings, whereas investing in bonds reduces the surplus risk. Hence, the optimal asset allocation for a pension fund depends on the trade-off between surplus risk and the expected return on assets.

In general, the asset allocation decision critically depends on the assumed risk premiums for different assets. If one believes that the inflation rates and equity risk premium will be lower for this decade than for the previous two decades, pension sponsors are better off investing a greater proportion of the pension assets in fixed-income securities. Within the fixed-income asset class, corporate bonds offer greater opportunity to increase
expected returns on the pension assets and, consequently, lower the contribution rate for pension plan sponsors. This is because of the higher yields investors demand for holding this asset class as opposed to government bonds. Furthermore, the higher correlation between corporate bond returns and equity returns observed in the historical data suggests that in the event of a strong equity market performance, corporate bonds provide a greater upside than government bonds.

**QUESTIONS**

1. What are the different forms of bond collateralization used for securitization?
2. What are the major investment risks facing a corporate bond investor?
3. What factors contribute to higher trading costs for corporate bonds?
4. A corporate bond portfolio has an average duration of 2.5 years and average bid–ask yield spread of 5 basis points. If the annual portfolio turnover is 125 percent, compute the costs arising from trading.
5. What role does corporate bonds play in an economy?
6. What purpose does historical performance analysis serve?
7. What are the major challenges faced by reserve managers in central banks?
8. How would you justify an increased exposure to corporate bonds for the reserves portfolio?
9. How do the new accounting rules for pension fund reporting influence the asset allocation decision for pension funds?
10. What is surplus risk and how can it be reduced?
In broad terms, portfolio management refers to the process of managing a portfolio’s risk relative to a benchmark with the purpose of either tracking or adding value against the benchmark. In the context of managing a corporate bond portfolio, the major sources of risk are a change in the interest rates or a change in the credit rating of the bond issuer. In addition, bond holdings in currencies other than the portfolio’s base currency are exposed to exchange rate risk as well. The price risk resulting from a change in the credit rating of the bond issuer is usually attributed to credit risk, whereas price risks resulting from a change in the interest rate and exchange rate are classified under market risk. In the event that the portfolio and the benchmark have different exposures to the various risk factors that influence the price dynamics of corporate bonds, the portfolio’s returns and the benchmark’s returns can deviate from one other. Clearly, the job of a portfolio manager is to exploit the upside potential when deviating from the benchmark neutral position while controlling the downside risk. Considering that a prerequisite for controlling the downside risk is the ability to measure risk exposures relative to the benchmark, the implementation of an appropriate risk model is a logical first step in this process.

In this chapter, I first discuss different measures that can be used to quantify interest rate risk. Subsequently, I develop a risk model that can be used to quantify the market risk of the corporate bond portfolio against the benchmark.

**INTEREST RATE RISK**

In this section, I discuss the impact of interest rate changes on the price of securities that provide future cash flows. Because the present value of such securities is the discounted value of the future cash flows, changes to the interest rates change the appropriate discounts to be used for the cash flows. As a consequence, the price of the security changes. In some cases, changes to the interest rate can change the cash flows themselves. This is the case for
bonds with embedded options. In this section, I discuss various risk measures that are commonly used to quantify the price sensitivity of debt instruments to changes in the interest rate curve.

**Modified Duration**

The price of any security that offers future cash flows depends on the current term structure of interest rates. Changes to the interest rate term structure result in a change in the price of the interest rate-dependent security. The price of a corporate bond, which provides future cash flows, is therefore sensitive to changes in the interest rate term structure. It is common practice to refer to the term structure of interest rates simply as the *yield curve*. The price sensitivity of the bond is usually a function of how the yield curve’s shape changes.

To measure the price sensitivity to parallel shifts of the yield curve, the most commonly used risk measure is *modified duration*. In simple terms, modified duration is the percentage change in a bond’s price for a 100-basis point parallel shift in the yield curve, assuming that the bond’s cash flows do not change when the yield curve shifts. Mathematically, modified duration is defined as the negative of the percentage change in price given a 100-basis points change in yield to maturity:

\[
D = -\frac{1}{P_{\text{dirty}}} \frac{dP_{\text{dirty}}}{dy} \tag{4.1}
\]

In this equation, \(P_{\text{dirty}}\) is the dirty price (quoted or clean price plus accrued interest) of the bond for $1 face value, which I will simply refer to as the price of the bond. Considering that yield to maturity is the interest rate that makes the present value of a bond’s cash flows equal to its price, the price–yield relationship for a bond is given by

\[
P_{\text{dirty}} = \sum_{i=1}^{N} \frac{C_{fi}}{(1 + y/n)^{nt_i}} \tag{4.2}
\]

In equation (4.2), \(C_{fi}\) is the \(i\)th cash flow at time \(t_i\) and \(n\) is the number of coupons per annum. From equations (4.1) and (4.2), the modified duration of the bond is given by

\[
D = \frac{1}{(1 + y/n)} \frac{1}{P_{\text{dirty}}} \sum_{i=1}^{N} t_i \times \frac{C_{fi}}{(1 + y/n)^{nt_i}} \tag{4.3}
\]
Convexity

For estimating price changes resulting from a small parallel shift of the yield curve, modified duration provides a reasonable approximation. When the yield curve shifts are larger, however, modified duration fails to provide a good approximation of price changes. This is because the price–yield relationship is nonlinear as modeled by equation (4.2). Also, modified duration captures only the effects of the first-order term in a Taylor series expansion of this nonlinear function. Including higher order terms of the Taylor series expansion can provide an improved estimate of the price change resulting from yield curve shifts. Common practice is to include the second-order term, which is referred to as convexity. Convexity captures the curvature of the price–yield relationship; in mathematical terms, it is defined as

\[ C = \frac{1}{P_{\text{dirty}}} \frac{d^2 P_{\text{dirty}}}{dy^2} \]  

(4.4)

Using the price–yield relationship (4.2) and the convexity definition given by equation (4.4), one can show that the convexity of the bond satisfies the following equation:

\[ C = \frac{1}{(1 + y/n)^2} \frac{1}{P_{\text{dirty}}} \sum_{i=1}^{N} t_i \times (1 + nt_i) \times C_f_i 
\times \frac{n \times (1 + y/n)^n}{n} \]  

(4.5)

Approximating Price Changes

These two risk measures—modified duration and convexity—provide a good approximation of a bond’s price change resulting from a change in the yield to maturity of that bond. Both measures are widely used in the context of bond portfolio management to control interest rate risk. For instance, using modified duration and convexity measures, one obtains the approximate price change of a bond due to a change in the yield to maturity by an amount \( \Delta y \):

\[ \Delta P_{\text{dirty}} = -P_{\text{dirty}} \cdot D \cdot \Delta y + 0.5P_{\text{dirty}} \cdot C \cdot \Delta y^2 \]  

(4.6)

It is important to note that both modified duration and convexity provide local approximations to the price–yield relationship of a bond. Hence, when the yield changes are large, the estimated price change using equation (4.6) may not be very accurate. However, for the purposes of modeling interest rate risk, these local approximations are usually good, as market-driven yield changes are usually not very large (typically less than 50 basis points).
**Bonds with Embedded Options**

When computing modified duration and convexity measures, one assumes that future cash flows are not altered if the yield to maturity of the bond changes. This is not true for bonds with embedded options, especially as the bond price gets close to the strike price. For example, the price of a callable bond is capped at the strike price as the yield levels decline and the embedded call option is in-the-money. For this reason, a corporate bond with an embedded call option can be viewed as a portfolio comprising a noncallable bond and a short-call option on the bond. Because the bondholder is short a call option, the bondholder must receive a premium up front for the call option sold to the bond issuer. This up-front premium is usually reflected through a lower traded price of the callable bond as opposed to a non-callable bond with similar maturity and cash flows. Hence, callable bonds trade at higher yields than noncallable bonds of the same issuer with similar maturity. The corresponding yield pickup of the callable bond is referred to as the *option-adjusted spread*.

Bonds with embedded options exhibit a price–yield relationship that is different from an option-free or conventional bond. In particular, the differences are more pronounced as the embedded option gets closer to being in-the-money. The distortion in the price–yield relationship of bonds with embedded options in relation to option-free bonds arises from a phenomenon called *price compression*. Price compression occurs in the region around the strike price of the option where yield changes have very little influence on the price of the bond. This suggests that modified duration and convexity may not capture the true risk from yield changes of bonds with embedded options. In order to model the price compression process into the risk measures, one has to take into account the risk characteristics of the bond’s embedded option. The relevant risk measures for an option are the so-called delta and gamma of the option, which model first- and second-order changes, respectively, to the option price due to a change in the price of the bond without the embedded option. Specifically, for a callable bond, if \( P_{NC} \) denotes the dirty price of the noncallable part of the bond and \( P_O \) the price of the embedded call option, then delta and gamma are given, respectively, by

\[
\text{delta} = \frac{dP_O}{dP_{NC}} \quad (4.7)
\]

and

\[
\text{gamma} = \frac{d^2P_O}{dP_{NC}^2} \quad (4.8)
\]
Risk measures that take into account the price risk of the embedded options are referred to as *option-adjusted* risk measures. Thus, the appropriate risk measures that capture the price risk from yield changes of bonds with embedded options are *option-adjusted duration* and *option-adjusted convexity*. It is also common to refer to these measures as *effective duration* and *effective convexity*, respectively. One can show that effective duration and effective convexity for a callable bond are given, respectively, by

\[
D_{\text{eff}} = D \times \frac{P_{NC}}{P_{CB}} \times (1 - \delta)
\]

(4.9)\]

\[
C_{\text{eff}} = \frac{P_{NC}}{P_{CB}} \left[ C \times (1 - \delta) - P_{NC} \times \gamma \times D^2 \right]
\]

(4.10)\]

In these equations, \( P_{CB} \) is the dirty price of the callable bond and \( D \) and \( C \) are the modified duration and convexity of the bond, respectively, without the embedded call option.

For putable bonds, where the bondholder is long a put option, the corresponding equations for effective duration and effective convexity are given, respectively, by

\[
D_{\text{eff}} = D \times \frac{P_{NP}}{P_{PB}} \times (1 + \delta)
\]

(4.11)\]

and

\[
C_{\text{eff}} = \frac{P_{NP}}{P_{PB}} \left[ C \times (1 + \delta) + P_{NP} \times \gamma \times D^2 \right]
\]

(4.12)\]

In equations (4.11) and (4.12), \( P_{PB} \) is the dirty price of the putable bond and \( P_{NP} \) is the dirty price of the bond without the put option. Note that delta for a callable bond is positive, whereas for a putable bond delta is negative. One can easily deduce from equations (4.9) to (4.12) that as the embedded option becomes worthless, delta and gamma tend to zero and the callable or putable bond trades as a conventional bond. In this case, effective duration and effective convexity are equal to modified duration and convexity of a conventional bond. On the other hand, if the embedded option is in-the-money, delta is 1 for a callable bond and \(-1\) for a putable bond and gamma is 0 for both. This has the implication that effective duration and effective convexity are both equal to 0 under this scenario.

I mentioned earlier that callable bonds have a yield pickup over comparable-maturity noncallable bonds. In case the bondholder is long a put option, which is the case for putable bonds, then the bondholder must
pay a premium up front to acquire this put option. As a result, putable bonds trade at lower yields than conventional bonds of identical maturity. To compare the relative attractiveness of a callable or a putable bond with conventional bonds, the term **effective yield** is usually used. Effective yield is the implied yield of the noncallable or nonputable part of the bond.

In the rest of this book, I use only the measures effective yield, effective duration, and effective convexity to quantify the corporate bond’s yield and price risk to yield changes. Unless explicitly stated otherwise, I refer to these measures simply as yield, duration, and convexity, respectively, and use the abbreviations $y$, $D$, and $C$, respectively, to denote them.

**PORTFOLIO AGGREGATES**

The discussion so far has focused on quantifying the price risk of a single corporate bond in response to changes in yield. From a portfolio management perspective, it is more important to estimate the price risk from yield changes for an entire corporate bond portfolio. This is done by defining the aggregate risk measures **effective portfolio duration** and **effective portfolio convexity**, which are simply the weighted averages of effective duration and effective convexity of the individual bonds in the portfolio.

For purposes of illustration, consider the portfolio to comprise cash holdings and $N$ corporate bonds. If $A_c$ denotes the amount in cash and $NE_i$ the nominal exposure to the $i$th corporate bond having a dirty price $P_{\text{dirty},i}$ for $1$ face value, then the market value of the portfolio is given by

$$M_p = A_c + \sum_{i=1}^{N} NE_i \times P_{\text{dirty},i}$$

(4.13)

If $w_i$ denotes the weight of the $i$th bond in the portfolio, it is easy to verify that

$$w_i = \frac{NE_i \times P_{\text{dirty},i}}{M_p}$$

(4.14)

Similarly, the weight of cash in the portfolio is given by

$$w_c = \frac{A_c}{M_p}$$

(4.15)

Following standard market convention that a cash position is not subject to market risk, the duration and convexity of the cash holdings can be set to zero. Hence, the effective portfolio duration and effective portfolio...
convexity are given, respectively, by

\[ D_p = \sum_{i=1}^{N} w_i D_i \]  
(4.16)

and

\[ C_p = \sum_{i=1}^{N} w_i C_i \]  
(4.17)

Another portfolio aggregate that is often computed is the average effective yield of the portfolio. Specifically, if \( R_c \) denotes the interest rate earned on cash and \( y_i \) the effective yield of the \( i \)th bond in the portfolio, then the effective yield of the portfolio is given by

\[ y_p = w_c R_c + \sum_{i=1}^{N} w_i y_i \]

Effective portfolio duration defined in equation (4.16) has the risk interpretation of representing the percentage change in a portfolio’s market value for a 100-basis point change in effective yield of every bond in the portfolio. Including the portfolio’s effective convexity improves this price risk estimate. For instance, the approximate change in market value of a portfolio resulting from a change \( \Delta y_p \) to the effective yield of the portfolio is given by

\[ \Delta M_p = -M_p \cdot D_p \cdot \Delta y_p + 0.5 M_p \cdot C_p \cdot \Delta y_p^2 \]  
(4.19)

**DYNAMICS OF THE YIELD CURVE**

The portfolio aggregate risk measures defined in the preceding section provide an approximate measure of price risk due to yield changes. However, it is important to realize that these risk measures are derived under the implicit assumption that the yield of every bond in the portfolio will change by an identical amount. Under this assumption, the par yield curve shape change is restricted to a parallel shift. Note that a par yield curve is the yield curve obtained by interpolating the effective yield of bonds with different maturities. The extent to which portfolio duration and portfolio convexity capture market risk arising from yield changes depends on the extent to which parallel shifts of the yield curve are representative of yield curve shape changes.

To investigate whether parallel shifts explain a significant proportion of the change in shape of the yield curve, one can examine the proportion of yield curve variability explained by parallel shifts using historical data. If
changes to the yield curve are primarily parallel shifts, then yield changes across different maturities should be perfectly correlated. However, empirical evidence suggests that yield changes for different maturities are only strongly but not perfectly correlated, leading to the conclusion that parallel shifts do not fully model the dynamics of the yield curve. Of course, the evidence that yield changes across different maturities are strongly correlated implies that yield curve shape changes could be explained using relatively few factors. One way to identify these factors is to carry out a principal component decomposition of the sample covariance matrix of yield changes. This makes it possible to identify those factors that explain a significant proportion of the total variance in the sample data. In simple terms, principal component decomposition refers to the process of constructing new random variables through linear combinations of original random variables with the primary objective of achieving data reduction. In the present case, these random variables correspond to yield changes across different maturities of the par yield curve.

To illustrate the mathematical concept behind principal component decomposition, consider a random vector \( \tilde{x} = [x_1, x_2, \ldots, x_m]^T \) having a covariance matrix \( \Omega \) with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \geq 0 \). Now construct new random variables \( z_1, z_2, \ldots, z_m \) that are some linear combinations of the random variables \( x_1, x_2, \ldots, x_m \). This linear transformation generates the new random variable \( z_i = \tilde{\ell}_i^T \tilde{x} \), which has a variance given by

\[
\text{Var}(z_i) = \tilde{\ell}_i^T \Omega \tilde{\ell}_i \quad (4.20)
\]

If one chooses \( \tilde{\ell}_i \) to be the normalized eigenvector corresponding to the \( i \)th eigenvalue, then the variance of the random variable \( z_i \) (usually referred to as the \( i \)th principal component) is equal to the eigenvalue \( \lambda_i \). The proportion of the total variance of the original random variables explained by the \( i \)th principal component is given by \( \lambda_i / (\lambda_1 + \cdots + \lambda_m) \). To achieve data reduction, one usually chooses the first \( p \) principal components that explain a significant proportion of the total variance in the original data set.

The advantage of carrying out a principal component analysis is that it often reveals relationships that are not otherwise evident from an examination of the original data. For instance, a principal decomposition carried out on the historical yield changes for different maturities reveals that three factors, namely shift, twist, and curvature, are sufficient to explain the dynamics of the yield curve. For purposes of illustration, Exhibit 4.1 shows the proportion of total variance explained by the first three principal components for swap curves in the U.S. dollar and euro markets. The covariance matrix used in the calculation was computed using times series comprising weekly changes of quoted swap rates for different maturities over the period July 1999 to June 2002.
Examining Exhibit 4.1, one can conclude that two principal components, namely level shift and twist (flattening or steepening of the yield curve), sufficiently explain a significant proportion of the historical changes to the yield curve. Based on this evidence, I use only two factors for modeling the yield curve risk.

In general, it is not necessary for the two risk factors to be the fundamental direction vectors obtained through principal component decomposition. In practice, it is only important to choose two fundamental direction vectors that are easy to interpret and explain a significant proportion of the total variance of the original variables. The choice of the principal component vectors is primarily motivated by the fact that these are optimal direction vectors for the sample period over which they are computed. Outside this sample period, however, these direction vectors may not be optimal in the sense of being able to model the maximum variance for the number of risk factors chosen. For these reasons, I choose risk factors that are identical across different markets but nonetheless model a significant proportion of the variance. In particular, the market risk model presented in the next section uses a -10-basis point parallel shift and a 10-basis point flattening of the par yield curve as the two risk factors to model yield curve risk. Exhibit 4.2 shows the two risk factors used to model the yield curve risk.

**EXHIBIT 4.2** Shift and Twist Risk Factors

**EXHIBIT 4.1** Proportion of Variance Explained by Principal Components

<table>
<thead>
<tr>
<th>Factor Type</th>
<th>USD Swap Curve (%)</th>
<th>EUR Swap Curve (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shift (S)</td>
<td>90.8</td>
<td>94.0</td>
</tr>
<tr>
<td>S + twist (T)</td>
<td>98.4</td>
<td>96.6</td>
</tr>
<tr>
<td>S + T + curvature</td>
<td>99.2</td>
<td>98.7</td>
</tr>
</tbody>
</table>
Note that the twist risk factor is modeled to be flat over the maturity ranges 0 to 1 year and 5 to 6 years.

To investigate whether the chosen shift and twist risk factors explain a significant proportion of the total variance, I again use the same (weekly) data set (of swap rate changes over the period July 1999 to June 2002) and compare this with the figures in Exhibit 4.1. In computing the proportion of total variance modeled by these two risk factors, one needs to account for the fact that the twist risk factor may not be orthogonal to the shift risk factor (indicating that these two risk factors may be correlated). If the variance of the shift and twist risk factors is denoted $\sigma_s^2$ and $\sigma_t^2$, respectively, then the variance explained by these factors (under the assumption that the correlation between them is $\rho$) is given by

$$\sigma_{\text{explained}}^2 = \frac{\sigma_s^2 + (1 - \rho)\sigma_t^2}{\lambda_1 + \lambda_2 + \cdots + \lambda_m} \quad (4.21)$$

Note that the individual factor variances can be computed using equation (4.20) where the normalized vector $\tilde{t}_i$ is chosen to correspond to the risk factor being modeled. The correlation $\rho$ between the risk factors is given by

$$\rho = \frac{\tilde{t}_s^T \Omega \tilde{t}_t}{\sigma_s \times \sigma_t} \quad (4.22)$$

where $\tilde{t}_s$ and $\tilde{t}_t$ denote the normalized shift risk vector and twist risk vector, respectively. The results obtained by carrying out this analysis are shown in Exhibit 4.3.

Comparing Exhibits 4.1 and 4.3, one can infer that the chosen shift and twist risk factors jointly explain more than 95 percent of the variance for the U.S. dollar swap curve. The proportion of variance explained for the euro swap curve is slightly less than this value. The empirical evidence reported here provides a strong motivation for using these two risk factors to model the yield curve dynamics. Additionally, the direction vectors they represent are generic for any yield curve and are therefore easier to interpret than principal components.

### Exhibit 4.3

<table>
<thead>
<tr>
<th>Factor Type</th>
<th>USD Swap Curve (%)</th>
<th>EUR Swap Curve (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shift</td>
<td>90.0</td>
<td>82.7</td>
</tr>
<tr>
<td>Shift + twist</td>
<td>95.6</td>
<td>92.3</td>
</tr>
</tbody>
</table>
OTHER SOURCES OF MARKET RISK

Managing credit risk is usually the primary focus of corporate bond portfolio managers. For this reason, identifying corporate borrowers with either a stable credit rating or the potential to improve their credit rating is the major preoccupation of portfolio managers. However, some corporate borrowers who meet these criteria may issue bonds in a currency that is different from the corporate bond portfolio’s base currency. As a result, it is quite possible that a particular corporate bond the portfolio manager wishes to buy is issued in a currency different from the portfolio’s base currency. In this case, the portfolio manager has to hedge the exchange rate risk arising from the purchase of a bond denominated in a foreign currency. The exchange rate risk is usually hedged through the purchase of currency forwards.

In general, the guidelines for managing the corporate bond portfolio specify whether exchange rate risk is permitted. In most cases, only a small percentage of foreign currency risk is permitted to ensure that, from an operational point of view, frequent currency rebalancing is not necessary. In order to identify both intentional and unintentional market risk exposures arising from exchange rate risk, one has to include exchange rate risk in the market risk calculation.

Another source of market risk arises from changes in implied yield volatility, which in turn has an impact on the prices of callable and putable bonds. In the next section, I develop a market risk model that takes into account yield curve risk, exchange rate risk, and implied yield volatility risk for managing a corporate bond portfolio.

MARKET RISK MODEL

In this section, I focus on developing a market risk model to measure the portfolio’s market risk exposure relative to the benchmark. Considering that a risk model’s key function is to identify sources of mismatch between portfolio and benchmark returns, the first step is to select a set of risk factors that drive security returns. For a corporate bond portfolio, an obvious choice for the market risk factors would be yield curve shape changes in all markets relevant to the portfolio and the benchmark. I indicated earlier that two risk factors are generally sufficient to explain a significant proportion of the yield curve shape changes. The component of risk modeled by these two factors is usually referred to as the systematic risk. In developing the market risk model, I restrict attention to modeling only systematic risk and work with weekly time series data. Issuer-specific risk arising from holding specific corporate names in the portfolio is modeled under credit risk.
Common to any market risk model is the underlying assumption that historical risk factor realizations serve as good approximations for characterizing the distribution of risk factors in the future. Under this assumption, the covariance matrix computed using historical volatilities and correlations of relevant market risk factors serves as a suitable risk model. I indicate in this section how to construct such a market risk model. Having argued that two risk factors are sufficient to model the changes to the swap curve, I first illustrate how the shift and twist risk factors for any given yield curve can be estimated.

Denote the par yields by $y^k_i(t)$ at time $t$, where $i$ refers to the maturity and $k$ refers to the specific yield curve under consideration. For the sake of consistency, assume that for every yield curve the index $i$ runs from 1 to $n$. The time series of weekly yield changes for the $i$th maturity point on the yield curve for the $k$th yield curve is given by

$$\Delta y^k_i(t) = y^k_i(t) - y^k_i(t - 1), \quad i = 1, \ldots, n$$  (4.23)

The earlier analysis indicated that these yield changes can be modeled using a shift component and a twist component. For instance, if one denotes $\Delta s = -10$ basis points as the shift component across all maturities and $\Delta t_i$ as the twist component for the $i$th maturity for a 10-basis point flattening of the yield curve shown in Exhibit 4.2, then the yield changes (assumed to be in basis points) can be represented as

$$\Delta y^k_i(t) = a^k_i \Delta s + b^k_i \Delta t_i + e^k_i, \quad i = 1, \ldots, n$$  (4.24)

In equation (4.24), $a^k_i$ and $b^k_i$ are coefficients associated with shift and twist risk factors, respectively, that model weekly yield changes. To determine these coefficients, one needs to minimize the sum of the squared residuals $e^k_i$ for $i = 1, \ldots, n$. One can show in this case that $a^k_i$ and $b^k_i$ are given, respectively, by

$$a^k_i = \frac{\left( \sum_{i=1}^{n} \Delta t_i \sum_{i=1}^{n} \Delta y^k_i - \sum_{i=1}^{n} \Delta t_i \sum_{i=1}^{n} \Delta t_i \Delta y^k_i \right)}{\left( n \sum_{i=1}^{n} \Delta t_i^2 - \left( \sum_{i=1}^{n} \Delta t_i \right)^2 \right)} \Delta s$$  (4.25)

and

$$b^k_i = \frac{\left( n \sum_{i=1}^{n} \Delta t_i \Delta y^k_i - \sum_{i=1}^{n} \Delta t_i \sum_{i=1}^{n} \Delta y^k_i \right)}{\left( n \sum_{i=1}^{n} \Delta t_i^2 - \left( \sum_{i=1}^{n} \Delta t_i \right)^2 \right)}$$  (4.26)
The next task is to identify the relevant yield curves to be used to model market risk for a corporate bond portfolio. Considering that the intention is to model only market risk arising from systematic risk factors, the appropriate yield curves are the swap curves in different currency markets. One can justify such a choice on the basis of the strong correlation corporate bond yield changes have with changes in swap rates. Assuming the corporate bond portfolio is restricted to comprise only bonds issued in either U.S. dollars or euros, the yield curves to be considered for modeling market risk are the swap curves in U.S. dollar and euro markets.

When the portfolio or benchmark returns are also dependent on exchange rate movements, the market risk model has to include factors that capture this risk component. Again, if one restricts the permissible exchange rate risk to U.S. dollars against euros, one additional risk factor is required to capture this component of market risk. In order to model the risk exposure to changes in the exchange rate, assume that this risk factor models a 1 percent appreciation of the foreign currency against the base currency of the portfolio. In this case, the coefficient $c_t$ associated with the chosen risk factor using weekly exchange rate data is given by

$$c_t = 100 \times \frac{x_t - x_{t-1}}{x_{t-1}}$$  \hspace{1cm} (4.27)

In equation (4.27), $x_t$ denotes the exchange rate of the foreign currency at time $t$ expressed in units of foreign currency required to buy one unit of the portfolio’s base currency.

Finally, to model the market risk resulting from changes in implied yield volatility, one includes the implied yield volatility risk factor. This risk factor is intended to capture the price risk arising from changes in the implied yield volatility when callable or putable bonds are held in the portfolio or benchmark. If one assumes the implied yield volatility risk factor models a 1 percent increase in implied yield volatility, then the coefficient $v_t$ associated with implied yield volatility risk factor is given by

$$v_t = 100 \times \frac{\sigma_t - \sigma_{t-1}}{\sigma_t}$$  \hspace{1cm} (4.28)

In equation (4.28), $\sigma_t$ refers to the implied yield volatility for some suitable option contract at time $t$ (a 1-month swaption on the 5-year swap rate is used in this risk model). Again assume that the implied yield volatility time series is constructed using weekly data.

One can now construct the risk model for computing the exposure of the portfolio relative to the benchmark to various market risk factors. The relevant risk factors comprise the shift and twist risk factors for the U.S.
dollar and euro swap curves, the exchange rate risk factor and the implied yield volatility factor. In this case, one can construct the vector time series of the risk factor coefficients using weekly data, denoted \( \{ \hat{\phi}(t) \} = \{ [a_{usd}^{USD} b_{usd}^{USD} a_{eur}^{EUR} b_{eur}^{EUR} c_t \nu_t] \}. \) The risk model for measuring exposures to systematic risk factors turns out to be simply the covariance matrix \( \Sigma = [\sigma_{ij}] \), where \( \sigma_{ij} \) denotes the covariance between the \( i \)th and \( j \)th time series components in \( \hat{\phi}(t) \). Exhibit 4.4 shows the six-factor market risk model estimated using weekly data over the period 31 March 1999 to 3 April 2001.

Given the risk model (or equivalently the risk factor covariance matrix), one can compute the tracking error of the portfolio versus the benchmark arising from mismatches in the exposures to market risk factors. As a prerequisite for this, one has to compute the sensitivities to various market risk factors that have been modeled.

To indicate the computation of the sensitivities to market risk factors, first assume that the market value of the portfolio is given by \( M_p \). Now consider a shift of \( \Delta s = -10 \) basis points to the U.S. dollar swap curve. Under the assumption that the U.S. dollar swap curve dynamics capture the systematic risk of corporate bonds denominated in U.S. dollars, the yields of all U.S. dollar-denominated bonds change by \(-10\) basis points. Under this scenario, the market value of the portfolio is different if corporate bonds denominated in U.S. dollars are held in the portfolio. Generically denoting this risk factor as \( k \), the sensitivity to the \( k \)th risk factor in basis points is given by

\[
S^k_p = 10,000 \times \frac{M^k_p - M_p}{M_p}
\] (4.29)

In equation (4.29), \( M^k_p \) is the new market value of the portfolio under the risk scenario. One can similarly compute the sensitivity in basis points to the \( k \)th risk factor for the benchmark, which is given as

\[
S^k_B = 10,000 \times \frac{M^k_B - M_B}{M_B}
\] (4.30)
Note that for estimating sensitivity to exchange rate risk, one has to shock the relevant foreign currency to appreciate by 1 percent against the base currency of the portfolio. Similarly, to estimate the sensitivity to changes in implied yield volatility, one has to shock the implied yield volatilities of all callable and putable bonds to increase by 1 percent and then revalue the portfolio and benchmark under this scenario.

For the chosen risk model, let $\bar{S}_P$ and $\bar{S}_B$ denote the vectors of factor loadings (or sensitivity) in basis points for the portfolio and benchmark, respectively. The annualized ex ante tracking error of the portfolio denoted in basis points arising from exposures to market risk factors is given by

$$T_e = \sqrt{52(\bar{S}_P - \bar{S}_B)^T \Sigma (\bar{S}_P - \bar{S}_B)}$$

The scaling factor of 52 in equation (4.31) is required to annualize the tracking error computed using weekly time series data.

The annualized volatility of the portfolio in basis points can be determined from the following equation:

$$\sigma_p = \sqrt{52 \bar{S}_P^T \Sigma \bar{S}_P}$$

The risk factor sensitivities introduced here are useful in the context of formulating an optimization problem to find portfolios that replicate the risk factors of a given corporate bond benchmark. This is discussed in Chapter 10.

**QUESTIONS**

1. The dirty price of a bond maturing in 4.25 years with a 5 percent coupon rate paid on a semiannual basis is $102.50. Compute the yield to maturity, modified duration, and convexity of the bond. Using modified duration and convexity, find the approximate price change for a 25-basis points increase in yield.

2. A portfolio manager holds two bonds in his portfolio, both paying semiannual coupons. The nominal amount invested in bond A is $1 million and this bond is trading at a dirty price of $101.50. Bond A matures in 2.25 years and has a coupon rate of 4.5 percent. The nominal amount invested in bond B is $2.5 million and bond B is trading at a dirty price of $105.25. Bond B matures in 8.75 years and has a coupon rate of 5 percent. Compute the yield to maturity, modified duration, and convexity of the bond portfolio. If the portfolio manager’s performance is measured
against a 1- to 5-year sector benchmark having a modified duration of 2.25 years, what is the view of the portfolio manager?

3. Explain the motivation for doing a principal component decomposition of the yield curve.

4. A portfolio manager prefers to use two risk factors to model the yield curve dynamics but would like one factor to be the duration (implying a parallel shift of yield curve as one factor). Explain what criterion you would use to identify the second risk factor to ensure that the two factors explain a large proportion of the variance in the yield curve.

5. What is the tracking error of a portfolio? A portfolio has a monthly tracking error of 25 basis points. What is its annualized tracking error?

6. For the two-bond portfolio given in Question 2, find the shift risk and twist risk sensitivities in basis points for the portfolio using the risk factors given in Exhibit 4.2.
Credit risk constitutes the dominant part of the risk in a corporate bond portfolio. As a consequence, the ability to model credit risk accurately plays an important role in deciding whether the risk in a corporate bond portfolio can be managed effectively. However, modeling credit risk is a much more difficult task than modeling market risk. Most of the difficulties relate to the differences in the conceptual approaches used for modeling credit risk and data limitations associated with parameter specification and estimation. Hence, there is invariably a subjective element to the modeling of credit risk and, as such, credit risk modeling is a mixture of art and science. This subjective element is much more evident when one aggregates credit risk at the portfolio level, which is discussed in the next chapter. In this chapter, I discuss various factors that are important determinants of credit risk in a corporate bond and indicate the methods used to estimate these at the security level. Subsequently, I introduce standard risk measures that are used to quantify credit risk.

**ELEMENTS OF CREDIT RISK**

Credit risk, in broad terms, refers to the risk of a loss arising from the obligor or issuer not being in a position to service the debt obligations. Also attributed to credit risk is the mark-to-market loss of a bond resulting from a change in the market perception of the issuer's ability to service the debt in the future. In most cases, this change in the market perception will be either preceded or succeeded by a change in the credit quality of the issuer. In computing credit risk at the security level, the following factors play important roles:

- **Probability of default.** This is the probability that the issuer will default on its contractual obligations to repay its debt. Because probability of default (PD) is a function of the time horizon over which one measures the debt-servicing ability, it is standard practice to assume a 1-year horizon to quantify this.
Recovery rate. This is the extent to which the face value of an obligation can be recovered once the counterparty has defaulted. The recovery rate (RR) is usually taken to be the price at which the security trades in the secondary market immediately after the issuer has defaulted on contractual payments. Among other variables, seniority of the bond and the prevailing economic environment are important determinants of recovery rates.

Rating migration. Short of default, this is the extent to which the credit quality of the issuer improves or deteriorates as expressed by a change in the probability of default. This affects the relative spread versus the risk-free yield curve at which the corporate bond trades.

In the following sections, I discuss each of these factors in greater detail, and, wherever relevant, indicate methods commonly employed to estimate the quantities of interest.

Probability of Default

The key determinant of the credit risk of an issuer is the uncertainty regarding the issuer’s ability to service debt obligations as expressed through the default probability. In general, the approaches used to determine default probabilities at the issuer level fall into two broad categories. The first is empirical in nature and requires the existence of a public credit-quality rating scheme. The second is based on Merton’s options theory framework and is therefore a structural approach. The empirical approach to estimating the default probability makes use of a historical database of corporate defaults to form a static pool of companies having a particular credit rating for a given year. Annual default rates are then calculated for each static pool, which are then aggregated to provide an estimate of the average historical default probability for a given credit rating. If one uses this approach, then the default probabilities for any two issuers having the same credit rating will be identical. On the other hand, the option pricing approach to estimating default probability uses current estimates of the firm’s assets, liabilities, and asset volatility and hence is related to the dynamics of the underlying structure of the firm. I discuss each of these approaches in greater detail in what follows.

Empirical Approach Many major rating agencies, including Moody’s Investors Service, Standard & Poor’s Corporation, and Fitch Ratings determine the probability of default using the empirical approach. Rating agencies assign credit ratings to different issuers based on extensive analysis of both the quantitative and the qualitative performance of a firm. This analysis
is intended to capture the level of credit risk (how credit ratings are assigned is beyond the scope of this book). For the purpose of illustrating the empirical approach used to determine default probabilities for different credit ratings, I discuss Moody’s methodology.

Moody’s rating symbols for issuer ratings reflect opinions on the issuer’s ability to honor senior unsecured financial obligations and contracts denominated in foreign and/or domestic currency. The rating gradations provide bondholders with a simple system to measure an issuer’s ability to meet its senior financial obligations. Exhibit 5.1 shows the various rating symbols assigned by Moody’s with a short description of the rating implication.

### Exhibit 5.1 Credit Quality Implication for Moody’s Rating Symbols

<table>
<thead>
<tr>
<th>Rating Symbol</th>
<th>Rating Implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>Issuers rated Aaa offer exceptional financial security, although the credit-worthiness of these entities is likely to change, such changes most unlikely may not impair their fundamentally strong position</td>
</tr>
<tr>
<td>Aa</td>
<td>Issuers rated Aa offer excellent financial security; compared to Aaa issuers, long-term risks of Aa issuers are somewhat greater</td>
</tr>
<tr>
<td>A</td>
<td>Issuers rated A offer good financial security; however, elements may be present that suggest a susceptibility to impairment in the future</td>
</tr>
<tr>
<td>Baa</td>
<td>Issuers rated Baa offer adequate financial security; however, certain protective elements may be lacking or may be unreliable over any great period of time</td>
</tr>
<tr>
<td>Ba</td>
<td>Issuers rated Ba offer questionable financial security; often the ability of these issuers to meet obligations may be moderate and not well safeguarded in the future</td>
</tr>
<tr>
<td>B</td>
<td>Issuers rated B offer poor financial security; assurance of payment of obligations over any long period of time is small</td>
</tr>
<tr>
<td>Caa</td>
<td>Issuers rated Caa offer very poor financial security; they may be in default on their obligations or there may be present elements of danger with respect to payment of obligations on schedule</td>
</tr>
<tr>
<td>Ca</td>
<td>Issuers rated Ca offer extremely poor financial security; such issuers are often in default on their obligations or have other marked shortcomings</td>
</tr>
<tr>
<td>C</td>
<td>Issuers rated C are the lowest rated class of entity and are usually in default on their obligations, and potential recovery values are low</td>
</tr>
</tbody>
</table>

*Source: “Rating Definitions,” Moody’s Investors Service. © Moody’s Investors Service, Inc., and/or its affiliates. Reprinted with permission. All rights reserved.*
In addition to these generic rating categories, Moody’s applies numerical modifiers 1, 2, and 3 to the rating categories from Aa to Caa. The modifier 1 indicates that the issuer is in the higher end of its letter-rating category, the modifier 2 indicates a mid-range ranking, and the modifier 3 indicates that the issuer is in the lower end of the letter-rating category. It is customary to refer to a rating change from grade Aa1 to Aa2 as a one-notch rating downgrade. Bonds issued by firms rated between Aaa to Baa are referred to as investment-grade bonds; the rest are referred to as non-investment-grade bonds.

It is important to emphasize here that Moody’s ratings incorporate assessments of both the likelihood and the severity of default. Considering that a particular issuer could have debt issues with different collateral and seniority, Moody’s approach leads to different ratings for a particular issuer’s different debt issues. However, when an issuer is deemed to have defaulted on a particular debt issue, cross-default clauses require all outstanding debt of the issuer to be considered as having defaulted. This in turn leads to the following question: What events signal the default of an issuer? Moody’s definition of default considers three types of default events:

1. There is a missed or delayed disbursement of interest and/or principal including delayed payments made within a grace period.
2. An issuer files for bankruptcy or legal receivership occurs.
3. A distressed exchange occurs where: (1) the issuer offers bondholders a new security or package of securities that amounts to a diminished financial obligation or (2) the exchange has the apparent purpose of helping the borrower default.

These definitions of default are meant to capture events that change the relationship between the bondholder and the bond issuer in such a way as to subject the bondholder to an economic loss.

The empirical approach relies on historical defaults of various rated issuers. This requires forming a static pool of issuers with a given rating every year and computing the ratio of defaulted issuers after a 1-year period to the number of issuers that could have potentially defaulted for the given rating. If, during the year, ratings for certain issuers are withdrawn, then these issuers are subtracted from the potential number of issuers who could have defaulted in the static pool. Specifically, the 1-year default rates for A-rated issuers during a given year represent the number of A-rated issuers that defaulted over the year divided by the number of A-rated issuers that could have defaulted over that year. Annual default rates calculated in this manner for each rating grade are then aggregated to provide an estimate of the average historical default probability for a given rating grade.
I mentioned that although different debt issues of a particular issuer could have different ratings assigned depending on the seniority of the issue, cross-default clauses require all outstanding debt of a particular issuer to default at the same time. This raises an important question when managing corporate bond portfolios, namely, whether the issuer rating or the rating of the bond issue is to be considered when inferring the probability of default. The short answer to this question is that it depends on how credit risk will be quantified for the given bond. The approach taken here to quantify bond-level credit risk requires that the credit rating of the bond issuer is the one to be used. This will be evident when I discuss the quantification of credit risk at the bond level.

**Merton’s Approach** Merton’s approach to estimating the probability of default of a firm builds on the limited liability rule, which allows shareholders to default on their obligations while surrendering the firm’s assets to its creditors. In this framework, the firm’s liabilities are viewed as contingent claims on the assets of the firm and default occurs at debt maturity when the firm’s asset value falls below the debt value. Assuming that the firm is financed by means of equity $S_t$ and a single zero-coupon debt maturing at time $T$ with face value $F$ and current market value $B_t$, one can represent the firm’s assets at time $t$ as

$$A_t = S_t + B_t \quad (5.1)$$

The probability of default in Merton’s framework for the firm is the probability that the firm’s assets are less than the face value of the debt, which is given by

$$PD = \text{prob}[A_T < F] \quad (5.2)$$

To determine the probability of default in Merton’s framework, one needs to select a suitable model for the process followed by $A_t$. A standard assumption is to postulate that $A_t$ follows a log-normal process with growth rate $\mu$ and asset return volatility $\sigma_A$, as follows:

$$A_t = A_0 \exp[(\mu - 0.5\sigma_A^2)t + \sigma_A \sqrt{t} z_t] \quad (5.3)$$

In equation (5.3), $z_t$ is a normally distributed random variable with zero mean and unit variance. Using equation (5.3) in conjunction with equation (5.2), one can denote the probability of default as

$$PD = \text{prob}[\ln A_0 + (\mu - 0.5\sigma_A^2)T + \sigma_A \sqrt{T} z_T < \ln F] \quad (5.4)$$
In equation (5.4), one takes the logarithm on both sides of the inequality because doing so does not change the probabilities. Rearranging the terms in equation (5.4), one can represent the probability of default for the firm as

\[ PD = \text{prob} \left[ z_T < -\frac{\ln(A_0/F) + (\mu - 0.5\sigma^2)T}{\sigma_A \sqrt{T}} \right] \]  

(5.5)

Because \( z_T \) is a normally distributed random variable, the probability of default can be represented as

\[ PD = N(-D) \]  

(5.6)

where

\[ D = \frac{\ln(A_0/F) + (\mu - 0.5\sigma^2)T}{\sigma_A \sqrt{T}} \]  

(5.7)

\[ N(-D) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{-D} \exp(-0.5x^2)dx \]  

(5.8)

In equation (5.7), \( D \) represents the distance to default, which is the distance between the logarithm of the expected asset value at maturity and the logarithm of the default point normalized by the asset volatility.

Although Merton’s framework for determining the probability of default for issuers is rather simple, applying this directly in practice runs into difficulties. This is because firms seldom issue zero-coupon bonds and usually have multiple liabilities. Furthermore, firms in distress may be able to draw on lines of credit to honor coupon and principal payments, resulting in a maturity transformation of their liabilities.

To resolve these difficulties, the KMV Corporation suggested some modifications to Merton’s framework to make the default probability estimate meaningful in a practical setting\(^1\) (KMV refers to the probability of default as the expected default frequency, or EDF). For instance, rather than using the face value of the debt to denote the default point, KMV suggests using the sum of the short-term liabilities (coupon and principal payments due in less than 1 year) and one half of the long-term liabilities. This choice is based on the empirical evidence that firms default when their asset value reaches a level between the value of total liabilities and the value of short-term liabilities. Furthermore, because the asset returns of the firms may in practice
deviate from a normal distribution, KMV maps the distance to default variable D to a historical default statistics database to estimate the probability of default. In the KMV framework, default probabilities for issuers can take values in the range between 0.02 and 20 percent.

To illustrate the KMV approach, let DPT denote the default point and \( E(A_T) \) the expected value of the firm’s assets 1 year from now. Then the distance to default is given by

\[
D = \frac{\ln[E(A_T)/DPT]}{\sigma_A \sqrt{T}} = \frac{\ln(A_0/DPT) + (\mu - 0.5\sigma_A^2)T}{\sigma_A \sqrt{T}} \tag{5.9}
\]

In equation (5.9), the market value of the firm’s assets is not observed because the liabilities of the firm are not traded. What can be observed in the market is the equity value of the firm because equity is traded. Because the value of the firm’s equity at time \( T \) can be seen as the value of a call option on the assets of the firm with a strike price equal to the book value of the liabilities, one has the following equation:

\[
S_T = A_T \times N(d_1) - e^{-rT} \times DPT \times N(d_2) \tag{5.10}
\]

In equation (5.10), \( N(\cdot) \) is the cumulative standard unit normal distribution, \( r \) is the risk-free interest rate, and the variables \( d_1 \) and \( d_2 \) are given, respectively, by

\[
d_1 = \frac{\ln(A_T/DPT) + (r + 0.5\sigma_A^2)T}{\sigma_A \sqrt{T}} \tag{5.11}
\]

and

\[
d_2 = d_1 - \sigma_A \sqrt{T} \tag{5.12}
\]

It is possible to show that equity return and asset return volatility are related through the following relation:

\[
\sigma_S = \frac{A_T}{S_T} \times N(d_1) \times \sigma_A \tag{5.13}
\]

From this relation, it is possible, using an iterative procedure, to solve for the asset value and asset return volatility given the equity value and equity return volatility. Knowing the asset return volatility and asset value, one can compute the distance to default using equation (5.9), from which probability of default can be inferred.
Relative Merits  The empirical and structural approaches to determining issuers’ probability of default can produce significant differences. Both approaches have their relative advantages and disadvantages. For instance, the empirical approach has the implicit assumption that all issuers having the same credit rating will have an identical PD. Furthermore, this default probability is equal to the historical average rate of default. Use of the structural approach, on the other hand, results in PD being more responsive to changes in economic conditions and business cycles because it incorporates current estimates of the asset value and asset return volatility of the firm in deriving this information. One drawback, however, is that the historical database of defaulted firms comprises mostly industrial corporations. As a consequence, use of an industrial corporate default database to infer the PD of regulated financial firms could potentially result in biased PD estimates. Seen from a trading perspective, credit spreads for corporates tend to be influenced much more by agency ratings and credit rating downgrades than by EDF values. This has the consequence that bond market participants tend to attach greater significance to rating agency decisions for pricing. For the purpose of modeling portfolio credit risk and selecting an optimal corporate bond portfolio to replicate the benchmark risk characteristics, I demonstrate the usefulness of both approaches in the chapters to follow.

On Rating Outlooks  Rating agencies provide forward-looking assessments of the issuers’ creditworthiness over the medium term. Such forward-looking credit assessments are referred to as rating outlooks. Outlooks assess the potential direction of an issuer’s rating change over the next 6 months to 2 years. A positive outlook suggests an improvement in credit rating, a negative outlook indicates deterioration in credit rating, and a stable outlook suggests a rating change is less likely to occur. Bond prices tend to react to changes in rating outlook although no actual change in credit rating has occurred. In particular, the impact on prices is much more significant if the issuer is Baa because a rating downgrade can result in the issuer being rated non-investment grade. Furthermore, if a particular sector (such as telecom) has a negative rating outlook, a change in rating outlook from stable to negative for an issuer in this sector can also have a significant effect on bond prices.

These observations raise the following important question: Should a negative or a positive rating outlook for a given issuer be incorporated in assessing PD through a downgrade or an upgrade before it has actually happened? The short answer to this question is no, primarily because estimating credit risk incorporates the probability that the credit rating of issuers can change over time. Forcing a rating change for the issuer before it has actually happened may tend to bias the estimate of credit risk.
**Captive Finance Companies** Large companies in most industrial sectors have captive finance subsidiaries. The principal function of any financial subsidiary is to support the sales of the parent’s products. This function can make the finance company a critical component of the parent’s long-term business strategy. In light of this close relationship between the captive finance company and its parent, credit ratings for both are usually identical. However, if the legal clauses guarantee that the parent company’s bankruptcy does not automatically trigger the bankruptcy of the financial subsidiary, rating differences may exist between the parent company and its financial subsidiary. For the purpose of quantifying credit risk, I use the actual credit rating of the financial subsidiary in the calculations.

Estimating the probability of default of financial subsidiaries on the basis of Merton’s structural model can lead to difficulties. This is because the equity of the financial subsidiary may not be traded. For example, Ford Motor is traded, whereas its financial subsidiary, Ford Credit, is not traded. Considering that the financing arm of major industrial corporates is vital to the survival of both the parent and the subsidiary, one can argue that the equity market takes this relationship into account when valuing the parent company. Under this argument, one can assign the same probability of default to both companies when only one of them is traded in the market.

**Recovery Rate**

In the event of default, bondholders do not receive all of the promised coupon and principal payments on the bond. Recovery rate for a bond, which is defined as the percentage of the face value that can be recovered in the event of default, is of natural interest to investors. Considering that credit market convention is to ask how much of promised debt is lost rather than how much of it is recovered, the term loss given default (LGD), which is defined as one minus recovery rate, is also commonly used in the credit risk literature.

In general, estimating the recovery value of a bond in the event of default is rather complex. This is because the payments made to bondholders could take the form of a combination of equity and derivative securities, new debt, or modifications to the terms of the surviving debt. Because there may be no market for some forms of payments, it may not be feasible to measure the recovery value. Moreover, the amount recovered could take several months or even years to materialize and could potentially also depend on the relative strength of the negotiating positions. As a result, estimating historical averages of amounts recovered from defaulted debt requires making some simplifying assumptions.

Moody’s, for instance, proxies the recovery rate with the secondary market price of the defaulted instrument approximately 1 month after the time of default. The motivation for such a definition is that many investors may
wish to trade out of defaulted bonds and a separate investor clientele may acquire these and pursue the legal issues related to recovering money from defaulted debt instruments. In this context, Moody’s recovery rate proxy can be interpreted as a transfer price between these two investor groups.

Empirical research on recovery rates suggests that industrial sector, seniority of the debt, state of the economy, and credit rating of the issuer 1 year prior to default are variables that have significant influence on potential recovery rates. For example, during periods of economic downturns, the recovery rate is usually lower relative to historical averages. This has the consequence that there is also a time dimension to the potential recovery rates. Differences in recovery rates for defaulted debt across industry sectors arise because the recovery amount depends on the net worth of tangible assets the firm has. For instance, firms belonging to industrial sectors with physical assets, such as public utilities, have higher recovery rates than the industrywide average. Empirical results also tend to suggest that issuers that were rated investment grade 1 year prior to default tend to have higher recovery values than issuers that were rated non-investment grade.

To incorporate the variations in the observed recovery rates over time and between issuers when quantifying credit risk, the standard deviation of recovery rates, denoted $\sigma_R$, is taken into account. Including the uncertainty in recovery rates has the effect of increasing credit risk at the issuer level. Common practice is to use the beta distribution to model the observed variations in recovery rates. The advantage of choosing the beta distribution is that it has a simple functional form, dependent on two parameters, which allows for high recovery rate outliers observed in the empirical data to be modeled. The beta distribution has support on the interval 0 to 1 and its density function is given by

$$f(x, \alpha, \beta) = \begin{cases} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1}, & 0 < x < 1 \\ 0, & \text{otherwise} \end{cases} \quad (5.14)$$

where $\alpha > 0$, $\beta > 0$, and $\Gamma(\cdot)$ is the gamma function. The mean and variance of the beta distribution are given, respectively, by

$$\mu = \frac{\alpha}{\alpha + \beta} \quad (5.15)$$

and

$$\sigma^2 = \frac{\alpha \beta}{(\alpha + \beta)^2(\alpha + \beta + 1)} \quad (5.16)$$
Exhibit 5.2 shows the empirical estimates of recovery rates on defaulted securities covering the period 1978 to 2001 based on prices at time of default. Note that senior secured debt recovers on average 53 percent of the face value of the debt, whereas senior unsecured debt recovers only around 42 percent of face value. The standard deviation of the recovery rates for all seniority classes is roughly around 25 percent.

The empirical estimates for average recovery rates tend to vary somewhat depending on the data set used and the recovery rate definition. For instance, the study by Moody’s using defaulted bond data covering the period 1970 to 2000 suggests that the mean recovery rate for senior secured bonds is 52.6 percent, for senior unsecured bonds is 46.9 percent, and for subordinated bonds is 31.6 percent.

In the numerical examples to be presented in this book, I assume that the bonds under consideration are senior unsecured debt. Furthermore, I assume that the standard deviation of the recovery rate is 25 percent and the average recovery rate is 47 percent, which is closer to Moody’s estimate.

Rating Migrations

The framework for assessing the issuer’s PD involves estimating the probability associated with the issuer defaulting on its promised debt payments. In this framework, the issuer is considered to be in one of two states: its current rating or the default state. In practice, default is just one of many states to which the issuer’s rating can make a transition. The action of rating agencies can result in the issuer’s rating being downgraded or upgraded by one or several notches. One can associate the concept of a state with each rating grade, so that rating actions result in the transition to one of several states. Each rating action can be viewed as a credit event that changes the perceived probability of default of the issuer. In the credit risk terminology, such a multistate credit event process is described as credit or rating migration.
Associated with rating migrations are transition probabilities, which model the relative frequency with which such credit events occur.

Modeling the rating migrations process requires estimating a matrix of transition probabilities, which is referred to as the rating transition matrix. Each cell in the 1-year rating transition matrix corresponds to the probability of an issuer migrating from one rating state to another over the course of a 12-month horizon. Mathematically speaking, a rating transition matrix is a Markov matrix, which has the property that the sum of all cells in any given row of the matrix is equal to one. Incorporating rating migrations into the credit risk-modeling framework provides a much richer picture of changes in the aggregate credit quality of the issuer.

The technique used to estimate transition probabilities is similar in principle to the estimation of probability of default. For instance, computing the 1-year transition probability from the rating Aa1 to Baa1 requires first determining the number of issuers rated Baa1 that had an Aa1 rating 1 year earlier. Dividing this number by the total number of issuers that were rated Aa1 during the previous year gives the 1-year transition probability between these two ratings. Again, if the ratings of some Aa1 issuers are withdrawn during the 1-year period of interest, then the total number of Aa1 issuers is reduced by this number. Annual transition probabilities calculated in this manner are then aggregated over a number of years to estimate the average historical transition probability. Exhibit 5.3 shows the 1-year rating transition matrix estimated by Moody’s covering the period 1983 to 2001. In this exhibit, the transition probabilities are expressed in percentages and the column WR refers to the percentage of ratings that were withdrawn.

The interpretation of the numbers in this matrix is the following. The first cell in the matrix refers to the probability (expressed in percentage terms) of remaining in the rating grade Aaa 1 year from now. The estimate of this probability is 85 percent on the basis of historical migration data. The cell under column A3 in the first row of the matrix refers to the probability of an issuer migrating from an Aaa rating to an A3 rating in 1 year. Again, the estimate of this probability on the basis of historical migration data is 0.16 percent. Similarly, the cells in the second row correspond to the 1-year migration probabilities of an issuer that is currently rated Aa1.

Exhibit 5.3 reveals interesting information concerning the relative frequency of rating downgrades and upgrades. For example, the rating transition matrix suggests that higher ratings have generally been less likely than lower ratings to be revised over 1 year. Another observation is that large and sudden rating changes occur infrequently. As one moves down the rating scale, the likelihood of a multinoitch rating change increases. The transition matrix also reveals one feature that is somewhat less desirable. This
**EXHIBIT 5.3** Moody's Average One-Year Rating Transition Matrix (1983 to 2001)

<table>
<thead>
<tr>
<th></th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa–C</th>
<th>Default</th>
<th>WR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>85.00</td>
<td>5.88</td>
<td>2.90</td>
<td>0.47</td>
<td>0.71</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.56</td>
<td></td>
</tr>
<tr>
<td>Aa1</td>
<td>2.54</td>
<td>76.02</td>
<td>7.87</td>
<td>6.58</td>
<td>2.31</td>
<td>0.32</td>
<td>0.05</td>
<td>0.18</td>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.04</td>
<td></td>
</tr>
<tr>
<td>Aa2</td>
<td>0.70</td>
<td>2.90</td>
<td>77.00</td>
<td>8.39</td>
<td>3.93</td>
<td>1.35</td>
<td>0.58</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.08</td>
<td>0.00</td>
<td>4.85</td>
<td></td>
</tr>
<tr>
<td>Aa3</td>
<td>0.08</td>
<td>0.61</td>
<td>3.36</td>
<td>77.88</td>
<td>8.89</td>
<td>3.14</td>
<td>0.85</td>
<td>0.24</td>
<td>0.21</td>
<td>0.16</td>
<td>0.00</td>
<td>0.04</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.38</td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>0.03</td>
<td>0.11</td>
<td>0.60</td>
<td>5.53</td>
<td>77.68</td>
<td>7.20</td>
<td>2.88</td>
<td>0.78</td>
<td>0.27</td>
<td>0.13</td>
<td>0.36</td>
<td>0.25</td>
<td>0.05</td>
<td>0.12</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>3.99</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>0.05</td>
<td>0.06</td>
<td>0.29</td>
<td>5.34</td>
<td>77.47</td>
<td>7.18</td>
<td>2.87</td>
<td>0.80</td>
<td>0.39</td>
<td>0.28</td>
<td>0.10</td>
<td>0.11</td>
<td>0.03</td>
<td>0.07</td>
<td>0.00</td>
<td>0.03</td>
<td>0.02</td>
<td>4.13</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>0.05</td>
<td>0.10</td>
<td>0.23</td>
<td>1.48</td>
<td>8.26</td>
<td>71.77</td>
<td>6.69</td>
<td>3.65</td>
<td>1.43</td>
<td>0.54</td>
<td>0.19</td>
<td>0.22</td>
<td>0.33</td>
<td>0.05</td>
<td>0.04</td>
<td>0.01</td>
<td>0.00</td>
<td>4.91</td>
<td></td>
</tr>
<tr>
<td>Baa1</td>
<td>0.08</td>
<td>0.02</td>
<td>0.13</td>
<td>0.18</td>
<td>0.20</td>
<td>2.71</td>
<td>7.67</td>
<td>71.19</td>
<td>7.37</td>
<td>3.14</td>
<td>1.04</td>
<td>0.46</td>
<td>0.35</td>
<td>0.55</td>
<td>0.09</td>
<td>0.00</td>
<td>0.02</td>
<td>8.73</td>
<td></td>
</tr>
<tr>
<td>Baa2</td>
<td>0.07</td>
<td>0.10</td>
<td>0.12</td>
<td>0.17</td>
<td>0.17</td>
<td>0.87</td>
<td>3.67</td>
<td>6.90</td>
<td>71.50</td>
<td>7.02</td>
<td>1.68</td>
<td>0.52</td>
<td>0.65</td>
<td>0.48</td>
<td>0.45</td>
<td>0.23</td>
<td>0.03</td>
<td>5.30</td>
<td></td>
</tr>
<tr>
<td>Baa3</td>
<td>0.03</td>
<td>0.00</td>
<td>0.03</td>
<td>0.07</td>
<td>0.18</td>
<td>0.57</td>
<td>0.65</td>
<td>3.22</td>
<td>9.33</td>
<td>67.03</td>
<td>6.38</td>
<td>2.59</td>
<td>1.90</td>
<td>0.80</td>
<td>0.31</td>
<td>0.18</td>
<td>0.16</td>
<td>6.15</td>
<td></td>
</tr>
<tr>
<td>Ba1</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.22</td>
<td>0.12</td>
<td>0.67</td>
<td>0.75</td>
<td>2.94</td>
<td>7.68</td>
<td>66.47</td>
<td>4.60</td>
<td>3.88</td>
<td>1.12</td>
<td>1.27</td>
<td>0.81</td>
<td>0.33</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>Ba2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
<td>0.15</td>
<td>0.13</td>
<td>0.35</td>
<td>0.70</td>
<td>2.30</td>
<td>8.35</td>
<td>63.96</td>
<td>6.20</td>
<td>1.67</td>
<td>3.70</td>
<td>1.35</td>
<td>0.53</td>
<td>9.88</td>
<td></td>
</tr>
<tr>
<td>Ba3</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.16</td>
<td>0.17</td>
<td>0.26</td>
<td>0.69</td>
<td>2.71</td>
<td>5.04</td>
<td>66.66</td>
<td>4.83</td>
<td>5.16</td>
<td>2.22</td>
<td>0.85</td>
<td>0.22</td>
<td>8.74</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.09</td>
<td>0.15</td>
<td>0.07</td>
<td>0.24</td>
<td>0.30</td>
<td>0.42</td>
<td>2.52</td>
<td>5.70</td>
<td>66.89</td>
<td>5.22</td>
<td>4.58</td>
<td>1.78</td>
<td>3.71</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.01</td>
<td>0.11</td>
<td>0.06</td>
<td>0.07</td>
<td>0.17</td>
<td>0.12</td>
<td>0.18</td>
<td>0.29</td>
<td>1.63</td>
<td>2.95</td>
<td>5.75</td>
<td>61.22</td>
<td>7.61</td>
<td>3.69</td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.06</td>
<td>0.11</td>
<td>0.12</td>
<td>0.20</td>
<td>0.18</td>
<td>0.35</td>
<td>1.17</td>
<td>4.02</td>
<td>3.36</td>
<td>62.05</td>
<td>6.84</td>
<td>12.50</td>
<td></td>
</tr>
<tr>
<td>Caa–C</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.48</td>
<td>0.48</td>
<td>0.64</td>
<td>0.00</td>
<td>1.36</td>
<td>1.85</td>
<td>1.23</td>
<td>2.87</td>
<td>54.21</td>
<td>26.54</td>
<td>10.36</td>
<td></td>
</tr>
<tr>
<td>Default</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

concerns the probability of default for different ratings, which, contrary to expectations, does not increase monotonically as one moves down the rating grade. For example, the probability of default for an Aa3-rated issuer is 0.08 percent, whereas for an A3-rated issuer it is zero and it is only 0.07 percent for a Baa2-rated issuer.

This raises the following important question: Should we be concerned with the empirical observations that Aa3-rated issuers are more likely to default than Baa2-rated issuers and that for some ratings the probability of default is zero? The answer is yes, primarily because this has implications for the calculation of default correlations to be discussed in the next chapter. A PD of zero for A3-rated issuers implies that the probability of contemporaneous defaults of A3-rated issuers and issuers of any other rating is zero. Clearly, a default probability of zero is undesirable because it leads to nonintuitive results when estimating credit risk. Therefore it is necessary to make the following fine tunings to the rating transition matrix shown in Exhibit 5.3:

- Eliminate the column WR in Exhibit 5.3 and normalize each row so that all cells in any given row add up to 100 percent.
- Refine the resulting probabilities under the default column so that they are monotonically increasing, with the implication that probability of default increases as credit rating declines.
- Readjust the probabilities in the remaining columns so that each row represents a valid probability vector.

The process of deleting the WR column and scaling up the transition probabilities so that each row represents a valid probability vector (i.e., all cells in the row sum to 1 or equivalently 100 percent) is called normalization. I refer to the default probabilities for various ratings derived through the normalization process as the normalized PD. For the purpose of refining the normalized probabilities so that they increase monotonically as ratings decline, I take into account both Moody’s and Standard & Poor’s normalized default probability estimates. Exhibit 5.4 shows the normalized probability of default for various rating grades based on Moody’s and Standard & Poor’s estimates and the default probabilities to be used when estimating credit risk in the numerical examples.

For issuers in the rating grade Baa1 and lower, the PD values in Exhibit 5.4 are chosen to reflect the maximum of the estimates of Moody’s and Standard & Poor’s. For issuers with ratings between Aaa and Aa3, I assume the default probability increases by 1 basis point (0.01 percentage point) for every one-notch downgrade. From the grade Aa3 to grade A3, PD is assumed to increase by 2 basis points for every one-notch downgrade.
EXHIBIT 5.4 Normalized One-Year Probability of Default for Various Rating Grades

<table>
<thead>
<tr>
<th>Rating Grade</th>
<th>Rating Description</th>
<th>Standard &amp; Poor’s (%)</th>
<th>Moody’s (%)</th>
<th>PD Used (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Aaa/AAA</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>Aa1/AA+</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>Aa2/AA</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>4</td>
<td>Aa3/AA−</td>
<td>0.03</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>5</td>
<td>A1/A+</td>
<td>0.02</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>A2/A</td>
<td>0.05</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>7</td>
<td>A3/A−</td>
<td>0.05</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>8</td>
<td>Baa1/BBB+</td>
<td>0.13</td>
<td>0.08</td>
<td>0.13</td>
</tr>
<tr>
<td>9</td>
<td>Baa2/BBB</td>
<td>0.23</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>10</td>
<td>Baa3/BBB−</td>
<td>0.37</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>11</td>
<td>Ba1/BB+</td>
<td>0.48</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>12</td>
<td>Ba2/BB</td>
<td>1.03</td>
<td>0.72</td>
<td>1.03</td>
</tr>
<tr>
<td>13</td>
<td>Ba3/BB−</td>
<td>1.46</td>
<td>2.46</td>
<td>2.46</td>
</tr>
<tr>
<td>14</td>
<td>B1/B+</td>
<td>3.25</td>
<td>3.97</td>
<td>3.97</td>
</tr>
<tr>
<td>16</td>
<td>B3/B−</td>
<td>11.49</td>
<td>13.72</td>
<td>13.72</td>
</tr>
<tr>
<td>17</td>
<td>Caa–C/CCC</td>
<td>25.25</td>
<td>29.60</td>
<td>29.60</td>
</tr>
</tbody>
</table>

With these changes to the default probability estimates, Exhibit 5.5 shows the normalized rating transition matrix used to quantify credit risk in the numerical examples in this book.

QUANTIFYING CREDIT RISK

In the previous section, I identified the important variables that influence credit risk at the security level. In this section, I will focus on quantifying credit risk at the security level. Most people are familiar with the concept of risk in connection with financial securities. In broad terms, risk is associated with potential financial loss that can arise from holding the security, the exact magnitude of which is difficult to forecast. As a result, it is common to describe the potential loss in value using an appropriate probability distribution whose mean and standard deviation serve as useful measures for risk quantification.

This practice is well known in the equities market, where investors focus on market risk measures that model variations in stock return. This leads to quantifying the market risk measures through expected return and standard deviation of return. Under the assumption that equity returns are normally distributed, the realized return lies within one standard deviation of the expected return with two-thirds probability.
### EXHIBIT 5.5  Normalized One-Year Rating Transition Matrix

<table>
<thead>
<tr>
<th></th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa–C</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>89.06</td>
<td>6.16</td>
<td>3.04</td>
<td>0.49</td>
<td>0.29</td>
<td>0.17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Aa1</td>
<td>2.65</td>
<td>79.20</td>
<td>8.20</td>
<td>6.86</td>
<td>2.41</td>
<td>0.33</td>
<td>0.05</td>
<td>0.19</td>
<td>0.00</td>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Aa2</td>
<td>0.74</td>
<td>3.05</td>
<td>80.90</td>
<td>8.82</td>
<td>4.13</td>
<td>1.42</td>
<td>0.61</td>
<td>0.17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.08</td>
<td>0.00</td>
</tr>
<tr>
<td>Aa3</td>
<td>0.08</td>
<td>0.64</td>
<td>3.52</td>
<td>81.48</td>
<td>9.30</td>
<td>3.28</td>
<td>0.89</td>
<td>0.25</td>
<td>0.17</td>
<td>0.00</td>
<td>0.04</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>A1</td>
<td>0.03</td>
<td>0.11</td>
<td>0.62</td>
<td>5.76</td>
<td>80.88</td>
<td>7.50</td>
<td>3.00</td>
<td>0.81</td>
<td>0.28</td>
<td>0.14</td>
<td>0.37</td>
<td>0.26</td>
<td>0.05</td>
<td>0.12</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>A2</td>
<td>0.05</td>
<td>0.06</td>
<td>0.30</td>
<td>0.80</td>
<td>5.57</td>
<td>80.75</td>
<td>7.48</td>
<td>2.99</td>
<td>0.83</td>
<td>0.41</td>
<td>0.29</td>
<td>0.11</td>
<td>0.12</td>
<td>0.03</td>
<td>0.07</td>
<td>0.03</td>
<td>0.03</td>
<td>0.08</td>
</tr>
<tr>
<td>A3</td>
<td>0.05</td>
<td>0.11</td>
<td>0.05</td>
<td>0.24</td>
<td>1.55</td>
<td>8.68</td>
<td>75.40</td>
<td>7.03</td>
<td>3.83</td>
<td>1.50</td>
<td>0.57</td>
<td>0.20</td>
<td>0.23</td>
<td>0.35</td>
<td>0.05</td>
<td>0.05</td>
<td>0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>Baa1</td>
<td>0.08</td>
<td>0.02</td>
<td>0.14</td>
<td>0.19</td>
<td>0.21</td>
<td>2.84</td>
<td>8.04</td>
<td>74.68</td>
<td>7.73</td>
<td>3.29</td>
<td>1.09</td>
<td>0.48</td>
<td>0.37</td>
<td>0.58</td>
<td>0.09</td>
<td>0.02</td>
<td>0.02</td>
<td>0.13</td>
</tr>
<tr>
<td>Baa2</td>
<td>0.07</td>
<td>0.11</td>
<td>0.13</td>
<td>0.18</td>
<td>0.18</td>
<td>0.92</td>
<td>3.87</td>
<td>7.27</td>
<td>75.35</td>
<td>7.40</td>
<td>1.77</td>
<td>0.55</td>
<td>0.69</td>
<td>0.51</td>
<td>0.47</td>
<td>0.27</td>
<td>0.03</td>
<td>0.23</td>
</tr>
<tr>
<td>Baa3</td>
<td>0.03</td>
<td>0.00</td>
<td>0.03</td>
<td>0.08</td>
<td>0.19</td>
<td>0.61</td>
<td>0.69</td>
<td>3.42</td>
<td>9.92</td>
<td>71.29</td>
<td>6.79</td>
<td>2.76</td>
<td>2.02</td>
<td>0.85</td>
<td>0.33</td>
<td>0.36</td>
<td>0.17</td>
<td>0.46</td>
</tr>
<tr>
<td>Ba1</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.24</td>
<td>0.13</td>
<td>0.73</td>
<td>0.82</td>
<td>3.20</td>
<td>8.36</td>
<td>72.31</td>
<td>5.00</td>
<td>4.22</td>
<td>1.22</td>
<td>1.38</td>
<td>1.24</td>
<td>0.36</td>
<td>0.67</td>
</tr>
<tr>
<td>Ba2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
<td>0.16</td>
<td>0.14</td>
<td>0.39</td>
<td>0.77</td>
<td>2.53</td>
<td>9.18</td>
<td>70.35</td>
<td>6.82</td>
<td>1.84</td>
<td>4.07</td>
<td>2.07</td>
<td>0.58</td>
<td>1.03</td>
</tr>
<tr>
<td>Ba3</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.17</td>
<td>0.19</td>
<td>0.19</td>
<td>0.28</td>
<td>0.75</td>
<td>2.94</td>
<td>5.47</td>
<td>72.38</td>
<td>5.25</td>
<td>5.60</td>
<td>3.34</td>
<td>0.92</td>
<td>2.46</td>
</tr>
<tr>
<td>B1</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.10</td>
<td>0.16</td>
<td>0.08</td>
<td>0.26</td>
<td>0.32</td>
<td>0.45</td>
<td>2.69</td>
<td>6.09</td>
<td>71.52</td>
<td>5.58</td>
<td>6.80</td>
<td>1.90</td>
<td>3.97</td>
</tr>
<tr>
<td>B2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.01</td>
<td>0.11</td>
<td>0.00</td>
<td>0.07</td>
<td>0.18</td>
<td>0.12</td>
<td>0.19</td>
<td>0.30</td>
<td>1.69</td>
<td>3.05</td>
<td>5.95</td>
<td>63.38</td>
<td>11.70</td>
<td>3.82</td>
<td>9.37</td>
</tr>
<tr>
<td>B3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.07</td>
<td>0.12</td>
<td>0.13</td>
<td>0.22</td>
<td>0.20</td>
<td>0.38</td>
<td>1.28</td>
<td>4.41</td>
<td>3.69</td>
<td>68.14</td>
<td>7.51</td>
<td>13.72</td>
</tr>
<tr>
<td>Caa–C</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.54</td>
<td>0.54</td>
<td>0.71</td>
<td>0.00</td>
<td>1.52</td>
<td>2.06</td>
<td>1.37</td>
<td>3.20</td>
<td>60.46</td>
<td>29.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Default</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.0</td>
</tr>
</tbody>
</table>
Quantifying credit risk at the security level is similar in principle. Unlike the case for equities, corporate bond investors focus on the distribution of potential losses that can result from the issuer-specific credit events. Borrowing the principle from the equities market, it has become common practice to quantify credit risk at the security level through the mean and the standard deviation of the loss distribution. However, there is an important difference between the two risk measures. This pertains to the distribution of credit loss, which, unlike for market risk, is far from being a normal distribution. Hence, deviations from the expected loss by one standard deviation can occur more frequently than on one in three occasions. Credit market convention is to refer to the standard deviation of loss resulting from credit events as unexpected loss (UL) and the average loss as expected loss (EL). Exhibit 5.6 shows the typical shape of the distribution of credit losses.

In this section, I discuss how expected and unexpected loss as used to quantify credit risk at the security level can be determined. Depending on whether the loss distribution takes into account the changes in security prices resulting from rating migrations or not, we can compute two sets of loss variables, one in the default mode and another in the migration mode. I now discuss quantification of credit risk in both these modes.

**Expected Loss Under Default Mode**

Expected loss under the default mode of a bond is defined as the average loss the bondholder can expect to incur if the issuer goes bankrupt. Because default probability estimates are based on a 1-year holding period, expected loss is also expressed over a 1-year period. In practice, the issuer could actually default at any time during the 1-year horizon. Because a bond portfolio manager is usually interested in the worst-case loss scenario, which
corresponds to the issuer defaulting in the immediate future, I use the 1-year PD to quantify the worst-case loss. This has the implication that one can quantify credit risk using the current trading price for the bond rather than its 1-year forward price. Because the portfolio manager’s goal is to manage relative risk versus a benchmark, the use of 1-year PD in conjunction with current trading prices does not bias the relative risk estimates. However, this assumption leads to considerable simplification in quantifying credit risk because deriving forward yield curves for various credit ratings is quite tedious.

The estimate of expected loss for a security depends on three variables: probability of default of the issuer, the average recovery rate, and the nominal exposure (NE) to the security. One can think of the default process \( \delta \) as being a Bernoulli random variable that takes the value 0 or 1. The value \( \delta = 1 \) signals a default and the value \( \delta = 0 \) signals no default. Conditional upon default, the recovery rate \( \psi \) is a random variable whose mean recovery rate is RR. Exhibit 5.7 pictorially depicts the default process and the recovery values. In this exhibit, \( P_{\text{dirty}} \) denotes the dirty price (clean price plus accrued interest) for a $1 face value of the bond.

Exhibit 5.7 indicates that if the issuer defaults, the price of the bond will be equal to its recovery rate \( \psi \), which is a random variable. If the issuer does not default, the bond can be sold for a value equal to its current dirty price \( P_{\text{dirty}} \). In this default mode framework, the price of the risky debt can be written as

\[
\wtilde{P} = P_{\text{dirty}} \times I_{[\delta = 0]} + \psi \times I_{[\delta = 1]} \quad (5.17)
\]

In equation (5.17), \( I \) is the indicator function of the default process. For the purpose of quantifying credit risk, the variable of interest is the credit loss resulting from holding the corporate bond. This is a random variable \( \wtilde{\ell} \), which is given by

\[
\wtilde{\ell} = P_{\text{dirty}} - \wtilde{P} = P_{\text{dirty}} - P_{\text{dirty}} \times I_{[\delta = 0]} - \psi \times I_{[\delta = 1]} \quad (5.18)
\]
Taking expectations on both sides of equation (5.18) makes it possible to compute the expected loss arising from credit risk. This is given by

$$EL = E(\tilde{\ell}) = P_{\text{dirty}} - P_{\text{dirty}} \times (1 - PD) - E(\psi \times I_{[6 = 1]})$$  \hspace{1cm} (5.19)$$

Note that computing the expected loss requires taking the expectation of the product of two random variables, the recovery rate process and the default process. Knowledge of the joint distribution of these two random variables is required to compute this expectation. Most credit risk models make the simplifying assumption that these two random variables are independent. If one makes this assumption, one gets the following equation for expected loss:

$$EL = P_{\text{dirty}} \times PD - RR \times PD$$

$$= PD \times (P_{\text{dirty}} - RR)$$

(5.20)

Recall that $P_{\text{dirty}}$ is the dirty price of the bond for $1$ nominal and RR in equation (5.20) is the mean recovery rate, which is expressed as a fraction of the face value of the debt. It is important to note that the quantity $(P_{\text{dirty}} - RR)$ is different from LGD, which is defined as one minus the recovery rate. The loss on default (LD) captures this new quantity:

$$LD = P_{\text{dirty}} - RR$$

(5.21)

Note that loss on default is identical to loss given default if the dirty price of the bond is equal to one. In all other circumstances, these two quantities are not the same.

Equation (5.20) was derived under the assumption that the nominal exposure is $1$. The expected loss from credit risk for a nominal exposure equal to NE is given by

$$EL = NE \times PD \times LD$$

(5.22)

The use of the quantity LD rather than LGD in defining expected loss might raise some doubts in the mind of the reader. To clear these doubts, consider the following example, which illustrates why LD is more appropriate than LGD in the context of bond portfolio management.

Consider the case of a bond portfolio manager who has the option to invest $1$ million either in a bond with dirty price $100$ (issuer A) or in a bond with dirty price $80$ (issuer B). In the latter case, the portfolio manager buys $1.25$ million nominal value of issuer B’s bond to fully invest the $1$ million. Assume that both issuers default within the next 1 year and the recovery value is $50$ for $100$ face value of exposure. If the portfolio
The portfolio manager had invested in issuer A's bond, he or she would recover $500,000 because the nominal exposure is $1 million. On the other hand, if the portfolio manager invested in issuer B's bond, then the amount recovered would be $625,000. This is because the portfolio manager has a nominal exposure of $1.25 million of issuer B's bond. Clearly, from the portfolio manager’s perspective, the credit loss resulting from an investment in issuer A’s bond is $500,000, whereas the credit loss from an investment in issuer B’s bond is only $375,000, although both investments recovered 50 percent of the face value of debt. Use of the quantity LD correctly identifies the losses in both circumstances, whereas the LGD definition indicates that the losses are $500,000 for issuer A’s bond and $625,000 for issuer B’s bond. In practice, LGD is used in conjunction with the exposure amount of the transaction to identify the expected loss. However, this definition also incorrectly identifies the losses as being identical for both bonds in this example.

**Unexpected Loss Under Default Mode**

The expected loss on the bond is the average loss that the investor can expect to incur over the course of a 1-year period. However, the actual loss may well exceed this average loss over certain time periods. The potential deviation from the expected loss that the investor can expect to incur is quantified in terms of the standard deviation of the loss variable defined in equation (5.18). Credit market convention is to refer to the standard deviation of loss as unexpected loss. Hence, to derive the unexpected loss formula, one needs to compute the standard deviation of the random variable $\bar{\ell}$. To facilitate this computation, one rewrites equation (5.18) as follows:

$$
\bar{\ell} = P_{\text{dirty}} - P_{\text{dirty}} \times (1 - I_{[\delta=1]}) - \psi \times I_{[\delta=1]}
$$

$$
= I_{[\delta=1]} \times (P_{\text{dirty}} - \psi)
$$

Recalling a standard result from probability theory, one can write the variance of any random variable $z$ as the difference between the expected value of the random variable squared minus the square of its expected value. In equation form, this is given by

$$
\sigma_z^2 = E(z^2) - [E(z)]^2
$$

Again make the simplifying assumption that the default and recovery rate processes are independent in deriving the unexpected loss formula. Under this assumption, one can write the variance of the random variable $\bar{\ell}$ as

$$
\text{Var}(\bar{\ell}) = E(I_{[\delta=1]}) \times E[(P_{\text{dirty}} - \psi)^2] - [E(I_{[\delta=1]})]^2 \times [E(P_{\text{dirty}} - \psi)]^2
$$
Taking expected values and using the relation (5.24) results in the following simplification of equation (5.25).

\[
\text{Var}(\tilde{\ell}) = \left[\sigma_{PD}^2 + PD^2\right] \times \left[\sigma_{RR}^2 + LD^2\right] - PD^2 \times LD^2 \tag{5.26}
\]

In this equation, \(\sigma_{PD}^2\) is the variance of the Bernoulli random variable \(\delta\), which is given by

\[
\sigma_{PD}^2 = PD \times (1 - PD) \tag{5.27}
\]

Simplifying the terms in equation (5.26), it can be shown that unexpected loss, which is the standard deviation of the loss variable, is given by

\[
UL = \sqrt{PD \times \sigma_{RR}^2 + LD^2 \times \sigma_{PD}^2} \tag{5.28}
\]

This formula for unexpected loss assumes that the nominal exposure is equal to $1. For a nominal exposure equal to \(NE\), the unexpected loss at the security level is given by

\[
UL = NE \times \sqrt{PD \times \sigma_{RR}^2 + LD^2 \times \sigma_{PD}^2} \tag{5.29}
\]

**On the Independence Assumption** In deriving the expressions for expected and unexpected losses on a bond resulting from credit risk, I made the simplifying assumption that the default process and the recovery rate process are independent. One needs to ask whether this assumption is reasonable. Examining theoretical models on credit risk does not give a definitive answer to this question. For instance, in Merton’s framework, the default process of a firm is driven by the value of the firm’s assets. The risk of a firm’s default is therefore explicitly linked to the variability in the firm’s asset value. In this setup, both the default process and the recovery rate are a function of the structural characteristics of the firm, and one can show that PD and RR are inversely related.

The reduced-form models, unlike the structural models, do not condition default on the value of the firm. The default and recovery processes are modeled independently of the structural features of the firm and are further assumed to be independent of each other. This independence assumption between default and recovery processes, which is fundamental to reduced-form models, is pervasive in credit value at risk models.

Empirical results on the relationship between default and recovery values tend to suggest that these two variables are negatively correlated. The intuition behind this result is that both default rate and recovery rate may
depend on certain structural factors. For instance, if a borrower defaults on the debt payments, the recovery rate depends on the net worth of the firm’s assets. This net worth, which is usually a function of prevailing economic conditions, is lower during periods of recession. In contrast, during recession, the probability of default of issuers tends to increase. The combination of these two effects results in a negative correlation between default and recovery rates.

More recent empirical research on the relationship between default and recovery rate processes suggests that a simple microeconomic interpretation based on supply and demand tends to drive aggregate recovery rate values. In particular, during high-default years, the supply of defaulted securities tends to exceed demand, which in turn drives secondary market prices down. Because RR values are based on bond prices shortly after default, the observed recovery rates are lower when there is an excess supply of defaulted securities.

To incorporate the empirical evidence that recovery values decrease when default rates are high, one has to identify periods when PD is high relative to normal levels. If PD values are determined on the basis of historical average default rates as is done by rating agencies, it is difficult to distinguish between low- and high-default periods. On the other hand, if a structural approach is used to estimate PD values as is done by KMV Corporation, it is possible to signal periods when PD values are higher than historical average levels. This information can then be incorporated to determine the appropriate recovery rates to be used. Such an approach amounts to the use of a regime-switching model to determine the average recovery rates. Again, empirical estimates tend to suggest that bond recovery rates could decline roughly by 20 percent from historical averages during periods of economic downturn.

In the numerical examples in this book, I estimate the relevant credit risk measures for two different economic regimes: the normal economy and recession. Under recession, I assume that the recovery rates are 20 percent lower than the average recovery rates.

**Expected Loss Under Migration Mode**

To derive the formula for expected loss under the default mode, I took into consideration the credit event that results in the issuer defaulting on debt payments. In general, this is not the only credit event the bondholder experiences that influences the market price of the bond. More frequent are credit events that result in rating upgrades or downgrades of the bond issuer. These credit events correspond to a change in the opinion of the rating agencies concerning the creditworthiness of the issuer. Because rating changes are issuer-specific credit events, the associated bond price changes
fall under credit risk. Including the price risk resulting from rating migrations in the calculation of potential credit losses is referred to as the credit risk under the migration mode.

In practice, a change in bond price can be either positive or negative depending on whether the rating change results in an upgrade or a downgrade, respectively. However, I use the term credit loss generically to refer to a change in bond price as a result of a credit event. Before proceeding to derive the formula that quantifies expected loss under the migration mode, I indicate how the price change resulting from a credit event can be estimated.

**Estimating Price Changes**  Practitioners familiar with the pricing of corporate bonds know that the issuer’s rating does not fully explain yield differentials between bonds of similar maturities. Using the Lehman Brothers corporate bond database, Elton, Gruber, Agrawal, and Mann found that pricing errors can vary from 34 cents per $100 for Aa financials to greater than $1.17 per $100 for Baa industrials.6 Their study suggests that the following factors have an important influence on observed price differentials between corporate bonds:

- The finer rating categories introduced by the major rating agencies when combined with the bonds’ maturity.
- Differences between Standard and Poor’s and Moody’s ratings for the issuers.
- Differences in expected recovery rate for the bonds.
- The coupon on the bonds due to different tax treatment.
- Whether the bonds are new or have traded for more than 1 year.

These observations indicate that one cannot use generic yield curves for various rating grades to reprice bonds when the issuer’s rating changes. One has to adopt a different technique to estimate the price risk resulting from rating changes. It is important to bear in mind that in the context of credit risk quantification, the objective is to estimate approximate price changes from rating migrations rather than capture the correct trading price for the bond. To this end, rating migrations should result in a price change that is consistent with perceived change in the creditworthiness of the issuer.

The technique adopted here to estimate the change in bond price due to a rating change uses the current modified duration and convexity of the bond. To determine the change in yield associated with a rating change, I assume that there exists a fixed yield spread between each rating grade that is a function of the debt issue’s seniority. These yield spreads are taken relative to the government yield curve. If the modified duration of the bond is
denoted by $D$ and the convexity by $C$, then the change in price of the bond due to a change $\Delta y$ in the bond yield as a result of the rating change is given by

\[
\text{Price change} = -P_{\text{dirty}} \times D \times \Delta y + 0.5 \times P_{\text{dirty}} \times C \times \Delta y^2 \quad (5.30)
\]

Because our interest is in estimating the loss resulting from the rating change to quantify credit risk, the following equation is the one that is relevant:

\[
\Delta P = P_{\text{dirty}} \times D \times \Delta y - 0.5 \times P_{\text{dirty}} \times C \times \Delta y^2 \quad (5.31)
\]

The advantage of such a technique is that it retains price differentials observed in the market between bonds with similar maturity and credit rating when the issuer migrates to a different rating grade. Exhibit 5.8 shows the indicative yield spreads relative to government bonds for different rating grades as a function of the seniority of the debt issue. These yield spreads are used in conjunction with the current duration and convexity of the bond to estimate the price change resulting from a rating migration.

### EXHIBIT 5.8 Yield Spreads for Different Rating Grades and Debt Seniority$^a$

<table>
<thead>
<tr>
<th>Rating Grade</th>
<th>Rating Description</th>
<th>Senior Unsecured (bp)</th>
<th>Subordinated (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Aaa/AAA</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Aa1/AA+</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>Aa2/AA</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>Aa3/AA−</td>
<td>60</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>A1/A+</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>A2/A</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td>7</td>
<td>A3/A−</td>
<td>105</td>
<td>140</td>
</tr>
<tr>
<td>8</td>
<td>Baa1/BBB+</td>
<td>130</td>
<td>180</td>
</tr>
<tr>
<td>9</td>
<td>Baa2/BBB</td>
<td>155</td>
<td>220</td>
</tr>
<tr>
<td>10</td>
<td>Baa3/BBB−</td>
<td>180</td>
<td>260</td>
</tr>
<tr>
<td>11</td>
<td>Ba1/BB+</td>
<td>230</td>
<td>330</td>
</tr>
<tr>
<td>12</td>
<td>Ba2/BB</td>
<td>280</td>
<td>410</td>
</tr>
<tr>
<td>13</td>
<td>Ba3/BB−</td>
<td>330</td>
<td>480</td>
</tr>
<tr>
<td>14</td>
<td>B1/B+</td>
<td>430</td>
<td>610</td>
</tr>
<tr>
<td>15</td>
<td>B2/B</td>
<td>530</td>
<td>740</td>
</tr>
<tr>
<td>16</td>
<td>B3/B−</td>
<td>630</td>
<td>870</td>
</tr>
<tr>
<td>17</td>
<td>Caa–C/CCC</td>
<td>780</td>
<td>1040</td>
</tr>
</tbody>
</table>

$^a$bp, basis points.
**Deriving Expected Loss** Unlike in the case of the default mode, the issuer can migrate to one of several rating grades under the migration mode during the course of the year. Associated with these rating migrations are discrete transition probabilities that constitute the rows of the rating transition matrix given in Exhibit 5.5. In the rating migration framework, the transition probabilities represent historical averages and can be treated as deterministic variables. The random variables here are the credit losses that the bondholder incurs when the issuer rating changes. The expected value of the credit loss for a rating change from the $i$th grade to the $k$th grade is given by

$$
\Delta P_{ik} = P_{\text{dirty}} \times D \times \Delta y_{ik} - 0.5 \times P_{\text{dirty}} \times C \times \Delta y_{ik}^2
$$  

(5.32)

In equation (5.32), $\Delta y_{ik}$ denotes the yield change when the issuer rating changes from grade $i$ to grade $k$. When the issuer migrates to the default state, the credit loss $\Delta P_{ik}$ is equal to the loss on default LD. Considering that there are 18 rating grades including the default state, the expected loss under the rating migration mode for an issuer whose current credit rating is $i$ is given by

$$
\text{EL} = \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}
$$  

(5.33)

In equation (5.33), $p_{ik}$ denotes the 1-year transition probability of migrating from rating grade $i$ to rating grade $k$. This equation quantifies the expected loss over a 1-year horizon for a nominal exposure of $1$. For a nominal exposure NE, the expected loss under migration mode is given by

$$
\text{EL} = \text{NE} \times \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}
$$  

(5.34)

**Unexpected Loss Under Migration Mode**

By definition, the unexpected loss under the migration mode is the standard deviation of the credit loss variable. The loss variable under the migration mode is given by

$$
\bar{\ell} = \sum_{k=1}^{18} p_{ik} \times \Delta \hat{P}_{ik}
$$  

(5.35)

In equation (5.35), $\Delta \hat{P}_{ik}$ denotes the credit loss when the credit rating changes from grade $i$ to grade $k$, which is regarded as a random variable. The expected value of this random variable is $\Delta P_{ik}$ and its variance is denoted by $\sigma_{ik}^2$. When $k$ is equal to the default state, $\sigma_{ik}$ is equal to $\sigma_{\text{RR}}$, which is the standard deviation of the recovery rate. Recalling equation
(5.24), one can write the variance of the loss variable as

$$\text{Var}(\ell) = E\left( \sum_{k=1}^{18} p_{ik} \times \Delta \bar{P}_{ik}^2 \right) - \left[ E\left( \sum_{k=1}^{18} p_{ik} \times \Delta \bar{P}_{ik} \right) \right]^2 \quad (5.36)$$

Taking expectations and making use of the relation (5.24) once more gives the following expression for the variance of the loss variable:

$$\text{Var}(\ell) = \sum_{k=1}^{18} p_{ik} \times (\Delta P_{ik}^2 + \sigma_{ik}^2) - \left( \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik} \right)^2 \quad (5.37)$$

If one assumes that there is no uncertainty associated with the credit losses except in the default state, all $\sigma_{ik}^2$ terms in equation (5.37) drop out other than $\sigma_{RR}^2$. Making this assumption and noting that $p_{ik}$ is equal to PD when $k$ is the default state gives the unexpected loss under the migration mode for a nominal exposure NE:

$$UL = NE \times \sqrt{PD \times \sigma_{RR}^2 + \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}^2 - \left( \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik} \right)^2} \quad (5.38)$$

**NUMERICAL EXAMPLE**

In this section, I give a numerical example to illustrate the computations of expected and unexpected losses under the default mode and the migration mode. The security level details of the example are given in Exhibit 5.9.

Because the mean recovery rate is assumed to be 47 percent, the loss on default for this security is equal to 0.5833 for $1$ nominal exposure. The probability of default for this security is equal to 0.10 percent, which

**EXHIBIT 5.9 Security-Level Details of Example Considered**

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issuer rating grade</td>
<td>A3</td>
</tr>
<tr>
<td>Settlement date</td>
<td>24 April 2002</td>
</tr>
<tr>
<td>Bond maturity date</td>
<td>15 February 2007</td>
</tr>
<tr>
<td>Coupon rate</td>
<td>6.91%</td>
</tr>
<tr>
<td>Dirty price for $1 nominal</td>
<td>1.0533</td>
</tr>
<tr>
<td>Nominal exposure</td>
<td>$1,000,000</td>
</tr>
<tr>
<td>Modified duration</td>
<td>4.021</td>
</tr>
<tr>
<td>Convexity</td>
<td>19.75</td>
</tr>
<tr>
<td>Mean recovery rate</td>
<td>47%</td>
</tr>
<tr>
<td>Volatility of RR</td>
<td>25%</td>
</tr>
</tbody>
</table>
corresponds to the last column in row A3 of the transition matrix given in Exhibit 5.5. The expected and unexpected losses in the default mode when PD = 0.001 are given as follows:

\[
EL = NE \times PD \times LD
\]
\[
= 1,000,000 \times 0.001 \times 0.5833 = $583.3
\]

\[
UL = NE \times \sqrt{PD \times \sigma_{RR}^2 + LD^2 \times \sigma_{PD}^2}
\]
\[
= 1,000,000 \times \sqrt{0.001 \times 0.25^2 + 0.5833^2 \times 0.001 \times (1 - 0.001)}
\]
\[
= $20,059.88
\]

Under the migration mode, the breakdown of the calculations involved in estimating expected and unexpected losses is given in Exhibit 5.10. The expected loss under the migration mode is given by

\[
EL = NE \times \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}
\]
\[
= 1,000,000 \times 0.003012 = $3012
\]

**EXHIBIT 5.10** Calculation of Expected Loss and Unexpected Loss Under the Migration Mode

<table>
<thead>
<tr>
<th>Grade</th>
<th>Grade</th>
<th>(p_{ik} ) (%)</th>
<th>(\Delta y_{ik} ) (%)</th>
<th>(\Delta P_{ik} )</th>
<th>(p_{ik} \times \Delta P_{ik} )</th>
<th>(p_{ik} \times \Delta P_{ik}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>-0.90</td>
<td>-0.0390</td>
<td>-0.000019</td>
<td>7.590E – 07</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.11</td>
<td>-0.75</td>
<td>-0.0323</td>
<td>-0.000036</td>
<td>1.151E – 06</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>-0.60</td>
<td>-0.0258</td>
<td>-0.000013</td>
<td>3.325E – 07</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.24</td>
<td>-0.45</td>
<td>-0.0193</td>
<td>-0.000046</td>
<td>8.912E – 07</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.55</td>
<td>-0.30</td>
<td>-0.0128</td>
<td>-0.000198</td>
<td>2.539E – 06</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8.68</td>
<td>-0.15</td>
<td>-0.0064</td>
<td>-0.000553</td>
<td>3.529E – 06</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>75.40</td>
<td>0.00</td>
<td>0.0000</td>
<td>0.000000</td>
<td>0.000E + 00</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7.03</td>
<td>0.25</td>
<td>0.0105</td>
<td>0.000740</td>
<td>7.785E – 06</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.83</td>
<td>0.50</td>
<td>0.0209</td>
<td>0.000801</td>
<td>1.676E – 05</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.50</td>
<td>0.75</td>
<td>0.0312</td>
<td>0.000468</td>
<td>1.458E – 05</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.57</td>
<td>1.25</td>
<td>0.0513</td>
<td>0.000293</td>
<td>1.501E – 05</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.20</td>
<td>1.75</td>
<td>0.0709</td>
<td>0.000142</td>
<td>1.006E – 05</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.23</td>
<td>2.25</td>
<td>0.0900</td>
<td>0.000207</td>
<td>1.864E – 05</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.35</td>
<td>3.25</td>
<td>0.1267</td>
<td>0.000443</td>
<td>5.615E – 05</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.05</td>
<td>4.25</td>
<td>0.1612</td>
<td>0.000081</td>
<td>1.299E – 05</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.05</td>
<td>5.25</td>
<td>0.1937</td>
<td>0.000097</td>
<td>1.876E – 05</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.01</td>
<td>6.75</td>
<td>0.2385</td>
<td>0.000024</td>
<td>5.688E – 06</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.10</td>
<td>0.5833</td>
<td>0.000583</td>
<td>5.259E – 04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td>0.003012</td>
<td>5.259E – 04</td>
<td></td>
</tr>
</tbody>
</table>
The unexpected loss under the migration mode is given by

\[
UL = NE \times \sqrt{PD \times \sigma^2_R + \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}^2 - \left( \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik} \right)^2}
\]

\[
= 1,000,000 \times \sqrt{0.001 \times 0.25^2 + 5.259 \times 10^{-4} - 0.003012^2}
\]

\[
= $24,069.2
\]

It is useful to note here that under the migration mode the expected loss is significantly higher. The increase in the unexpected loss in the migration mode is only around 20 percent relative to the unexpected loss under the default mode.

**QUESTIONS**

1. The asset value of a firm is $12 million and the face value of its debt is $10 million. Assuming the annualized growth rate and the volatility of asset returns are 5 and 10 percent, respectively, compute the 1-year probability of default of the firm using Merton’s approach.

2. Explain the practical problems associated with the use of Merton’s approach to determine a firm’s probability of default. How does the KMV approach resolve these problems?

3. What are the relative merits of the structural and empirical approaches to determining probability of default?

4. How are recovery rates on defaulted bonds estimated? What factors influence the recovery rate on a bond?

5. What are rating outlooks? Do changes in rating outlooks influence bond prices? Explain why or why not.

6. A senior unsecured bond is trading at a dirty price of $103.50 and the probability of default of the issuer is 20 basis points. Assuming a mean recovery rate of 47 percent and a volatility of recovery rate of 25 percent, compute the expected and unexpected losses under the default mode for a $10 million nominal amount of the bond held.

7. What is the empirical evidence on the relationship between recovery rates and default rates? Do reduced-form models take this empirical relationship into account in modeling credit risk?

8. Explain the practical difficulties involved in estimating price changes using generic yield curves for different rating categories.

9. Assuming that the rating of the bond in Question 6 is A2, compute the expected and unexpected losses under the migration mode. For the calculations, use the rating transition matrix given in Exhibit 5.5 and the yield spreads for different rating categories given in Exhibit 5.8. The modified duration and convexity of the bond are 4 years and 20, respectively.
The focus in the previous chapter was primarily on identifying the elements of credit risk and quantifying credit risk in terms of expected and unexpected losses at the security level. A natural extension of the analysis presented in the previous chapter is to quantify credit risk when an investor holds more than one corporate bond. In this case, one has to model the co-movement of credit migration and defaults between two or more bonds. This leads to the topic of correlated credit events, which are fundamental to the modeling of portfolio credit risk. In practice, measuring these correlations directly is difficult, if not impossible. Standard techniques used to estimate them follow an indirect approach that makes use of the correlation between variables that drive credit events. The variable that is usually considered to drive credit events is the asset returns of the firm. Because asset returns are not directly observable, the method used to estimate asset return correlation between different obligors is a much-debated topic. Furthermore, the choice of the joint distribution function for asset returns of different issuers has a strong influence on the estimate of portfolio credit risk. The appropriate joint distribution function to be used is still a hotly debated topic.

In this chapter I develop the relevant equations for computing portfolio credit risk under both the default mode and the credit migration mode. I indicate how the loss correlation between obligor pairs, which is required to compute portfolio credit risk, can be determined. I also give a simple technique for deriving approximate asset return correlations between obligor pairs. Finally, I provide numerical examples to illustrate the various concepts presented in this chapter.

Quantifying Portfolio Credit Risk

In Chapter 5, credit risk at the security level was quantified in terms of the mean and the standard deviation of the loss distribution resulting from price changes due to credit events. Quantification of credit risk at
the portfolio level follows a similar approach. Once again one is interested in the loss distribution of the portfolio due to price changes of individual bonds arising from credit events. The mean and the standard deviation of the portfolio loss distribution, denoted expected portfolio loss (EL\textsubscript{P}) and unexpected portfolio loss (UL\textsubscript{P}), are used to quantify portfolio credit risk.

To derive the expressions for expected and unexpected losses for the portfolio, consider a two-obligor portfolio for purposes of illustration. Let \( \ell_i \) denote the loss variable for a nominal exposure NE\textsubscript{i} to a bond issued by the \( i \)th obligor in the portfolio that has an expected loss EL\textsubscript{i} and unexpected loss UL\textsubscript{i}. An investor holding the two-obligor portfolio is faced with a loss distribution given by

\[
\tilde{\ell}_p = \tilde{\ell}_1 + \tilde{\ell}_2 \tag{6.1}
\]

The expected portfolio loss is given by

\[
EL_p = E(\tilde{\ell}_1 + \tilde{\ell}_2) = EL_1 + EL_2 \tag{6.2}
\]

The variance of the portfolio loss distribution is given by

\[
Var(\tilde{\ell}_p) = E\left[(\tilde{\ell}_1 + \tilde{\ell}_2)^2\right] - [E(\tilde{\ell}_1 + \tilde{\ell}_2)]^2 \\
= E(\tilde{\ell}_1^2) + E(\tilde{\ell}_2^2) + 2E(\tilde{\ell}_1 \tilde{\ell}_2) - EL_1^2 - EL_2^2 - 2EL_1 \times EL_2 \tag{6.3}
\]

It is easy to verify that this equation simplifies to the following relation:

\[
Var(\tilde{\ell}_p) = UL_1^2 + UL_2^2 + 2E(\tilde{\ell}_1 \tilde{\ell}_2) - 2EL_1 \times EL_2 \tag{6.4}
\]

Based on a standard result in probability theory, the correlation between the two random variables \( \tilde{\ell}_1 \) and \( \tilde{\ell}_2 \), which is referred to as the loss correlation, is given by

\[
\rho_{12} = \frac{E(\tilde{\ell}_1 \tilde{\ell}_2) - EL_1 \times EL_2}{UL_1 \times UL_2} \tag{6.5}
\]

With the use of equation (6.5), the variance of the portfolio loss distribution simplifies to

\[
Var(\tilde{\ell}_p) = UL_1^2 + UL_2^2 + 2 \times \rho_{12} \times UL_1 \times UL_2 \tag{6.6}
\]

Because by definition the unexpected portfolio loss is the standard deviation of the portfolio loss distribution, for the two-obligor portfolio this is
given by

\[ UL_P = \sqrt{UL_1^2 + UL_2^2 + 2 \times \rho_{12} \times UL_1 \times UL_2} \quad (6.7) \]

When an investor is holding bonds issued by \( n \) obligors in the portfolio, the expected and the unexpected portfolio loss are given, respectively, by

\[ \begin{align*}
EL_P &= \sum_{i=1}^{n} EL_i \\
UL_P &= \sqrt{\sum_{i=1}^{n} \sum_{k=1}^{n} \rho_{ik} \times UL_i \times UL_k} 
\end{align*} \quad (6.8, 6.9) \]

In equation (6.9), when \( i = k \), one sets \( \rho_{ik} = 1 \). Because in practice bond portfolio managers tend to hold more than one bond issued by the same obligor in the portfolio, equation (6.9) must be generalized to include such cases. To do this, it is tempting to apply the constraint \( \rho_{ik} = 1 \) when the \( i \)th bond’s issuer is the same as the \( k \)th bond’s issuer in equation (6.9). However, the loss correlation between two bonds of the same issuer is usually not equal to one. In fact, the foregoing equations are equally applicable to any \( n \)-bond portfolio where the number of obligors is usually less than \( n \).

**Remarks**  In deriving the expressions for expected loss and the unexpected loss for the portfolio, I have made no assumption regarding the loss mode under which the portfolio loss distribution is computed. In fact, the equations for expected and unexpected portfolio loss given by (6.8) and (6.9), respectively, are applicable to both the default mode and the credit migration mode. If, for instance, the expected loss and unexpected loss at the security level are computed in the credit migration mode, then equations (6.8) and (6.9) capture the expected loss and the unexpected loss of the portfolio in the credit migration mode.

Readers familiar with Markowitz portfolio theory will immediately recognize some similarities between market risk and credit risk. Whereas in market risk the measures of interest are the expected return and the standard deviation of return of the portfolio, in credit risk the measures of interest are the expected loss and the standard deviation loss of the portfolio. Apart from this conceptual similarity in terms of risk quantification, there are some major differences between market and credit risk. For instance, the distribution of security returns can be closely approximated using a normal distribution function. The distribution of credit loss, however, is far from being a normal distribution function.
The other major difference concerns the complexity involved in computing market and credit risk at the portfolio level. For instance, computing the standard deviation of portfolio returns under market risk requires knowledge of the correlation between security returns. Given historical time series of security returns, it is fairly straightforward to compute the correlation between security returns. Such a simple calculation is not possible for credit risk, where the time series of interest is the credit loss on bonds for various issuers. This is because the occurrence of credit losses is quite infrequent, and, furthermore, certain issuer’s bonds may not have suffered a credit loss in recent history. As a consequence, direct estimation of the loss correlation between issuer pairs is seldom possible, and therefore indirect methods are mostly used to infer loss correlation. It is useful to note here that the value of loss correlation computed under the default mode is different from the loss correlation computed under the migration mode for any given obligor pair.

In connection with portfolio credit risk, most readers are familiar with the term default correlation, which is commonly used instead of loss correlation to compute the portfolio’s unexpected loss. Although loss correlation and default correlation are closely related, they are not the same. In the next section, I discuss in detail default correlation and derive its relationship to loss correlation under the default mode. Methods for estimating default correlation are also discussed.

**DEFAULT CORRELATION**

In broad terms, default correlation measures the strength of the default relationship between two obligors. It answers the important question of how the default by one obligor can influence the contemporaneous default of other obligors. An increase in default correlation between two obligors increases the unexpected loss of a two-bond portfolio assuming all other parameters remain the same.

Formally, default correlation between two obligors is defined as the correlation between the default indicators for these two obligors over some specified interval of time, this being typically 1 year. Denote the default indicator for the ith obligor by the Bernoulli random variable \( \delta_i \), which takes the value 1 when default occurs and 0 otherwise, over the 1-year horizon. From the standard definition of correlation between random variables, one has the following relation for default correlation between the obligors \( i \) and \( k \), which is denoted \( \rho_{ik}^\delta \):

\[
\rho_{ik}^\delta = \frac{E(I_{[\delta_i = 1]} \cdot I_{[\delta_k = 1]}) - E(I_{[\delta_i = 1]})E(I_{[\delta_k = 1]})}{\sqrt{\text{Var}(I_{[\delta_i = 1]} \times \text{Var}(I_{[\delta_k = 1]})}}
\]

(6.10)
Because the default indicator $\delta_i$ is a Bernoulli random variable, one has the following properties:

\[
E(I_{[\delta_i = 1]}) = \text{PD}_i = \text{prob}(\delta_i = 1) \quad (6.11)
\]

\[
\text{Var}(I_{[\delta_i = 1]}) = \sigma_{\text{PD}_i}^2 = \text{PD}_i \times (1 - \text{PD}_i) \quad (6.12)
\]

\[
E(I_{[\delta_i = 1]} \cdot I_{[\delta_k = 1]}) = \text{prob}(\delta_i = 1, \delta_k = 1) \quad (6.13)
\]

Based on these relations, the default correlation between two obligors simplifies to

\[
\rho_{ik} = \frac{\text{prob}(\delta_i = 1, \delta_k = 1) - \text{PD}_i \times \text{PD}_k}{\sqrt{\text{PD}_i \times (1 - \text{PD}_i) \times \text{PD}_k \times (1 - \text{PD}_k)}} \quad (6.14)
\]

Knowledge of the probability of joint default between obligors allows us to compute the default correlation using equation (6.14). Before I discuss various approaches that can be used to do this, I first establish the relationship between default correlation and loss correlation when credit risk is estimated under the default mode.

**Relationship to Loss Correlation**

The relationship between default correlation and loss correlation derived here is only applicable to the case where the credit loss is estimated under the default mode. From Chapter 5, the loss variable under the default mode for a nominal exposure $\text{NE}_i$ is given by

\[
\bar{L}_i = \text{NE}_i \times I_{[\bar{\delta}_i = 1]} \times (P_{\text{dirty}, i} - \Psi_i) \quad (6.15)
\]

Under the assumption that default rate and recovery rate processes are independent, one can derive the following relation for the term $E(\bar{L}_i \bar{L}_k)$:

\[
E(\bar{L}_i \bar{L}_k) = \text{NE}_i \times \text{NE}_k \times E(I_{[\bar{\delta}_i = 1]} \cdot I_{[\bar{\delta}_k = 1]}) \times E[(P_{\text{dirty}, i} - \Psi_i) \cdot (P_{\text{dirty}, k} - \Psi_k)]
\]

\[
(6.16)
\]

If one makes the further simplifying assumption that the recovery rates between the $i$th and the $k$th issuer are independent, then one obtains the following relation:

\[
E(\bar{L}_i \bar{L}_k) = \text{NE}_i \times \text{NE}_k \times E(I_{[\bar{\delta}_i = 1]} \cdot I_{[\bar{\delta}_k = 1]}) \times \text{LD}_i \times \text{LD}_k \quad (6.17)
\]
Making use of equations (6.10) and (6.12), one can rewrite equation (6.17) as follows:

\[
E(\ell_i, \ell_k) = NE_i \times NE_k \times (\sigma_{PD_i} \times \sigma_{PD_k} + \rho_\delta \times PD_i \times PD_k) \times LD_i \times LD_k \tag{6.18}
\]

Incorporating equation (6.18) into (6.5) and simplifying gives the following relation between loss correlation and default correlation when \( i \neq k \):

\[
\rho_{ik}^\ell = \frac{NE_i \times NE_k \times \sigma_{PD_i} \times \sigma_{PD_k} \times LD_i \times LD_k}{UL_i \times UL_k} \times \rho_{ik}^\delta \tag{6.19}
\]

Under the assumption that recovery rates for bonds issued by two different obligors are independent, equation (6.19) indicates that loss correlation is lower than default correlation. In the general case, loss correlation can be either lower or higher than default correlation depending on the level of correlation between recovery rates for different obligors. The assumption \( \rho_{ik}^\ell = \rho_{ik}^\delta \) implicitly postulates that recovery rates for different obligors are positively correlated as follows:

\[
\rho_{ik}^r = \frac{\rho_{ik}^\delta \times (UL\%_i \times UL\%_k - \sigma_{PD_i} \times \sigma_{PD_k} \times LD_i \times LD_k)}{\sigma_{RR_i} \times \sigma_{RR_k}(\rho_{ik}^\delta \times \sigma_{PD_i} \times \sigma_{PD_k} + PD_i \times PD_k)} \tag{6.20}
\]

In equation (6.20), the variable UL\% is the unexpected loss as a percentage of exposure, which is given by \( UL\% = UL/NE \).

**Estimating Default Correlation**

I mentioned that estimation of the loss correlation between obligors is usually done through indirect methods. This is also true in the case of default correlation. Because knowledge of default correlation allows one to compute loss correlation and therefore unexpected portfolio loss, I focus on how default correlation can be estimated. The standard technique for estimating default correlation is based on the latent variable approach. In such an approach, default of an obligor is assumed to occur if a latent variable that is considered to play a role in the firm’s default falls below a certain threshold value. Correlation between the latent variables of different obligors is then used to infer the default correlation between obligors.

The latent variable that is used in practice is the asset returns of the obligor. The motivation for using asset return as the latent variable is that in Merton’s model, a firm’s default is driven by changes in its asset value. As a result, the correlation between the asset returns of two obligors can be used to compute the default correlation between them. In practice, one uses the correlation between asset returns for two obligors to estimate the probability
of their joint default, which is given by \( \text{prob}(\delta_i = 1, \delta_k = 1) \). Using this information, one can compute the default correlation between the obligors \( i \) and \( k \) using equation (6.14).

To illustrate the intuition behind the latent variable approach, recall Merton’s structural model for default. The basic premise of Merton’s default model, as discussed in Chapter 5, is that when the asset value of the firm falls below outstanding liabilities, the firm will default. In this framework, the joint probability of two firms defaulting within a certain time period is simply the likelihood of both firms’ asset values falling below their outstanding liabilities. The joint probability of both firms defaulting can be computed if one knows the joint distribution of asset returns.

At this point it is useful once again to recall the discussion in Chapter 5. Specifically, I showed that under the assumption that asset returns are normally distributed, it is possible to derive a relationship between the probability of default and the default threshold. This threshold, denoted \( D_i \) for the \( i \)th obligor, is obligor specific and depends on asset volatility, leverage, and the outstanding liabilities of the firm. The relationship between default threshold and the obligor’s probability of default is given by

\[
PD_i = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{D_i} \exp(-0.5z^2)dz
\]  

(6.21)

Estimating the probability of joint defaults between two firms requires making an assumption regarding the joint distribution of asset returns. If one makes the simplifying assumption that the asset returns are jointly normal and the asset return correlation between the \( i \)th and the \( k \)th obligor is \( \rho_{ik}^a \), then the joint probability of default of the two obligors is given by

\[
\text{prob}(\delta_i = 1, \delta_k = 1) = \frac{1}{2\pi \sqrt{1-(\rho_{ik}^a)^2}} \int_{-\infty}^{D_i} \int_{-\infty}^{D_k} \exp\left(-\frac{x^2 - 2\rho_{ik}^a xy + y^2}{2[1-(\rho_{ik}^a)^2]}\right) dx dy
\]  

(6.22)

The integral limits \( D_i \) and \( D_k \) can be determined using equation (6.21) if one knows the probability of default of the obligors. Knowledge of the joint probability of default for two obligors then allows computation of the default correlation between the obligors using equation (6.14).

**Remarks** The analysis presented so far in this chapter indicates that there is a considerable degree of subjectivity involved in the quantification of portfolio
credit risk. First, loss correlations that are required to compute unexpected portfolio loss need to be estimated using an indirect approach. If one uses default correlation to infer loss correlation, one needs to make further assumptions regarding the correlation between recovery rates of different obligors. Because default correlations themselves are difficult to estimate directly, one needs to identify latent variables that influence defaults. Dependence between latent variables can then be transformed into dependence between default events.

Asset returns were identified as a potential candidate for the latent variable. Because the marginal distribution of asset returns is assumed to be normal, I took this a step further and claimed that the joint distribution of asset returns between obligors can be modeled as being normal. In general, if the joint distribution between two random variables is normal, then it can be shown that the marginal distribution of the two random variables is also normal. However, the converse is not generally true. That is, if the marginal distribution of two random variables is normal, the joint distribution of these two random variables may not be bivariate normal. The assumption that the joint distribution of asset returns of obligors in the bond portfolio is multivariate normal can result in underestimating the probability of joint defaults.

Further simplifications are required in estimating asset return correlations because asset returns are not directly observable. In practice, factor models are used to estimate asset correlation between obligors and this is discussed in the next section. From the practitioner's point of view, it can be seen that the mechanics involved in the process of quantifying portfolio credit risk is susceptible to considerable model risk.

Existing empirical results suggest that most factors that are determinants of default probabilities are positively correlated. This includes asset values, asset volatilities, and debt-to-equity ratios. As a consequence, default correlations across firms are also positively correlated. Default correlations tend to have a time-varying component and are high during periods of economic downturn.

**DEFAULT MODE: TWO-BOND PORTFOLIO**

I now present a numerical example comprising a two-bond portfolio to illustrate the various concepts presented so far in this chapter. Using this example, I point out the differences between different correlation measures and the implications for portfolio credit risk under the default mode when different assumptions are made. The bond-level details of the example portfolio considered are given in Exhibit 6.1. I assume that the asset return correlation between the issuers is 30 percent.
Depending on whether the historical PD or KMV’s EDF is used in the calculations, the risk measures of interest can be quite different. This is evident on examining the following numerical results:

**Using Historical PD:**

Joint default probability \( \text{prob}(\delta_i = 1, \delta_k = 1) = 1.2505 \times 10^{-5} \).

Default correlation \( \rho_{ik}^\delta = 0.01301 \).

Loss correlation \( \rho_{ik}^\ell \) when recovery rates between issuers are independent is 0.0109.

Recovery rate correlation \( \rho_{ik}^r \) when the assumption \( \rho_{ik}^\ell = \rho_{ik}^\delta \) is made is 0.9401.

Expected portfolio loss \( EL_P = $1,010 \).

Unexpected portfolio loss \( UL_P \) using loss correlation is $26,205.

Unexpected portfolio loss \( UL_P \) using default correlation is $26,233.

**Using KMV’s EDF:**

Joint default probability \( \text{prob}(\delta_i = 1, \delta_k = 1) = 5.1096 \times 10^{-4} \).

Default correlation \( \rho_{ik}^\delta = 0.04428 \).

Loss correlation \( \rho_{ik}^\ell \) when recovery rates between issuers are independent is 0.03678.

Recovery rate correlation \( \rho_{ik}^r \) when assumption \( \rho_{ik}^\ell = \rho_{ik}^\delta \) is made is 0.83276.

Expected portfolio loss \( EL_P = $11,803 \)

Unexpected portfolio loss \( UL_P \) using loss correlation is $89,379.

Unexpected portfolio loss \( UL_P \) using default correlation is $89,676.

It is useful to note here that if default correlation rather than loss correlation is used to aggregate portfolio unexpected loss, one is making the
assumption that recovery rates between obligors are highly correlated. When using historical PDs for the issuers in this example, the assumption that default correlation and loss correlation are the same has the implication that recovery rates are almost perfectly correlated. It is also interesting to note here that there is a 350 percent increase in unexpected loss when the EDF estimates of KMV Corporation are used in the calculations instead of historical PDs for the example portfolio.

**ESTIMATING ASSET RETURN CORRELATION**

Under the assumption that markets are frictionless, and with no taxes and no bankruptcy costs, the value of the firm’s assets is simply the sum of the firm’s equity and debt as follows:

$$A_t = S_t + B_t$$  \hspace{1cm} (6.23)

Although asset prices are not traded, this equation allows an estimate of the asset value of the firm using traded equity prices and the present value of outstanding debt. Once this is accomplished, estimating asset return correlation between issuers becomes a simple exercise of computing the historical correlation between the asset return time series of various obligors.

From an academic point of view, this task is fairly straightforward. However, in practice, computing the present value of outstanding liabilities is far from being a simple task. This is because firms have multiple liabilities, and corporate loans, which are part of the liabilities, are not traded. To circumvent this problem, practitioners seek to infer the asset return correlation between obligors on the basis of observed equity returns. The intuition behind such an approach is linked to Merton’s structural model for valuing risky debt. In Merton’s framework, the bondholder can be seen as making a loan maturing at time $T$ to finance the operations of the firm. The risk faced by the bondholder is the risk that the firm cannot repay the face value of the loan at maturity. To hedge this risk, the bondholder can purchase a put option on the asset value of the firm with strike price equal to the face value of debt and option maturity equal to the term of the loan. Because such a strategy is riskless, the return of this hedged portfolio should be equal to the risk-free rate of interest. If $F$ denotes the face value of the debt, $r$ the risk-free interest rate, $p_t$ the value of the put option, and $B_t$ the current value of debt, one has the following relation:

$$B_t + p_t = F e^{-rT} = F_t$$  \hspace{1cm} (6.24)

Equations (6.23) and (6.24) give the following relation:

$$A_t = S_t + F_t - p_t$$  \hspace{1cm} (6.25)
Because this relation holds for all \( t \), one obtains the following instantaneous relationship:

\[
dA_t = dS_t + dF_t - dp_t
\]  

(6.26)

In general, changes in equity prices are closely related to changes in option prices. If this co-movement is exploited, one can approximate the foregoing relation as follows:

\[
dA_t = dS_t + dF_t - \kappa dS_t = (1 - \kappa) dS_t + dF_t
\]  

(6.27)

Dividing both sides of equation (6.27) by \( A_t \) leads to the following relation:

\[
\frac{dA_t}{A_t} = (1 - \kappa) \frac{dS_t}{S_t} + \frac{dF_t}{F_t}
\]  

(6.28)

Equation (6.28) shows the relationship between asset returns, equity returns, and risk-free bond returns. With \( w = F_t / A_t \), equation (6.28) simplifies to

\[
r_A = (1 - w) \times r_S + w \times r_F
\]  

(6.29)

Equation (6.29) is the familiar relation that is exploited to relate the asset return correlation between obligors to the equity return correlation. For instance, the covariance between the asset returns of two obligors \( i \) and \( k \) using equation (6.29) can be written as

\[
\text{cov}(r_A^i, r_A^k) = (1 - w_i) \times (1 - w_k) \times \text{cov}(r_S^i, r_S^k) + (1 - w_i) \times w_k \times \text{cov}(r_S^i, r_F^k) + w_i \times (1 - w_k) \times \text{cov}(r_F^i, r_S^k) + w_i \times w_k \times \text{cov}(r_F^i, r_F^k)
\]  

(6.30)

If it is assumed that \( w \) is small and the equity returns and risk-free bond returns are weakly correlated, this equation can be further simplified as follows:

\[
\text{cov}(r_A^i, r_A^k) = (1 - w_i) \times (1 - w_k) \times \text{cov}(r_S^i, r_S^k)
\]  

(6.31)

This relationship provides the economic motivation for using equity return correlations to infer the asset return correlation between obligors.

**Remarks**  The quantity \( w = F_t / A_t \) is the leverage ratio of the firm. For firms having a relatively low leverage ratio, equity return correlation provides a reasonable approximation to asset return correlation. This is because for such firms one can make use of the approximate relationship given by equation (6.31). On the other hand, for firms having a high leverage ratio, asset
returns will be correlated through both equity components and risk-free
debt components. For such firms, the asset return correlation is higher than
the equity return correlation. To see why this is the case, note that highly
leveraged firms have substantial proportions of long-term debt that are sen-
sitive to interest rates. For such firms, the ratios $\omega_i$ and $\omega_k$ are large, and $r_F^i$
and $r_F^k$ are highly correlated through their sensitivities to interest rates. As
a result, the asset return correlations are higher than their corresponding
equity return correlations.

Summarizing the above analysis, economic theory suggests that firms
with low leverage ratio have approximately the same levels of asset return
and equity return correlation. On the other hand, highly leveraged firms can
have significantly higher asset return correlation compared to the equity
return correlation between the firms. A recent empirical study conducted by
KMV Corporation demonstrates that this is indeed the case.\(^2\) By comparing
the relationship between equity return correlation and asset return correla-
tion, KMV concluded that for firms belonging to the financial and utilities
sectors, realized asset return correlation is on average 55 percent higher
than the corresponding equity return correlation. The reason for this dif-
ference is that firms in both these sectors are highly leveraged. Industrial
firms, on the other hand, have less leverage. For such firms, equity return
correlation can serve as a reasonable approximation to asset return corre-
lation. Again the empirical study of KMV leads to a similar conclusion.

The approach outlined for deriving asset return correlation is based on
the assumption that the equity of the firm is traded. This is not always the
case. For example, Ford Motor Credit has significant outstanding debt, but
only the parent company’s equity is traded. In this case, it is not obvious
how the asset return correlation between such a firm and other debt issuers
can be estimated. Further difficulties can arise with regard to classifying a
firm as belonging to the industrial, the utilities, or the financial sector. For
instance, should Ford Motor Credit be grouped under the financial sector
or the automotive sector? One can avoid addressing these questions direct-
ly if a factor-based model is used to estimate asset return correlation. This
is taken up in the next section.

**Factor Models**

The objective of any risk-modeling exercise is to be able to use the risk
model to predict future risk scenarios. To achieve this objective, one needs
to find good forward-looking estimates of the input variables that define the
risk model. One important input variable for the risk model is the asset
return correlation between obligor pairs. In general, the ability to find a
good forward-looking estimate of asset or equity return correlation between
obligor pairs is the most difficult part of any risk-modeling exercise. This is
because historical data have the effect of magnifying firm-specific events that may not be relevant in the future and this can bias correlation estimates. Moreover, a company’s business may change over time through acquisitions and mergers. In such cases, historical equity or asset returns of the company may not reflect the true risks inherent in the new business strategy pursued by the company.

One can avoid some of these pitfalls by using a factor model to estimate asset return correlation between different obligors. A factor model relates the systematic or nondiversifiable components of the firm’s asset returns to various common factors such as macroeconomic variables or returns on prespecified portfolios, which drive the firm’s asset value. Knowledge of the sensitivities to the common factors and the correlation between the common factors then allows an estimate of the asset return correlation between obligors. In the context of estimating asset return correlation, the factors that are commonly used include asset returns of various industry and country groups and macroeconomic factors. In case the business strategy of a company changes, one can immediately infer the impact of this change on the asset return correlation between the company and other firms. This is possible because a change in the business strategy results in a change in the industry or country factor sensitivities to common factors.

For most practical applications, one restricts the factor model to be linear. In its most generic form, such a linear factor model can be written as

\[ r_i = \sum_{k=1}^{m} b_{ik} \times f_k + e_i \]  

(6.32)

In this equation, \( r_i \) is the asset return of the \( i \)th firm, the \( f_k \) are the common factors, the \( b_{ik} \) are the sensitivities to the common factors, and \( e_i \) is the firm-specific or idiosyncratic return. The sensitivity term \( b_{ik} \) has the interpretation that it represents the change in the return of the \( i \)th firm for a unit change in factor \( k \). The firm-specific component of the return \( e_i \) has the property that it is uncorrelated with each of the factors \( f_k \). An additional key assumption of the linear factor model is that the residual return of one firm is uncorrelated with the residual return of any other firm. This has the implication that the only sources of correlation among asset returns of firms are those that arise from their exposures to the common factors and the covariance among the common factors.

Under those assumptions, it is easy to show that the covariance between the return of the \( i \)th firm and the return of the \( k \)th firm is

\[ \text{cov}(r_i, r_k) = \sum_{k=1}^{m} \sum_{l=1}^{m} b_{ik} \times b_{jl} \times \text{cov}(f_k, f_l) + \text{cov}(e_i, e_k) \]  

(6.33)
The last term in equation (6.33) is zero when $i \neq k$. Using the factor model, it is easy to derive the correlation between the asset returns of the $i$th firm and the $k$th firm. This is given by

$$
\rho_{ik}^6 = \frac{\text{cov}(r_i, r_k)}{\sigma_i \times \sigma_k}
$$

(6.34)

where

$$
\sigma_i = \sqrt{\text{cov}(r_i, r_i)}
$$

(6.35)

The foregoing factor model concept is exploited by both KMV Corporation and CreditMetrics to derive the asset return correlation between obligors. The important difference between the two is that KMV uses asset returns to construct the factor model, whereas CreditMetrics’ implementation is based on equity returns.3

For purposes of illustration, I briefly describe the factor model implementation of KMV Corporation for estimating asset return correlation between obligors.4 Assume a firm’s asset return comprises a component that is firm specific and another that is nondiversifiable. The nondiversifiable component of asset return can be considered to comprise a component that is industry specific and another that is country specific. Further subclassification of the industry and country asset returns can be made to increase the granularity of the asset correlation estimates. The mechanics involved in such a decomposition of asset returns is given as follows:

$$
\begin{align*}
\text{Firm asset return} &= \text{Composite factor return} + \text{Firm-specific return} \\
\text{Composite factor return} &= \text{Country factor return} + \text{Industry factor return} \\
\text{Country factor return} &= \text{Global economic effect} + \text{Regional factor effect} + \text{Sector factor effect} + \text{Country-specific effect} \\
\text{Industry factor return} &= \text{Global economic effect} + \text{Regional factor effect} + \text{Sector factor effect} + \text{Industry-specific effect}
\end{align*}
$$

On the basis of this decomposition, asset return correlations are computed from each firm’s composite factor return. In KMV’s global correlation
model, industry and country indices are produced from a global database of market asset values estimated from the traded equity prices together with each firm’s outstanding liabilities. These indices are then used to create a composite factor index for each firm depending on its country and industry classification.

**Approximate Asset Return Correlations**

The foregoing method of computing asset return correlations between obligors using factor models is fairly complex. When managing large corporate bond portfolios, one may wish to use a data vendor rather than estimate asset return correlations in-house. However, when the costs involved are high relative to the size of the portfolio being managed, one may wish to find reasonable approximations to the asset return correlation. I outline a simple procedure that can be used to compute approximate asset return correlation between obligors.

Earlier in this chapter, I remarked that a study conducted by KMV Corporation suggested that average equity return correlations are 55 percent lower than average asset return correlations for financial institutions and utilities. For industrial corporates, on the other hand, equity return correlations and asset return correlations are approximately the same. The median equity correlations in the KMV study are reported to be 20 percent for financial institutions, 12 percent for utilities, and 18 percent for large industrial corporates. The median asset return correlations, on the other hand, are approximately 34 percent for financial institutions, 20 percent for utilities, and 18 percent for industrials. Making use of this information in conjunction with equation (6.30), it is possible to derive the approximate leverage ratio \( w \) for the different industry groupings. Specifically, if one assumes that the leverage ratio is the same across each industry sector and that the outstanding debt has the same maturity for all firms, one can derive the following equation:

\[
\rho_{ik}^a = (1 - w_i)(1 - w_k) \rho_{ik}^e + w_i w_k
\]  

In deriving equation (6.36), we have made the assumption that all returns in equation (6.30) are standardized normal variables. The variables in equation (6.36) are the following:

- \( \rho_{ik}^e \) = Equity return correlation between the \( i \)th and the \( k \)th industry sectors.
- \( \rho_{ik}^a \) = Asset return correlation between the \( i \)th and the \( k \)th industry sectors.
- \( w_i \) = Leverage ratio for the \( i \)th industry sector.
Using equation (6.36) and the reported values for equity and asset return correlations, we obtain the following leverage ratios for the various industry sectors:

\[
\begin{align*}
\omega_{\text{Financial}} &= 55 \text{ percent} \\
\omega_{\text{Utility}} &= 40 \text{ percent} \\
\omega_{\text{Industrial}} &= 30 \text{ percent}
\end{align*}
\]

To compute approximate asset return correlations between the different industry sectors, assume that the median equity return correlation reported for firms in a given sector can be used. In particular, assume that the equity return correlation between the sectors takes the lower value of the equity return correlation for given sectors. For example, the equity return correlation between the financial sector and the utilities sector is taken to be 12 percent. Given the leverage ratios for each sector and the equity return correlations between the sectors, it is fairly straightforward to compute the asset return correlation using equation (6.36). The asset return correlations obtained from such an exercise for the three major industry sectors are given in Exhibit 6.2.

It is possible to increase the granularity of these estimates when computing the asset return correlation between two obligors. For instance, obligors could be classified in terms of the actual industry they belong to within the sector. Under such a classification, one can assume that the asset return correlation between two obligors in the same industry group is higher than the value at the sector level. Furthermore, one could also incorporate the empirical evidence that the asset return correlations between lower rated firms are higher. Possible subclassifications within the sectors are as follows:

**Industrial Sector:**

- Consumer noncyclical (CNC)
- Consumer cyclical (CCL)
- Basic industries and chemicals (BAC)
- Communication and technology (COT)
- Energy (ENE)
- Transportation (TRA)

### Exhibit 6.2 Approximate Asset Return Correlations for Major Industry Sectors

<table>
<thead>
<tr>
<th></th>
<th>Financials (%)</th>
<th>Utilities (%)</th>
<th>Industrials (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financials</td>
<td>34</td>
<td>25</td>
<td>22</td>
</tr>
<tr>
<td>Utilities</td>
<td>25</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>Industrials</td>
<td>22</td>
<td>17</td>
<td>18</td>
</tr>
</tbody>
</table>
Financial Sector:

- Banks (BNK)
- Brokerage (BRO)
- Financial services (FIN)
- Insurance and reits (INR)

Utilities Sector:

- Utilities (UTL)

The total asset return correlation between two obligors can then be assumed to consist of three components:

\[ \rho_{ik} = \rho_{ik}^{a}(\text{sector}) + \rho_{ik}^{a}(\text{industry}) + \rho_{ik}^{a}(\text{rating}) \]  

(6.37)

A suggested value for the component of the asset return correlation arising from the industry and rating categories is 10% of the sector component. For the component of the asset return correlation arising from ratings, one considers an increased contribution only if both firms are rated below A3. Incorporating these values into equation (6.37) results in the following equation, which captures the total asset return correlation between two obligors:

\[
\rho_{ik} = \rho_{ik,S} + 0.10 \times \rho_{ik,S} \text{ (if } \text{industry}_i = \text{industry}_k) \\
+ 0.10 \times \rho_{ik,S} \text{ (if rating}_i \text{ and rating}_k < A3) 
\]

(6.38)

In this equation, \(\rho_{ik,S}\) is the component of the asset return correlation from the sector exposure, which is given in Exhibit 6.2.

**CREDIT RISK UNDER MIGRATION MODE**

I have discussed how loss correlation between obligor pairs can be estimated under the default mode. I showed how loss correlation is related to default correlation under the default mode and further established the link between asset return correlation and default correlation. When portfolio credit risk is computed in the migration mode, the estimate of loss correlation between obligor pairs is different. Because loss correlation is difficult to estimate directly, asset return correlations are again used to derive the loss correlation between obligors under the migration mode. In this section, I indicate how loss correlation under the migration mode can be determined using asset return correlation information.

Earlier in this chapter I showed that to determine the loss correlation between two obligors, one has to compute the term \(E(\tilde{t}_1 \tilde{t}_2)\). This quantity
is the expected value of the joint distribution of credit loss of a two-obligor portfolio. Under the migration mode, any obligor can migrate to one of 18 states (including the current state). In this model, state 1 corresponds to an Aaa rating and state 18 corresponds to the default state. Clearly, the joint distribution for a two-obligor portfolio in this framework is a discrete distribution that can take 324 states \( (18 \times 18) \). If the probability of occupying each of these states and the credit loss in each state is known, the expected value of the joint credit loss can be computed.

Computing the probabilities associated with each of the states in the joint distribution requires modeling correlated rating migrations. Because asset returns of a firm influence rating migrations, the asset return correlation between obligors can be used to compute the probability of occupying different states in the joint distribution. Essentially the approach to estimating the probabilities requires extending Merton’s framework to include rating migrations. The generalization involves including thresholds for rating migrations in addition to the default threshold to trigger credit events using the firm’s asset returns. This makes it possible to build a link between the firm’s underlying value and its credit rating to determine the joint probabilities of the two obligors in different states.

For purpose of illustration, consider an obligor that has a current credit rating of A1. Let \( p_{A1,Aaa} \) denote the probability of transitioning to the credit rating Aaa. Under the assumption that the asset returns of the obligor is normally distributed, the credit event that signals the obligor rating migration from A1 to Aaa occurs when the standardized asset returns of the obligor exceeds the threshold \( z_{A1,Aaa} \). This threshold can be determined by solving the following integral equation:

\[
P_{A1,Aaa} = \frac{1}{\sqrt{2\pi}} \int_{z_{A1,Aaa}}^{\infty} \exp(-0.5x^2)dx
\]  

A rating transition of this obligor from A1 to Aa1 occurs if the asset return falls between the thresholds \( z_{A1,Aaa} \) and \( z_{A1,Aa1} \). The threshold \( z_{A1,Aa1} \) can be determined by solving the following integral equation:

\[
P_{A1,Aa1} = \frac{1}{\sqrt{2\pi}} \int_{z_{A1,Aa1}}^{z_{A1,Aaa}} \exp(-0.5x^2)dx
\]  

One can extend this sequential rule to determine the thresholds for migrating to other rating grades. Note that these \( z \)-thresholds are a function of the current credit rating of the obligor. Exhibit 6.3 shows the \( z \)-thresholds computed using the normalized rating transition probabilities given in Exhibit 5.5 in Chapter 5.
### Exhibit 6.3

**Z-Thresholds for Various Rating Grades**

<table>
<thead>
<tr>
<th>Rating</th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa</th>
<th>Def</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baa2</td>
<td>3.179</td>
<td>2.913</td>
<td>2.742</td>
<td>2.586</td>
<td>2.476</td>
<td>2.149</td>
<td>1.603</td>
<td>1.140</td>
<td>-1.179</td>
<td>-1.693</td>
<td>-1.919</td>
<td>-2.014</td>
<td>-2.166</td>
<td>-2.323</td>
<td>-2.552</td>
<td>-2.792</td>
<td>-2.834</td>
<td>-2.834</td>
</tr>
<tr>
<td>Ba2</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>3.406</td>
<td>3.167</td>
<td>2.818</td>
<td>2.665</td>
<td>2.423</td>
<td>2.160</td>
<td>1.743</td>
<td>1.115</td>
<td>-0.978</td>
<td>-1.305</td>
<td>-1.422</td>
<td>-1.789</td>
<td>-2.141</td>
<td>-2.315</td>
<td>-2.315</td>
</tr>
<tr>
<td>Ba3</td>
<td>1.000</td>
<td>3.518</td>
<td>3.518</td>
<td>3.518</td>
<td>3.215</td>
<td>2.822</td>
<td>2.633</td>
<td>2.507</td>
<td>2.370</td>
<td>1.687</td>
<td>1.278</td>
<td>-0.932</td>
<td>-1.159</td>
<td>-1.497</td>
<td>-1.827</td>
<td>-1.967</td>
<td>-1.967</td>
<td>-1.967</td>
</tr>
<tr>
<td>B1</td>
<td>3.522</td>
<td>3.522</td>
<td>3.522</td>
<td>3.522</td>
<td>3.136</td>
<td>2.908</td>
<td>2.704</td>
<td>2.638</td>
<td>2.471</td>
<td>2.328</td>
<td>2.185</td>
<td>1.735</td>
<td>1.268</td>
<td>-0.906</td>
<td>-1.142</td>
<td>-1.566</td>
<td>-1.754</td>
<td>-1.754</td>
</tr>
<tr>
<td>B2</td>
<td>1.000</td>
<td>1.000</td>
<td>3.229</td>
<td>3.185</td>
<td>2.900</td>
<td>2.900</td>
<td>2.796</td>
<td>2.624</td>
<td>2.537</td>
<td>2.435</td>
<td>2.310</td>
<td>1.922</td>
<td>1.573</td>
<td>1.188</td>
<td>-0.678</td>
<td>-1.117</td>
<td>-1.318</td>
<td>-1.318</td>
</tr>
<tr>
<td>B3</td>
<td>1.000</td>
<td>1.000</td>
<td>3.212</td>
<td>3.212</td>
<td>3.129</td>
<td>3.007</td>
<td>2.882</td>
<td>2.728</td>
<td>2.612</td>
<td>2.473</td>
<td>2.379</td>
<td>2.241</td>
<td>1.954</td>
<td>1.480</td>
<td>1.246</td>
<td>-0.798</td>
<td>-1.093</td>
<td>-1.093</td>
</tr>
<tr>
<td>Caa</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>2.552</td>
<td>2.301</td>
<td>2.100</td>
<td>2.100</td>
<td>1.838</td>
<td>1.610</td>
<td>1.496</td>
<td>1.285</td>
<td>-0.536</td>
<td>-0.536</td>
</tr>
<tr>
<td>Def</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>
**Computing Joint Migration Probabilities**

Having determined the various thresholds for credit migration of any obligor, one can compute the joint migration probabilities of two obligors. Computing these joint migration probabilities, however, requires knowledge of the joint probability distribution of the asset returns of the two obligors and the correlation between them. Standard practice is to model the joint distribution to be bivariate normal. Once again, for purpose of illustration, let the current credit rating of obligor 1 be A1 and the credit rating of obligor 2 be A3. Let \( \rho \) denote the asset return correlation between the two obligors. The joint probability that obligor 1 migrates to a B2 rating and obligor 2 migrates to an Aaa rating is given by the following integral equation:

\[
h_{B2,Aaa} = \frac{1}{2\pi \sqrt{1 - \rho^2}} \int_{z_{A1,B1}}^{z_{A1,B2}} \int_{z_{A3,Aaa}}^{z_{A1,Aaa}} \exp \left( -\frac{x^2 - 2\rho xy + y^2}{2(1 - \rho^2)} \right) dx \, dy \quad (6.41)
\]

In equation (6.41), \( z_{A1,B1} \) is the threshold corresponding to the row A1 and column B1 in Exhibit 6.3. The other \( z \)-thresholds can be similarly determined from Exhibit 6.3. Following this approach, it is fairly straightforward to compute the joint migration probabilities \( h_{ik} \) to any of 324 discrete states for a two-obligor portfolio. The probability \( h_{64} \), for instance, denotes the joint probability that after 1 year obligor 1 has an A2 rating and obligor 2 has an Aa3 rating.

**Computing Joint Credit Loss**

To compute the expected value of the joint loss distribution, one needs to determine the credit loss associated with each state of the discrete joint probability distribution. Assume that the initial credit rating of obligor 1 is \( u \) and that of obligor 2 is \( v \). After 1 year, let the credit ratings of these two obligors be \( i \) and \( k \), respectively. The joint credit loss as a result of the rating migration of obligor 1 to state \( i \) and that of obligor 2 to state \( k \) is given by

\[
g_{ik} = NE_1 \times NE_2 \times \Delta P_{ui,1} \times \Delta P_{vk,2} \quad (6.42)
\]

In equation (6.42), \( \Delta P_{ui,1} \) is the credit loss when obligor 1 migrates from grade \( u \) to grade \( i \). This can be determined using equation (5.32) given in Chapter 5. One can similarly determine the credit loss resulting from obligor 2 migrating from grade \( v \) to grade \( k \), which is given by \( \Delta P_{vk,2} \). If the obligor migrates to the default state, then the corresponding credit loss is
equal to loss on default LD. I make the assumption that the loss on default of each obligor is independent of that of the other so that the expected value of joint credit loss when both obligors default is simply the product of the individual losses at default of the obligors.

**Portfolio Credit Risk**

Once the joint probabilities of being in each of the states and the corresponding credit losses have been determined, it is fairly simple to compute the expected value of the joint distribution of credit loss. This is given by

$$E(\bar{\ell}_1 \bar{\ell}_2) = \sum_{i=1}^{18} \sum_{k=1}^{18} b_{ik} \times g_{ik}$$  \hspace{1cm} (6.43)

One now has all the quantities that are required to compute the loss correlation between the two obligors under the migration mode using equation (6.5). Once the loss correlation between the obligors is computed, the unexpected loss for a two-bond portfolio can be computed using equation (6.7). For a general portfolio having \( n \) bonds, the loss correlation under the migration mode can be computed following the foregoing approach for any obligor pair. Letting EL\(_i\) and UL\(_i\) denote, respectively, the expected loss and unexpected loss of the \( i \)th bond in the portfolio under the migration mode, one can compute the expected and unexpected loss of the portfolio using equations (6.8) and (6.9).

**Migration Mode: Two-Bond Portfolio**

I now consider the two-bond portfolio given in Exhibit 6.1 and compute the portfolio credit risk under the migration mode. As a first step, one needs to compute the joint rating migration probabilities in each of the 324 states and the corresponding joint credit losses to determine the loss correlation. The joint rating migration probabilities and joint credit loss in each of the 324 states of the discrete probability distribution for the two-bond portfolio are given in Exhibits 6.4 and 6.5, respectively.

The various credit risk parameters of interest for this two-bond portfolio are as follows:

- The loss correlation \( \rho_{ik} \) under the migration mode is 0.06334.
- The expected portfolio loss EL\(_P\) under the migration mode is $4,740.
- The unexpected portfolio loss UL\(_P\) under the migration mode = $31,610.

(text continued on page 118)
<table>
<thead>
<tr>
<th></th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa-C</th>
<th>Def</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.0003</td>
<td>0.0012</td>
<td>0.0051</td>
<td>0.0143</td>
<td>0.0293</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Aa1</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.0003</td>
<td>0.0011</td>
<td>0.0052</td>
<td>0.0159</td>
<td>0.0380</td>
<td>0.0007</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Aa2</td>
<td>0.0016</td>
<td>0.0025</td>
<td>0.0011</td>
<td>0.0045</td>
<td>0.0213</td>
<td>0.0708</td>
<td>0.1939</td>
<td>0.0044</td>
<td>0.0016</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Aa3</td>
<td>0.0030</td>
<td>0.0048</td>
<td>0.0022</td>
<td>0.0092</td>
<td>0.0466</td>
<td>0.1693</td>
<td>0.5438</td>
<td>0.0150</td>
<td>0.0037</td>
<td>0.0016</td>
<td>0.0005</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>A1</td>
<td>0.0115</td>
<td>0.0204</td>
<td>0.0096</td>
<td>0.0418</td>
<td>0.2304</td>
<td>0.9631</td>
<td>4.0379</td>
<td>0.1546</td>
<td>0.0635</td>
<td>0.0191</td>
<td>0.0060</td>
<td>0.0019</td>
<td>0.0020</td>
<td>0.0026</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0001</td>
<td>0.0004</td>
</tr>
<tr>
<td>A2</td>
<td>0.0348</td>
<td>0.0743</td>
<td>0.0381</td>
<td>0.1790</td>
<td>1.2059</td>
<td>7.0429</td>
<td>61.9039</td>
<td>5.3813</td>
<td>0.1333</td>
<td>0.1518</td>
<td>0.2200</td>
<td>0.0322</td>
<td>0.0313</td>
<td>0.0062</td>
<td>0.0555</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>A3</td>
<td>0.0004</td>
<td>0.0012</td>
<td>0.0007</td>
<td>0.0035</td>
<td>0.0312</td>
<td>0.2734</td>
<td>5.3686</td>
<td>0.8220</td>
<td>0.5054</td>
<td>0.2172</td>
<td>0.0874</td>
<td>0.0316</td>
<td>0.0374</td>
<td>0.0584</td>
<td>0.0093</td>
<td>0.0094</td>
<td>0.0019</td>
<td>0.0188</td>
</tr>
<tr>
<td>Baa1</td>
<td>0.0001</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0009</td>
<td>0.0083</td>
<td>0.0809</td>
<td>2.0409</td>
<td>0.3700</td>
<td>0.2410</td>
<td>0.1089</td>
<td>0.0454</td>
<td>0.0168</td>
<td>0.0201</td>
<td>0.0324</td>
<td>0.0053</td>
<td>0.0054</td>
<td>0.0111</td>
<td>0.0116</td>
</tr>
<tr>
<td>Baa2</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0017</td>
<td>0.0179</td>
<td>0.5456</td>
<td>0.1113</td>
<td>0.0756</td>
<td>0.0354</td>
<td>0.0151</td>
<td>0.0057</td>
<td>0.0069</td>
<td>0.0113</td>
<td>0.0019</td>
<td>0.0020</td>
<td>0.0004</td>
<td>0.0044</td>
</tr>
<tr>
<td>Baa3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0007</td>
<td>0.0076</td>
<td>0.2578</td>
<td>0.0562</td>
<td>0.0391</td>
<td>0.0187</td>
<td>0.0081</td>
<td>0.0031</td>
<td>0.0037</td>
<td>0.0062</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0002</td>
<td>0.0025</td>
</tr>
<tr>
<td>Ba1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0048</td>
<td>0.1797</td>
<td>0.0415</td>
<td>0.0295</td>
<td>0.0144</td>
<td>0.0063</td>
<td>0.0024</td>
<td>0.0029</td>
<td>0.0050</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0002</td>
<td>0.0021</td>
</tr>
<tr>
<td>Ba2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0016</td>
<td>0.0631</td>
<td>0.0152</td>
<td>0.0110</td>
<td>0.0055</td>
<td>0.0024</td>
<td>0.0009</td>
<td>0.0011</td>
<td>0.0019</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0008</td>
</tr>
<tr>
<td>Ba3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0016</td>
<td>0.0679</td>
<td>0.0170</td>
<td>0.0124</td>
<td>0.0062</td>
<td>0.0028</td>
<td>0.0011</td>
<td>0.0013</td>
<td>0.0023</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0010</td>
</tr>
<tr>
<td>B1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0185</td>
<td>0.0048</td>
<td>0.0035</td>
<td>0.0018</td>
<td>0.0008</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0007</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0003</td>
</tr>
<tr>
<td>B2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0009</td>
<td>0.0416</td>
<td>0.0110</td>
<td>0.0082</td>
<td>0.0042</td>
<td>0.0019</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0016</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0001</td>
<td>0.0007</td>
</tr>
<tr>
<td>B3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0003</td>
<td>0.0016</td>
<td>0.0760</td>
<td>0.0048</td>
<td>0.0037</td>
<td>0.0019</td>
<td>0.0009</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0007</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0003</td>
</tr>
<tr>
<td>Caa–C</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0003</td>
<td>0.0174</td>
<td>0.0049</td>
<td>0.0037</td>
<td>0.0020</td>
<td>0.0009</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0008</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0004</td>
</tr>
<tr>
<td>Def</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0007</td>
<td>0.0411</td>
<td>0.0128</td>
<td>0.0102</td>
<td>0.0055</td>
<td>0.0026</td>
<td>0.0010</td>
<td>0.0013</td>
<td>0.0024</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0001</td>
<td>0.0013</td>
</tr>
</tbody>
</table>
### Joint Credit Loss Distribution in Million USD

<table>
<thead>
<tr>
<th></th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa-C</th>
<th>Def</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>0.0011</td>
<td>0.0009</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0000</td>
<td>-0.0003</td>
<td>-0.0006</td>
<td>-0.0009</td>
<td>-0.0015</td>
<td>-0.0020</td>
<td>-0.0026</td>
<td>-0.0026</td>
<td>-0.0046</td>
<td>-0.0056</td>
<td>-0.0068</td>
<td>-0.0167</td>
</tr>
<tr>
<td>Aa1</td>
<td>0.0009</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0000</td>
<td>-0.0002</td>
<td>-0.0005</td>
<td>-0.0007</td>
<td>-0.0012</td>
<td>-0.0016</td>
<td>-0.0021</td>
<td>-0.0029</td>
<td>-0.0037</td>
<td>-0.0044</td>
<td>-0.0055</td>
<td>-0.0133</td>
</tr>
<tr>
<td>Aa2</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0000</td>
<td>-0.0002</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0009</td>
<td>-0.0012</td>
<td>-0.0015</td>
<td>-0.0022</td>
<td>-0.0028</td>
<td>-0.0033</td>
<td>-0.0041</td>
<td>-0.0100</td>
</tr>
<tr>
<td>Aa3</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0000</td>
<td>-0.0001</td>
<td>-0.0002</td>
<td>-0.0004</td>
<td>-0.0006</td>
<td>-0.0008</td>
<td>-0.0010</td>
<td>-0.0014</td>
<td>-0.0018</td>
<td>-0.0022</td>
<td>-0.0027</td>
<td>-0.0066</td>
</tr>
<tr>
<td>A1</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0001</td>
<td>-0.0002</td>
<td>-0.0003</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0007</td>
<td>-0.0009</td>
<td>-0.0011</td>
<td>-0.0014</td>
<td>-0.0033</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>-0.0002</td>
<td>-0.0002</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
</tr>
<tr>
<td>Baa1</td>
<td>-0.0006</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td>-0.0003</td>
<td>-0.0002</td>
<td>-0.0001</td>
<td>-0.0000</td>
<td>-0.0002</td>
<td>-0.0003</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0011</td>
<td>-0.0013</td>
<td>-0.0019</td>
</tr>
<tr>
<td>Baa2</td>
<td>-0.0009</td>
<td>-0.0008</td>
<td>-0.0006</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td>-0.0003</td>
<td>-0.0002</td>
<td>-0.0003</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0013</td>
<td>-0.0019</td>
</tr>
<tr>
<td>Baa3</td>
<td>-0.0013</td>
<td>-0.0011</td>
<td>-0.0009</td>
<td>-0.0008</td>
<td>-0.0007</td>
<td>-0.0006</td>
<td>-0.0005</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0013</td>
<td>-0.0014</td>
<td>-0.0019</td>
<td>-0.0024</td>
</tr>
<tr>
<td>Ba1</td>
<td>-0.0020</td>
<td>-0.0017</td>
<td>-0.0013</td>
<td>-0.0010</td>
<td>-0.0007</td>
<td>-0.0004</td>
<td>-0.0003</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0016</td>
<td>-0.0021</td>
</tr>
<tr>
<td>Ba2</td>
<td>-0.0027</td>
<td>-0.0022</td>
<td>-0.0018</td>
<td>-0.0013</td>
<td>-0.0009</td>
<td>-0.0004</td>
<td>-0.0003</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0016</td>
<td>-0.0021</td>
</tr>
<tr>
<td>Ba3</td>
<td>-0.0033</td>
<td>-0.0028</td>
<td>-0.0022</td>
<td>-0.0016</td>
<td>-0.0011</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td>-0.0004</td>
<td>-0.0005</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0016</td>
<td>-0.0021</td>
</tr>
<tr>
<td>B1</td>
<td>-0.0046</td>
<td>-0.0038</td>
<td>-0.0030</td>
<td>-0.0023</td>
<td>-0.0015</td>
<td>-0.0008</td>
<td>-0.0006</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0013</td>
<td>-0.0014</td>
<td>-0.0018</td>
<td>-0.0023</td>
</tr>
<tr>
<td>B2</td>
<td>-0.0058</td>
<td>-0.0048</td>
<td>-0.0038</td>
<td>-0.0029</td>
<td>-0.0019</td>
<td>-0.0010</td>
<td>-0.0008</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0013</td>
<td>-0.0014</td>
<td>-0.0015</td>
<td>-0.0016</td>
<td>-0.0020</td>
<td>-0.0026</td>
</tr>
<tr>
<td>B3</td>
<td>-0.0069</td>
<td>-0.0058</td>
<td>-0.0046</td>
<td>-0.0034</td>
<td>-0.0023</td>
<td>-0.0011</td>
<td>-0.0008</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0012</td>
<td>-0.0013</td>
<td>-0.0015</td>
<td>-0.0016</td>
<td>-0.0017</td>
<td>-0.0018</td>
<td>-0.0022</td>
<td>-0.0028</td>
</tr>
<tr>
<td>Caa-C</td>
<td>-0.0085</td>
<td>-0.0071</td>
<td>-0.0056</td>
<td>-0.0042</td>
<td>-0.0028</td>
<td>-0.0014</td>
<td>-0.0009</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0012</td>
<td>-0.0013</td>
<td>-0.0015</td>
<td>-0.0016</td>
<td>-0.0017</td>
<td>-0.0018</td>
<td>-0.0019</td>
<td>-0.0024</td>
<td>-0.0030</td>
</tr>
<tr>
<td>Def</td>
<td>-0.0208</td>
<td>-0.0173</td>
<td>-0.0138</td>
<td>-0.0103</td>
<td>-0.0068</td>
<td>-0.0034</td>
<td>-0.0021</td>
<td>-0.0022</td>
<td>-0.0023</td>
<td>-0.0024</td>
<td>-0.0025</td>
<td>-0.0026</td>
<td>-0.0027</td>
<td>-0.0028</td>
<td>-0.0029</td>
<td>-0.0030</td>
<td>-0.0036</td>
<td>-0.0042</td>
</tr>
</tbody>
</table>

**EXHIBIT 6.5**
Note that under the migration mode, both expected and unexpected portfolio losses of the two-bond portfolio are higher than under the default mode using historical default probabilities. The loss correlation under the migration mode is also significantly higher than under the default mode.

**NUMERICAL EXAMPLE**

I now consider a more general portfolio to illustrate the portfolio credit risk concepts covered in this chapter. The specific portfolio comprises 23 bonds with issuer credit ratings varying from A1 to Ba3. It is assumed that the nominal exposure is $20 million in each bond. The traded prices for these bonds were captured as of 24 April 2002. The details of individual bonds held in the portfolio are given in Exhibit 6.6. All bonds in the portfolio are noncallable and are treated as senior unsecured debt. The recovery rates for the bonds are assumed to be 47 percent of face value and the standard deviation of recovery rates to be 25 percent.

To compute the portfolio credit loss, one requires values for asset return correlation between the issuers in the portfolio. I consider two cases: one where the asset return correlation is assumed to be 30 percent between every issuer pair and the other where the asset return correlation is computed on the basis of equation (6.38). The asset return correlation between the issuers for this portfolio is given in Exhibit 6.7.

In the context of bond portfolio management, it is customary to report various risk quantities relative to the current mark-to-market value of the portfolio. In accordance with this practice, I introduce two additional risk terms, percentage portfolio expected loss (%EL$_P$) and percentage portfolio unexpected loss (%UL$_P$). If $M_P$ denotes the mark-to-market value of the portfolio, the two additional risk terms are

\[
\text{%EL}_P = \frac{\text{EL}_P}{M_P} \quad (6.44)
\]

and

\[
\text{%UL}_P = \frac{\text{UL}_P}{M_P} \quad (6.45)
\]

The portfolio credit risk quantities of interest under the default mode are given in Exhibits 6.8 and 6.9. Exhibits 6.10 gives the portfolio credit risk quantities of interest under the migration mode.
EXHIBIT 6.6  Composition of Bond Portfolio as of 24 April 2002

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Issuer</th>
<th>Ticker</th>
<th>Industry</th>
<th>Issuer Rating</th>
<th>Nominal USD mn</th>
<th>Dirty Price</th>
<th>Maturity</th>
<th>Coupon (%)</th>
<th>KMV’s EDF (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Health Care Reit</td>
<td>HCN</td>
<td>INR</td>
<td>Ba1</td>
<td>20.0</td>
<td>99.91</td>
<td>15 Aug 07</td>
<td>7.500</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Hilton Hotels</td>
<td>HLT</td>
<td>CCL</td>
<td>Ba1</td>
<td>20.0</td>
<td>104.13</td>
<td>15 May 08</td>
<td>7.625</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>Apple Computer</td>
<td>AAPL</td>
<td>COT</td>
<td>Ba2</td>
<td>20.0</td>
<td>100.97</td>
<td>15 Feb 04</td>
<td>6.500</td>
<td>144</td>
</tr>
<tr>
<td>4</td>
<td>Delta Air Lines</td>
<td>DAL</td>
<td>TRA</td>
<td>Ba3</td>
<td>20.0</td>
<td>99.42</td>
<td>15 Dec 09</td>
<td>7.900</td>
<td>147</td>
</tr>
<tr>
<td>5</td>
<td>Alcoa Inc</td>
<td>AA</td>
<td>BAC</td>
<td>A1</td>
<td>20.0</td>
<td>105.24</td>
<td>01 Jun 06</td>
<td>5.875</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>ABN Amro Bank</td>
<td>AAB</td>
<td>BNK</td>
<td>Aa3</td>
<td>20.0</td>
<td>109.18</td>
<td>31 May 05</td>
<td>7.250</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>Abbey Natl Plc</td>
<td>ABBEY</td>
<td>BNK</td>
<td>Aa3</td>
<td>20.0</td>
<td>108.43</td>
<td>17 Nov 05</td>
<td>6.690</td>
<td>33</td>
</tr>
<tr>
<td>8</td>
<td>Alliance Capital</td>
<td>AC</td>
<td>FIN</td>
<td>A2</td>
<td>20.0</td>
<td>100.29</td>
<td>15 Aug 06</td>
<td>5.625</td>
<td>158</td>
</tr>
<tr>
<td>9</td>
<td>Aegon Nv</td>
<td>AGN</td>
<td>INR</td>
<td>A1</td>
<td>20.0</td>
<td>110.42</td>
<td>15 Aug 06</td>
<td>8.000</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>Abbott Labs</td>
<td>ABT</td>
<td>CNC</td>
<td>Aa3</td>
<td>20.0</td>
<td>104.54</td>
<td>01 Jul 06</td>
<td>5.625</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>Caterpillar Inc</td>
<td>CAT</td>
<td>BAC</td>
<td>A2</td>
<td>20.0</td>
<td>105.98</td>
<td>01 May 06</td>
<td>5.950</td>
<td>24</td>
</tr>
<tr>
<td>12</td>
<td>Coca Cola Enter</td>
<td>CCE</td>
<td>CNC</td>
<td>A2</td>
<td>20.0</td>
<td>102.04</td>
<td>15 Aug 06</td>
<td>5.375</td>
<td>88</td>
</tr>
<tr>
<td>13</td>
<td>Countrywide Home</td>
<td>CCR</td>
<td>FIN</td>
<td>A3</td>
<td>20.0</td>
<td>101.25</td>
<td>01 Aug 06</td>
<td>5.500</td>
<td>149</td>
</tr>
<tr>
<td>14</td>
<td>Colgate-Palm Co</td>
<td>CL</td>
<td>CNC</td>
<td>Aa3</td>
<td>20.0</td>
<td>101.43</td>
<td>29 Apr 05</td>
<td>3.980</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>Hershey Foods Co</td>
<td>HSY</td>
<td>CNC</td>
<td>A1</td>
<td>20.0</td>
<td>105.61</td>
<td>01 Oct 05</td>
<td>6.700</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>IBM Corp</td>
<td>IBM</td>
<td>COT</td>
<td>A1</td>
<td>20.0</td>
<td>99.66</td>
<td>01 Oct 06</td>
<td>4.875</td>
<td>26</td>
</tr>
<tr>
<td>17</td>
<td>Johnson Controls</td>
<td>JCI</td>
<td>COT</td>
<td>A3</td>
<td>20.0</td>
<td>100.30</td>
<td>15 Nov 06</td>
<td>5.000</td>
<td>24</td>
</tr>
<tr>
<td>18</td>
<td>JP Morgan Chase</td>
<td>JPM</td>
<td>BNK</td>
<td>Aa3</td>
<td>20.0</td>
<td>108.62</td>
<td>01 Jun 05</td>
<td>7.000</td>
<td>42</td>
</tr>
<tr>
<td>19</td>
<td>Bank One NA ILL</td>
<td>ONE</td>
<td>BNK</td>
<td>Aa3</td>
<td>20.0</td>
<td>101.50</td>
<td>26 Mar 07</td>
<td>5.500</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>Oracle Corp</td>
<td>ORCL</td>
<td>COT</td>
<td>A3</td>
<td>20.0</td>
<td>105.33</td>
<td>15 Feb 07</td>
<td>6.910</td>
<td>58</td>
</tr>
<tr>
<td>21</td>
<td>Pub Svc EL &amp; Gas</td>
<td>PEG</td>
<td>UTL</td>
<td>A3</td>
<td>20.0</td>
<td>104.94</td>
<td>01 Mar 06</td>
<td>6.750</td>
<td>39</td>
</tr>
<tr>
<td>22</td>
<td>Procter &amp; Gamble</td>
<td>PG</td>
<td>CNC</td>
<td>Aa3</td>
<td>20.0</td>
<td>101.76</td>
<td>30 Apr 05</td>
<td>4.000</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>PNC Bank NA</td>
<td>PNC</td>
<td>BNK</td>
<td>A3</td>
<td>20.0</td>
<td>102.26</td>
<td>01 Aug 06</td>
<td>5.750</td>
<td>24</td>
</tr>
</tbody>
</table>
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EXHIBIT 6.8  Portfolio Credit Risk Under Default Mode Using Constant Asset Return Correlation of 30 percent

<table>
<thead>
<tr>
<th>Description</th>
<th>(EL_P) (mn $)</th>
<th>(UL_P) (mn $)</th>
<th>%(EL_P) (bp)</th>
<th>%(UL_P) (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using historical PD and (\rho_{hk}^c)</td>
<td>0.660</td>
<td>3.268</td>
<td>13.8</td>
<td>68.6</td>
</tr>
<tr>
<td>Using historical PD and (\rho_{hk}^b)</td>
<td>0.660</td>
<td>3.334</td>
<td>13.8</td>
<td>69.9</td>
</tr>
<tr>
<td>Using KMV’s EDF and (\rho_{hk}^b)</td>
<td>1.175</td>
<td>4.725</td>
<td>24.7</td>
<td>99.1</td>
</tr>
<tr>
<td>Using KMV’s EDF and (\rho_{hk}^b)</td>
<td>1.175</td>
<td>4.869</td>
<td>24.7</td>
<td>102.2</td>
</tr>
</tbody>
</table>

EXHIBIT 6.9  Portfolio Credit Risk Under Default Mode Using Indicative Asset Return Correlation Matrix

<table>
<thead>
<tr>
<th>Description</th>
<th>(EL_P) (mn $)</th>
<th>(UL_P) (mn $)</th>
<th>%(EL_P) (bp)</th>
<th>%(UL_P) (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using historical PD and (\rho_{hk}^c)</td>
<td>0.660</td>
<td>3.136</td>
<td>13.8</td>
<td>65.8</td>
</tr>
<tr>
<td>Using historical PD and (\rho_{hk}^b)</td>
<td>0.660</td>
<td>3.177</td>
<td>13.8</td>
<td>66.7</td>
</tr>
<tr>
<td>Using KMV’s EDF and (\rho_{hk}^b)</td>
<td>1.175</td>
<td>4.489</td>
<td>24.7</td>
<td>94.2</td>
</tr>
<tr>
<td>Using KMV’s EDF and (\rho_{hk}^b)</td>
<td>1.175</td>
<td>4.593</td>
<td>24.7</td>
<td>96.4</td>
</tr>
</tbody>
</table>

EXHIBIT 6.10  Portfolio Credit Risk Under Migration Mode

<table>
<thead>
<tr>
<th>Description</th>
<th>(EL_P) (mn $)</th>
<th>(UL_P) (mn $)</th>
<th>%(EL_P) (bp)</th>
<th>%(UL_P) (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using constant asset return correlation of 30 percent</td>
<td>1.622</td>
<td>4.603</td>
<td>34.0</td>
<td>96.6</td>
</tr>
<tr>
<td>Using indicative asset return correlation matrix</td>
<td>1.622</td>
<td>4.233</td>
<td>34.0</td>
<td>88.8</td>
</tr>
</tbody>
</table>

QUESTIONS

1. What are the similarities and differences between aggregation of credit risk and market risk at the portfolio level?
2. Explain the differences between asset return correlation, default correlation, and loss correlation.
3. What is model risk? In connection with the quantification of credit risk, is the model risk high or low? Justify your answer.
4. It was assumed that recovery rates between two obligors are independent when the expression for loss correlation was derived. If recovery rates on bonds issued by different obligors are assumed to be positively correlated, will loss correlation be higher or lower? Justify your answer.
5. For the two-bond portfolio example given in Exhibit 6.1, compute the expected and unexpected losses of the portfolio under the default mode.
using (a) default correlation to aggregate portfolio credit risk, and (b) loss correlation to aggregate portfolio credit risk. Use historical default probabilities in the calculations and assume that the asset return correlation between obligors is 20 percent.

6. How is the leverage ratio of a firm defined? Discuss why equity return correlation is not a good approximation for asset return correlation if the firm has a high leverage ratio.

7. Discuss the motivation for the use of factor models to derive asset return correlation between obligors.

8. When computing the $z$-thresholds to determine rating transitions, it was assumed that asset returns are standardized normal random variables. Will the $z$-threshold values differ if the true mean and variance of the asset returns are used in the calculations? Justify your answer.

9. For the two-bond portfolio example given in Exhibit 6.1, compute the loss correlation, expected loss, and unexpected loss of the portfolio under the migration mode. Assume that the asset return correlation between the bond obligors is 20 percent.
The previous chapter dealt with portfolio credit risk quantification using an analytical approach. Portfolio credit risk was quantified using the first two moments of the loss distribution, namely expected loss and unexpected loss (or equivalently the standard deviation of loss). Although these two measures are useful, they do not fully model the inherent risks in a credit portfolio. This is because the distribution of credit losses is highly skewed and has a long, fat tail. As a result, it is difficult to make an estimate of the credit loss in the tail part of the loss distribution for a given confidence level using only standard deviation information. To compute credit loss at higher confidence levels, one has to resort to simulating the loss distribution using Monte Carlo techniques. The advantage of performing a simulation is that different tail risk measures can be computed from the simulated loss distribution. When managing a corporate bond portfolio, computing tail risk measures are extremely important if one wishes to avoid concentration risk arising from insufficient credit diversification.

In this chapter, I provide a brief introduction to Monte Carlo methods and describe the computational process involved in performing a Monte Carlo simulation to generate the distribution of credit losses. I then introduce the tail risk measures of interest when managing a corporate bond portfolio and indicate how these risk measures can be computed. The example portfolio comprising 23 bonds presented in the previous chapter is used to illustrate the concepts presented in this chapter.

**MONTE CARLO METHODS**

Numerical methods known as Monte Carlo methods can be loosely described as statistical simulation methods that make use of sequences of random numbers to perform the simulation. The first documented account of Monte Carlo simulation dates to the 18th century, when a simulation technique was used to estimate the value \( \pi \). However, it is only since the digital computer era that this technique has gained scientific acceptance for
solving complex numerical problems in various disciplines. The name “Monte Carlo” was coined by Nicholis Metropolis while working on the Manhattan Project during World War II, because of the similarity of statistical simulation to games of chance symbolized by the capital of Monaco. John von Neumann laid much of the early foundations of Monte Carlo simulation, which requires the use of pseudo-random number generators and inverse cumulative distribution functions. The application of Monte Carlo simulation techniques to finance was pioneered by Phelim Boyle in 1977 in connection with the pricing of options.¹

It is tempting to think of Monte Carlo methods as a technique for simulating random processes that are described by a stochastic differential equation. This belief stems from the option pricing applications of Monte Carlo methods in finance, where the underlying variable of interest is the evolution of stock prices, which is described by a stochastic differential equation. However, this description is too restrictive because many Monte Carlo applications have no apparent stochastic content, such as the evaluation of a definite integral or the inversion of a system of linear equations. In many applications of Monte Carlo methods, the only requirement is that the physical or mathematical quantity of interest can be described by a probability distribution function.

Monte Carlo methods have become a valuable computational tool in modern finance for pricing complex derivative securities and for performing value at risk calculations. An important advantage of Monte Carlo methods is that they are flexible and easy to implement. Furthermore, the increased availability of powerful computers has enhanced the efficiency of these methods. Nonetheless, the method can still be slow and standard errors of estimates can be large when applied to high-dimensional problems or if the region of interest is not around the mean of the distribution. In such cases, a large number of simulation runs is required to estimate the variable of interest with reasonable accuracy. The standard errors on the estimated parameters can be reduced using conventional variance reduction procedures such as the control variate technique or the antithetic sampling approach.

More recent techniques to speed up the convergence of Monte Carlo methods for high-dimensional problems use deterministic sequences rather than random sequences. These sequences are known as quasi-random sequences in contrast to pseudo-random sequences commonly used in standard Monte Carlo methods. The advantage of using quasi-random sequences is that they generate sequences of \( n \)-tuples that fill \( n \)-dimensional space more uniformly than uncorrelated points generated by pseudo-random sequences. However, the computational advantage of quasi-random sequences diminishes as the number of variables increases beyond 30.

An important advantage of Monte Carlo methods is that the computational complexity increases linearly with the number of variables. In contrast,
the computational complexity increases exponentially in the number of variables for discrete probability tree approaches for solving similar kinds of problems. This point is best illustrated by considering the problem of credit loss simulation. One approach to computing the loss distribution of a two-bond portfolio is to enumerate all possible combinations of credit states this portfolio can be in after 1 year. Because there are 18 possible credit states that each bond can be in, the two-bond portfolio could take one of 324 (18 times 18) credit states. Valuing the credit loss associated with each one of the 324 states allows one to derive the credit loss distribution of the two-bond portfolio. If the number of bonds in the portfolio increases to 10, the total number of possible credit states is equal to 18 to the power 10, which is equal to $3.57 \times 10^{12}$ credit states. Clearly, even with such a small portfolio, it is practically impossible to enumerate all the states and compute the credit loss distribution.

If one uses Monte Carlo simulation, on the other hand, the problem complexity remains the same irrespective of whether the portfolio comprises 2, 10, or more bonds. In each of these cases, one can run several scenarios, each of which corresponds to a simulation run, and under each scenario compute the credit loss associated with the portfolio. Performing many simulation runs makes it possible to compute the credit loss distribution of the bond portfolio. As the number of bonds in the portfolio increases, the computational effort involved increases linearly in the number of bonds in the portfolio.

The basic building blocks for performing Monte Carlo simulation require a scheme to generate uniformly distributed random numbers and a suitable transformation algorithm if the probability distribution of the variable simulated is different from a uniform distribution. Most applications in finance require the generation of a normally distributed random variable. To simulate such a random variable, the standard transformation techniques used are either the Box–Muller method or the inverse cumulative normal method. If the simulated random variables are greater than one, we need methods to generate correlated random numbers that model the relationship between the variables.

**CREDIT LOSS SIMULATION**

In Chapter 6, I introduced the notion of latent variables and discussed how they can be used as a signaling variable for credit events. In particular, I considered the asset return of a firm as a latent variable candidate and indicated how asset return thresholds for rating migrations can be determined. Computing portfolio credit risk requires modeling joint rating migrations, which in turn requires modeling the co-movement of asset returns of different obligors. Considering that the marginal distribution of asset returns
is assumed to be normal in Merton’s framework, I made the assumption that the joint distribution of asset returns is multivariate normal. The joint evolution of the asset returns of the obligors under the multivariate normal distribution signal how the value of the portfolio evolves, or equivalently, what the credit loss on the portfolio will be. The distribution of obligor asset returns under the multivariate normal distribution can be generated using Monte Carlo simulation. This allows the subsequent computation of the loss distribution of the bond portfolio resulting from credit events.

The foregoing description provides the basic intuition behind the use of Monte Carlo simulation for computing the credit loss distribution. In the context of its intended use here, the Monte Carlo simulation technique can be described as a computational scheme that utilizes sequences of random numbers generated from a given probability distribution function to derive the distribution of portfolio credit loss. The distribution of portfolio credit loss can be computed both under the default mode and under the migration mode. To compute the credit loss under the default mode, one only needs to consider the loss resulting from obligor default. Under the migration mode, one has to compute the credit loss associated with rating migrations in addition to the credit loss resulting from obligor default.

To generate the credit loss for one run of the Monte Carlo simulation, three computational steps are followed:

1. Simulate the correlated random numbers that model the joint distribution of asset returns of the obligors in the portfolio.
2. Infer the implied credit rating of each obligor based on simulated asset returns.
3. Compute the potential loss in value based on the implied credit rating, and in those cases where the asset return value signals an obligor default, compute a random loss on default value by sampling from a beta distribution function.

Repeating this simulation run many times and computing the credit loss under each simulation run makes it possible to generate the distribution of portfolio credit loss under the migration mode. If one is only interested in the credit loss distribution under the default mode, one can compute this by setting the credit loss associated with rating migrations to zero in the simulation run. In the following sections, I briefly describe the computational steps required to generate the credit loss distribution.

**Generating Correlated Asset Returns**

I briefly described the steps involved in simulating the credit loss distribution for a bond portfolio. As the first step, I mentioned that correlated random
numbers that model the joint distribution of asset returns have to be simulated. An immediate question is whether the obligor-specific means and standard deviations of asset returns have to be taken into account in the simulations. The simple answer to this question is no. This is because the simulated asset returns will be compared against the rating migration thresholds, which were computed under the assumption that asset returns are standardized normal random variables. As a result, the obligor-specific mean and standard deviation of asset returns are not required for simulating the loss distribution. Hence, I assume that obligor asset returns are standard normal random variables (having mean zero and standard deviation equal to one). Under this assumption, the Monte Carlo simulation method requires generating a sequence of random vectors that are sampled from a standardized multivariate normal distribution.

Many standard numerical packages provide routines to generate sequences of random vectors sampled from a multivariate normal distribution. Although the details of the implementation are beyond the scope of this book, I briefly outline the numerical procedure commonly used to generate sequences of multivariate normal random vectors. Assume that the multivariate normal random vector has a mean vector \( \bar{\alpha} \) and covariance matrix \( C \). Covariance matrices have the property that they are symmetric and positive definite (meaning all their eigenvalues are greater than zero). Given such a matrix, it is possible to find a unique lower triangular matrix \( L \) such that

\[
LL^T = C \tag{7.1}
\]

The matrix \( L \) is referred to as the Cholesky factor corresponding to the positive-definite matrix \( C \). Once the Cholesky factor is determined, generating a sequence of random vectors with the desired multivariate distribution only requires generating a sequence of independent standard normal random variables. If \( \bar{x} \) denotes the vector of independent standard normal random variables, the vector \( \bar{r} \) with the desired multivariate normal distribution can be constructed as follows:

\[
\bar{r} = \bar{\alpha} + L\bar{x} \tag{7.2}
\]

It is easy to verify from this equation that the sequence of random vectors \( \bar{r} \) that is generated will have the property that the joint distribution is multinormal with mean vector \( \bar{\alpha} \) and covariance matrix \( C \).

It is useful to note here that by setting the mean vector \( \bar{\alpha} \) to zero and the covariance matrix equal to the correlation matrix, one can generate a sequence of random vectors whose joint distribution is standardized multivariate normal. Because the joint distribution of obligor asset returns was assumed to be standardized multivariate normal, this sequence of random vectors is the one of interest.
**Inferring Implied Credit Rating**

The next step in the credit loss simulation process is to infer the credit rating of the various obligors in the portfolio as implied by the simulated asset return vector. In order to do this, one needs to generalize Merton’s model to include thresholds for credit rating changes in addition to the default threshold. The implied credit rating can then be derived on the basis of the asset return value relative to these thresholds. Again, in Chapter 6 I derived these $z$-thresholds for different credit ratings under the assumption that the asset returns are normally distributed. These $z$-threshold values are given in Exhibit 6.3 in Chapter 6.

For purposes of illustration, consider the two-bond portfolio given in Exhibit 6.1 in Chapter 6. Assume that for one draw from a bivariate normal distribution, the random asset returns are respectively 2.5 for bond 1 and $-3.5$ for bond 2. Given the initial issuer rating of A3 for bond 1, one can infer from the $z$-threshold values for A3-rated issuers in Exhibit 6.3 in Chapter 6 that an asset return value of 2.5 implies a credit rating change of the issuer to an A1 rating. Similarly, one can infer from Exhibit 6.3 in Chapter 6 that an asset return value of $-3.5$ for an A2-rated issuer implies that the issuer defaults on the outstanding debt. Proceeding in this manner, one can derive the implied credit rating of the debt issuers in the two-bond portfolio for every simulation run on the basis of the $z$-threshold values in Exhibit 6.3 in Chapter 6.

For a general $n$-bond portfolio, the implied credit rating of the debt issuers for each simulation run can be similarly determined. It is important to note that the number of obligors in an $n$-bond portfolio will be less than or equal to $n$. In the case where there are fewer than $n$ obligors, credit rating changes should be identical for all bonds issued by the same obligor in any simulation run. This has the implication that the dimension of the simulated asset return vector should be equal to the number of obligors or debt issuers in the bond portfolio.

**Computing Credit Loss**

Once the implied rating changes for the obligors are determined for the simulated asset return vector, the corresponding credit loss associated with such implied rating changes could be determined. It is important to note that the price change resulting from a rating change is generically referred to as a loss even though a credit improvement of the obligor results in a price appreciation for the bond. The price change of a bond as a result of a rating change for the bond issuer is a function of the change in the yield spreads and the maturity of the bond. Considering that our interest is to estimate the credit loss due to a change in the bond’s mark-to-market value as a result of the rating change, we want to know at what time horizon the
bond’s price has to be marked to market. In Chapter 5, I argued for the case where the worst-case loss scenario is computed, which corresponds to a rating change of the obligor during the next trading day. In this case, the current trading price of the bond together with its risk parameters duration and convexity serve to characterize the credit loss. The credit loss resulting from a rating change from the ith grade to the kth grade is a function of the change in the bond yield and is given by equation (5.32) in Chapter 5.

To illustrate the credit loss computation, again focus on the two-bond portfolio example. In this example, the asset return value signaled an upgrade to an A1 rating from the current rating of A3 for bond 1. The change in the yield spread associated with this rating change is −30 basis points, using the yield spread information given in Exhibit 5.8 in Chapter 5. Substituting the various parameter values into equation (5.32) in Chapter 5 gives the credit loss for a $1 million notional amount held of bond 1 as

\[
\text{Credit loss} = 1,000,000 \times [1.0533 \times 4.021 \times (-0.003)
- 0.5 \times 1.0533 \times 19.75 \times (-0.003)^2]
= -12,799.6
\]

Note that the negative sign associated with the credit loss indicates that this rating change results in a profit rather than a loss.

For bond 2, the simulated asset return value of −3.5 implies default of the obligor. In this case, one must find a random loss on default, which is a function of the assumed recovery rate distribution. In Chapter 5, the recovery rate process was assumed to have a beta distribution whose mean \( \mu \) and standard deviation \( \sigma \) are given by equations (5.15) and (5.16), respectively. Given the values for \( \mu \) and \( \sigma \), the parameters \( \alpha \) and \( \beta \) that define the beta distribution with the desired mean and standard deviation can be computed as follows:

\[
\alpha = \frac{\mu^2(1 - \mu)}{\sigma^2} - \mu \tag{7.3}
\]

\[
\beta = \frac{\alpha}{\mu} - \alpha \tag{7.4}
\]

For the bond in question, the mean recovery rate is \( \mu = 47 \) percent and the standard deviation of the recovery rate is \( \sigma = 25 \) percent. Corresponding to these recovery rate values, the parameters of the beta distribution function are \( \alpha = 1.403 \) and \( \beta = 1.582 \).

The random recovery rate for bond 2 for the simulation run is determined by drawing a random number from a beta distribution with the \( \alpha \) and \( \beta \) parameter values as just given. Assume that the simulated recovery value is 40 percent for bond 2. The implied loss on default for the bond can now be computed using equation (5.21) in Chapter 5, which is equal to 0.6533.
The credit loss arising from bond 2 for this simulation run is equal to the nominal exposure times the loss on default, which is equal to $653,300.

For the two-bond portfolio, the total credit loss for this simulation run is the sum of the two losses. If this simulation run corresponds to the $i$th run, the portfolio credit loss under the $i$th simulation run, denoted $\ell_i$, is given by

$$\ell_i = -12,799.6 + 653,300 = 640,500.4$$

It is important to emphasize that for a general $n$-bond portfolio, all bonds of a particular issuer should have the same recovery value for any one simulation run if they have the same seniority. This information must be taken into account when simulating the credit loss distribution of a general $n$-bond portfolio.

**Remarks** When simulating a random recovery amount from a beta distribution, it can happen that this recovery amount is close to the nominal value of the bond. Considering that recovery values tend to be lower than the nominal value (typically less than 90 percent of the nominal value), one may wish to put an upper bound for the recovery amount. In performing the loss simulation for an example bond portfolio presented later in this chapter, a maximum recovery rate of 90 percent of the nominal value of the bond is imposed. In general, assuming recovery rates to be uniformly distributed is a better approach to restricting recovery rates to lie within a specific range. The parameters of the uniform distribution having a specified mean and standard deviation can be computed as indicated in Chapter 2.

**Computing Expected Loss and Unexpected Loss**

The foregoing procedure outlined how the portfolio credit loss can be computed for one simulation run. By repeating the simulation run $N$ times where $N$ is sufficiently large, the distribution of the credit losses can be generated. Given the simulated loss distribution, one can compute various risk measures of interest. For instance, the expected and the unexpected credit loss using the simulated loss data can be computed as follows:

$$EL_P = \frac{1}{N} \sum_{i=1}^{N} \ell_i \quad (7.5)$$

$$UL_P = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (\ell_i - EL_P)^2} \quad (7.6)$$

To reduce the standard error of the estimated portfolio expected loss, it is common practice to perform antithetic sampling when performing the
Monte Carlo simulation. The idea behind antithetic sampling is that when random samples are drawn from a symmetric distribution, sampling errors can be avoided if the antithetic or symmetric part of the random sample is also drawn. This ensures that the empirical mean of the random samples is equal to the mean of the distribution function from which the samples are drawn. Including the antithetic part of the samples doubles the total number of simulation runs. All numerical examples presented in this book that use simulation are generated using antithetic sampling. In general, if the number of simulation runs is equal to $N$ in the numerical examples, one half of the simulation runs use antithetic samples.

**Importance Sampling**

The Monte Carlo simulation technique described so far is based on random sampling. In such a sampling process, the probability of any value being generated is proportional to the probability density at that point. This property has the effect of generating asset return values in the simulations that tend to cluster around the mean of the normal distribution function. Rating migrations and obligor defaults, however, are events that are driven by asset return values that deviate significantly from the mean of the normal distribution. The implication is that a significant proportion of the simulation runs will not trigger any credit events. If one’s intention is to compute the expected and the unexpected loss of the portfolio from the simulations, random sampling will be the appropriate method to use. If, on the other hand, one expects to compute risk measures associated with tail events from the simulated data, random sampling will be inefficient.

If one’s primary intention of performing Monte Carlo simulations is to compute tail risk measures (to be discussed in the next section), one can improve the simulation efficiency through importance sampling. Simulation efficiency in the present context refers to the number of simulation runs required to compute the risk measure of interest for a specified standard error of the estimate. Importance sampling artificially inflates the probability of choosing random samples from those regions of the distribution that are of most interest. This means that the sampling process is biased in such a manner that a large number of credit events are simulated relative to what would occur in practice. In the Monte Carlo simulation terminology, the adjustment made to the probability of a particular point being sampled is referred to as its importance weight. To estimate the true probability distribution of the simulated losses when performing importance sampling, one has to restore the actual probability of each sample by multiplying it by the inverse of its importance weight. The numerical results presented in this book are based only on the standard Monte Carlo simulation technique. In practice, when the number of obligors in the portfolio is large (this is
usually true for a benchmark portfolio), performing importance sampling leads to improved computational efficiency.

**TAIL RISK MEASURES**

The discussions so far in this book focused on the mean and the standard deviation of the credit loss distribution as appropriate risk measures for a corporate bond portfolio. In the credit risk measurement framework, these measures were referred to as expected loss and unexpected loss, respectively. If the distribution of credit losses is normally distributed, the standard deviation can be interpreted as the maximum deviation around the mean that will not be exceeded with a 66 percent level of confidence. Because the credit loss distribution is not normal, a similar interpretation to the standard deviation of credit loss does not hold. In most cases, computing the probability of incurring a large credit loss on a corporate bond portfolio using unexpected loss information is usually not possible.

In general, a major preoccupation of most corporate bond portfolio managers is to structure the portfolio so as to minimize the probability of large losses. To do this, an estimate of the potential downside risk of the portfolio becomes a key requirement. Computing any downside risk measure requires an estimate of the probability mass associated with the tail of the loss distribution. If the simulated credit loss distribution is available, it is quite easy to derive appropriate tail risk measures of interest. For a corporate bond portfolio, the tail risk measures of interest are credit value at risk and expected shortfall risk. Both these risk measures are discussed in what follows, and the method for computing these measures using the simulated credit loss data is also indicated.

**Credit Value at Risk**

Credit value at risk (CrVaR) is a tail risk measure that quantifies the extreme losses arising from credit events that can occur at a prespecified level of confidence over a given time horizon. In practical terms, CrVaR provides an estimate of the maximum credit loss on a portfolio that could be exceeded with a probability $p$. It is assumed here that $p$ is expressed in percentage. If the probability $p$ is chosen to be sufficiently small, one can expect that the credit loss will not exceed the CrVaR amount at a high confidence level given by $(100 - p)$ percent. Stated differently, CrVaR at a confidence level of $(100 - p)$ percent refers to the maximum dollar value of loss that will only be exceeded $p$ percent of the time over the given time horizon. Because losses from credit risk are measured over a 1-year horizon, the CrVaR measure to be computed here also relates to a 1-year time horizon.
To compute CrVaR to quantify the tail risk of the credit loss distribution in a corporate bond portfolio, one needs to specify the confidence level at which it should be determined. Within the framework of economic capital allocation, CrVaR is usually measured at a confidence level that reflects the solvency standard of the institution in question. For instance, the solvency standard of an AA-rated institution is typically 99.97 percent, and hence CrVaR is computed at this confidence level. From a portfolio management perspective, however, the confidence level of interest for a CrVaR estimate would typically be much lower. The motivation for this is that portfolio managers have to provide monthly performance reports to clients and return deviations over this period need to be explained. In this case, estimating CrVaR at a confidence level of 91.6 percent would imply that the underperformance relative to the benchmark exceeds the monthly CrVaR estimate once during the year on average if monthly performance reporting is used. In this case, a CrVaR estimate provides useful information to the portfolio manager and the client in terms of the return surprises one could expect and also what actually happens.

Motivated by this observation, I choose the confidence level for the CrVaR estimate to be 90 percent. At this level of confidence, the portfolio manager can expect the credit losses to exceed the monthly CrVaR estimate for one reporting period during the year. Once the confidence level for CrVaR is specified, estimating CrVaR from the simulated loss distribution is quite simple. If, for instance, the number of simulation runs is equal to 10,000, then the 90 percent CrVaR is equal to the 1,000th worst-case credit loss. Assuming that the simulated credit losses are sorted in an ascending order of magnitude, the credit loss corresponding to the 9,000th row in the sorted data is the CrVaR at 90 percent confidence level for 10,000 simulation runs.

Considering that standard practice in portfolio management is to report risk measures relative to the current market value of the portfolio, I introduce the term percentage credit value at risk. If $M_p$ denotes the current mark-to-market value of the portfolio, the percentage CrVaR at 90 percent confidence level is defined as

$$\% \text{CrVaR}_{90\%} = \frac{\text{CrVaR}_{90\%}}{M_p}$$

(7.7)

**Expected Shortfall Risk**

Although CrVaR is a useful tail risk measure, it fails to reflect the severity of loss in the worst-case scenarios in which the loss exceeds CrVaR. In other words, CrVaR fails to provide insight as to how far the tail of the loss distribution extends. This information is critical if the portfolio manager is
interested in restricting the severity of the losses in the worst-case scenarios under which losses exceed CrVaR. In order to better motivate this point, Exhibit 7.1 shows the credit loss distribution for two portfolios that have identical CrVaR at the 90 percent level of confidence.

Exhibit 7.1, it is clear that although both portfolios have identical CrVaR at the 90 percent confidence level, the severity of the worst-case losses that exceed the 90 percent confidence level are lower for portfolio 1 than portfolio 2. This example suggests that to investigate whether portfolio credit risk is well diversified, it is not sufficient to only examine the tail probability at some confidence level. Examining the loss exceedence beyond the desired confidence level at which CrVaR is estimated is important to gauge the loss severity in the tail part of the loss distribution.

One such risk measure that provides an estimate of the loss severity in the tail part of the loss distribution is the expected shortfall risk (ESR), which is sometimes also referred to as conditional VaR. Similar to CrVaR, expected shortfall risk requires specifying a confidence level and a time horizon. Considering that ESR is usually used in conjunction with CrVaR, the confidence level should be chosen as 90 percent and the time horizon 1 year. A simple interpretation of ESR is that it measures the average loss in the worst $p$ percent of scenarios, where $(100 - p)$ percent denotes the confidence level at which CrVaR is estimated. In mathematical terms, expected shortfall risk can be defined as the conditional expectation of that part of the credit loss that exceeds the CrVaR limit. The interpretation of ESR as conditional VaR follows from this definition. If $\bar{\ell}$ denotes the loss variable, ESR can be defined as

$$ESR = E[\bar{\ell} | \bar{\ell} > CrVaR]$$ (7.8)
Given the simulated loss distribution of the portfolio, computing expected shortfall risk is quite simple. Let \( \ell_i \) denote the simulated credit loss for the \( i \)th simulation run and assume that the losses are sorted in ascending order. If the number of simulation runs is equal to \( N \), the relevant equation to compute ESR at the 90 percent confidence level from the simulations is

\[
\text{ESR}_{90\%} = \frac{1}{(1 - 0.9)N} \times \sum_{i=0.9N+1}^{N} \ell_i
\]  

(7.9)

The percentage ESR at 90 percent confidence level is defined as

\[
\% \text{ESR}_{90\%} = \frac{\text{ESR}_{90\%}}{M_p}
\]  

(7.10)

Exhibit 7.2 shows the various credit risk measures presented here that can be computed from the simulated loss data. In the next section, I compute these risk measures by doing a Monte Carlo simulation to generate the loss distribution for an example corporate bond portfolio.

**EXHIBIT 7.2** Various Risk Measures for Portfolio Credit Risk

Given the simulated loss distribution of the portfolio, computing expected shortfall risk is quite simple. Let \( \ell_i \) denote the simulated credit loss for the \( i \)th simulation run and assume that the losses are sorted in ascending order. If the number of simulation runs is equal to \( N \), the relevant equation to compute ESR at the 90 percent confidence level from the simulations is

\[
\text{ESR}_{90\%} = \frac{1}{(1 - 0.9)N} \times \sum_{i=0.9N+1}^{N} \ell_i
\]  

(7.9)

The percentage ESR at 90 percent confidence level is defined as

\[
\% \text{ESR}_{90\%} = \frac{\text{ESR}_{90\%}}{M_p}
\]  

(7.10)

Exhibit 7.2 shows the various credit risk measures presented here that can be computed from the simulated loss data. In the next section, I compute these risk measures by doing a Monte Carlo simulation to generate the loss distribution for an example corporate bond portfolio.

**NUMERICAL RESULTS**

In this section, I again consider the bond portfolio comprising 23 bonds shown in Exhibit 6.6 in Chapter 6 to compute the various credit risk measures of interest under both the default mode and the migration mode. Because the expected and the unexpected loss of the portfolio can also be computed directly from the simulated loss data, it will be useful to compare these values with those obtained using an analytical expression. In performing the loss simulation for the bond portfolio, the asset return correlation matrix given in Exhibit 6.7 in Chapter 6 was used. The simulations were
performed using antithetic sampling and the total number of simulations runs was 500,000. Exhibit 7.3 shows the simulated loss distribution for this 23-bond portfolio under the migration mode.

In Exhibit 7.3, the negative credit loss refers to an increase in the mark-to-market value of the portfolio resulting from rating upgrades for some obligors in the portfolio. The simulated loss distribution around the tail region for this portfolio is shown in Exhibit 7.4.
The various portfolio credit risk measures of interest under the default mode and the migration mode are presented in Exhibits 7.5 and 7.6, respectively. Under the default mode, the probability of default for the obligors in the portfolio was chosen to be equal to the historical PD. It is of interest that the expected and unexpected loss figures computed using the simulated loss distribution are almost identical to the corresponding figures computed using the analytical formula presented in Chapter 6. The simulation results confirm that under the default mode, loss correlation between obligors should be used to aggregate portfolio credit risk. It is also interesting to note that under the default mode the CrVaR at 90 percent confidence level is zero. This is because the probability of obligor defaults for this portfolio is much lower. Under the migration mode, the portfolio has a CrVaR of $4.905 million at the 90 percent confidence level. This has the interpretation that there is a 90 percent chance that the credit losses will not exceed $4.905 million on the portfolio over a 1-year time period.

Expected shortfall as a risk measure provides a much better estimate of the tail risk under both the default mode and the migration mode. For instance, under the default mode, the portfolio manager can expect to lose on average $6.624 million on the portfolio if credit events that have 10 percent probability occur. Similarly, under the migration mode, the portfolio manager can expect to lose on average $11.452 million on the

Exhibit 7.5  Portfolio Credit Risk Measures Under Default Mode Based on Simulated Loss Distribution

<table>
<thead>
<tr>
<th>Description</th>
<th>Amount  (million $)</th>
<th>Relative to Portfolio Size (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected loss</td>
<td>0.662</td>
<td>13.9</td>
</tr>
<tr>
<td>Unexpected loss</td>
<td>3.139</td>
<td>65.9</td>
</tr>
<tr>
<td>CrVaR at 90 percent confidence</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ESR at 90 percent confidence</td>
<td>6.624</td>
<td>139.0</td>
</tr>
</tbody>
</table>

Exhibit 7.6  Portfolio Credit Risk Measures Under Migration Mode Based on Simulated Loss Distribution

<table>
<thead>
<tr>
<th>Description</th>
<th>Amount  (million $)</th>
<th>Relative to Portfolio Size (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected loss</td>
<td>1.626</td>
<td>34.1</td>
</tr>
<tr>
<td>Unexpected loss</td>
<td>4.238</td>
<td>88.9</td>
</tr>
<tr>
<td>CrVaR at 90 percent confidence</td>
<td>4.905</td>
<td>102.9</td>
</tr>
<tr>
<td>ESR at 90 percent confidence</td>
<td>11.452</td>
<td>240.3</td>
</tr>
</tbody>
</table>
portfolio over a 1-year time period if credit events considered having 10 percent probability of occurrence happen.

QUESTIONS

1. Discuss the different techniques available to speed up Monte Carlo simulation.

2. What is the motivation for performing a Monte Carlo simulation of the credit loss distribution?

3. What are the main computational steps involved in performing a Monte Carlo simulation of the loss distribution?

4. A beta distribution was used to generate random recovery rates of defaulted bonds in the simulations. If a uniform distribution with the same mean and standard deviation is used instead, will the expected and unexpected losses of the portfolio be different? Justify your answer.

5. One of the assumptions made when simulating the loss distribution is that recovery rates of different obligors are independent. If this assumption is relaxed, what changes are needed in the Monte Carlo setup to simulate the loss distribution?

6. If the distribution of credit loss is assumed to be normally distributed, would it be necessary to do a Monte Carlo simulation to compute tail risk measures? Justify your answer assuming that you have computed the mean and the standard deviation of this loss distribution using an analytical approach.

7. Imagine a box to be filled with 50 red balls, 30 green balls, 15 white balls, and 5 black balls. The payoff for drawing a red ball is $6, a green ball is $5, a white ball is $3, and a black ball is $1. The expected payoff when a ball is drawn at random from the box is $5. Will you be willing to pay $5 to play the game? Is this a fair game?

8. In Question 7, assume that two balls of each color have a zero payoff but the expected payoffs when different-colored balls are drawn are, respectively, $6 for red, $5 for green, $3 for white, and $1 for black. This will ensure that the expected payoff on a ball drawn at random is still $5. Will you still pay $5 to play the game? Justify why or why not.

9. Compute the mean, the standard deviation, the value at risk at 90 percent confidence level, and the expected shortfall risk at 90 percent confidence level of the loss variable (initial investment minus the payoff from a single random draw) assuming that the payoffs for the balls are as given in Question 7. Compute the same statistical parameters for Question 8.
The credit risk analysis presented so far in this book is based on the assumption that asset returns of firms are normally distributed. In contrast, virtually most empirical studies report systematic deviation from normality in market data. One of the most pervasive features observed across equity, foreign exchange, and interest rate markets is excess kurtosis. The implication is that, compared to a normal distribution with the same mean and standard deviation, the true distribution assigns greater probability to extreme market moves. Modeling the observed excess kurtosis in a financial time series requires relaxing the normal distribution assumption. The implications of relaxing the normal distribution assumption for obligor asset returns on various portfolio credit risk measures are the main focus of this chapter.

At the obligor level, relaxing the assumption that distribution of asset returns of firms is normal will not change the expected and unexpected losses. In a portfolio context, however, relaxing the assumption that joint distribution of asset returns is multivariate normal can have a significant impact on the aggregate portfolio credit risk. In fact, the aggregate portfolio credit risk is usually very sensitive to the exact nature of the joint distribution of asset returns. In practice, there is no compelling reason, other than possibly for computational simplicity, to assume that the joint distribution of asset returns of firms is multivariate normal. The extent to which the computational overheads increase will depend on the choice of the alternative distribution function.

In this chapter, I discuss methods for computing the various portfolio credit risk measures of interest when the asset returns of firms are assumed to have a Student’s $t$ distribution. The reason for choosing the Student’s $t$ distribution is that it exhibits the property of leptokurtosis, which is commonly observed in financial time series data. A distribution function is said to be leptokurtic if the excess kurtosis (relative to a normal distribution) is positive. Distributions that are leptokurtic have a higher peak, a narrower
midrange, and fatter tails than a normal distribution function when properly normalized. Another reason for the choice of the Student’s $t$ distribution is that the increase in computational overhead is minimal relative to a normal distribution function. Numerical results are presented at the end of the chapter to provide a comparison of portfolio credit risk measures obtained under the two different distribution assumptions for asset returns that drive credit events.

**MOTIVATION**

A growing body of empirical studies conducted on financial time series data suggests that returns on traded financial instruments exhibit volatility clustering and extreme movements that are not representative of a normally distributed random variable. Another commonly observed property of financial time series is that during times of large market moves, there is greater degree of co-movement of returns across many firms compared to those observed during normal market conditions. This property, usually referred to as tail dependence, captures the extent to which the dependence (or correlation) between random variables arises from extreme observations. Stated differently, for a given level of correlation between the random variables, a multivariate distribution with tail dependence has a much greater tendency to generate simultaneous extreme values for the random variables than do those distributions that do not have this property.

A multivariate normal distribution does not exhibit tail dependence. The dependence or correlation structure exhibited between the random variables in a multivariate normal distribution arises primarily from co-movements of the variables around the center of the distribution. As a consequence, contagion or herding behavior commonly observed in financial markets is difficult to model within the framework of multivariate normal distributions. To capture contagion and herding behavior in financial markets, distributions that exhibit tail dependence should be used to model financial variables of interest. In the context of credit risk modeling, contagion effects result in greater co-movement of asset returns across firms during periods of recession, leading to higher probability of joint defaults. If one models the joint distribution of asset returns to be multivariate normal, one will fail to capture the effects of contagion in the computed aggregate portfolio credit risk measures.\(^1\)

**Student’s $t$ distribution**

Among the class of distribution functions that exhibit tail dependence, the family of multivariate normal mixture distributions, which includes the
Student’s $t$ distribution and the generalized hyperbolic distribution, is an interesting alternative. This is because normal mixture distributions inherit the correlation matrix of the multivariate normal distribution. Hence, correlation matrices for normal mixture distributions are easy to calibrate.\(^2\)

Formally, a member of the $m$-dimensional family of variance mixtures of normal distributions is equal in distribution to the product of a scalar random variable $s$ and a normal random vector $\tilde{u}$ having zero mean and covariance matrix $\Sigma$. The scalar random variable $s$ is assumed to be positive with finite second moment and independent of $\tilde{u}$. If $\tilde{x}$ denotes a random vector having a multivariate normal mixture distribution, then the definition leads to the following equation:

$$\tilde{x} = s \cdot \tilde{u}$$

(8.1)

Because normal mixture distributions inherit the correlation matrix of the multivariate normal distribution, one has the following relationship:

$$\text{Corr}(x_i, x_k) = \text{Corr}(u_i, u_k)$$

(8.2)

The random vector $\tilde{x}$ has a multivariate $t$ distribution with $\nu$ degrees of freedom if the scalar random variable $s$ is defined as follows:

$$s = \sqrt{\frac{\nu}{\omega}}$$

(8.3)

In equation (8.3), $\omega$ is a chi-square distributed random variable with $\nu$ degrees of freedom. For $\nu > 2$, the resulting Student’s $t$ distribution has zero mean vector and covariance matrix $[\nu/(\nu - 2)] \Sigma$. Exhibit 8.1 shows

**Exhibit 8.1** Probability Density Functions of Normal and $t$ Distributions

![Probability Density Functions](image)
a normal distribution and a Student’s $t$ distribution (with $\nu = 8$) having identical means and variances.

The Student’s $t$ distribution has the property that as $\nu$ increases, the distribution approaches a normal distribution. In fact, for values of $\nu$ greater than 25, it is difficult to distinguish between a normal distribution and a $t$ distribution. In a multivariate setting, as $\nu$ decreases, the degree of tail dependence between the random variables increases. Although the choice of an appropriate $\nu$ is an open problem in finance, $\nu$ is typically in the range between 5 and 10. In the numerical examples presented in this book, I choose 8 degrees of freedom for the $t$ distribution.

An important distinction between the $t$ distribution and the normal distribution is that uncorrelated multinormal random variables are mutually independent, whereas the components of multivariate $t$ are in general dependent even if they are uncorrelated. In modeling credit risk, this property makes it possible to capture co-movements of asset returns between firms in extreme market situations even if the asset returns exhibit little or no correlation under normal market conditions.

**Probability Density Function**

In the univariate case, the probability density function of the Student’s $t$ distribution with $\nu$ degrees of freedom has the following functional form:

$$f_{\nu}(x) = \frac{\Gamma((\nu + 1)/2)}{\sqrt{\nu\pi} \times \Gamma(\nu/2)} \times \left(1 + \frac{x^2}{\nu}\right)^{-(\nu+1)/2} \quad (8.4)$$

In equation (8.4), $\Gamma(\cdot)$ is the gamma function, which is given by

$$\Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x}dx \quad (8.5)$$

The probability density function of a bivariate $t$ distribution with $\nu$ degrees of freedom and correlation $\rho$ between the two random variables is given by

$$f_{\nu}(x_1, x_2) = \frac{1}{2\pi\sqrt{1 - \rho^2}} \left(1 + \frac{x_1^2 + x_2^2 - 2\rho x_1 x_2}{(1 - \rho^2)\nu}\right)^{-(\nu+2)/2} \quad (8.6)$$

**PORTFOLIO CREDIT RISK**

In this section, I revisit the computation of the expected and the unexpected loss of the portfolio using an analytical approach when the joint distribution of asset returns has a $t$ distribution. As mentioned earlier, expected
and unexpected loss at the obligor level will not change when asset returns are assumed to be $t$ distributed rather than normally distributed. To see why this is the case, recall that the approach to quantifying credit risk at the obligor level presented in Chapter 5 required estimating rating migration and default probabilities for the obligor among other variables. The approach followed by rating agencies to compute these probabilities is based on historically observed rating migrations of obligor pools. As such, empirical estimation of these probabilities does not require knowledge of the default drivers. In the KMV framework, the actual PD estimates for different obligors is based on empirical data although the approach has the theoretical underpinnings of the Merton framework. Considering that the actual functional form for the asset return distribution of the obligor does not enter into the rating migration and default probability estimates, the assumption that asset returns have a $t$ distribution has no impact on these probabilities. As a result, the expected and the unexpected loss at the obligor level are invariant under a different distributional assumption for obligor asset returns.

At the portfolio level, assuming that the joint distribution of asset returns is multivariate $t$ rather than multivariate normal affects the computed portfolio credit risk measures. This is because the loss correlation between obligors changes as a result of a change in the joint distribution assumption. It is useful to note that the asset return correlation between obligor pairs is the same as in the multivariate normal distribution case because the multivariate $t$ distribution inherits this correlation matrix structure. The change in loss correlation arises primarily from the fact that joint migration probabilities and joint default probabilities change when the joint distribution of asset returns is assumed to have a multivariate $t$ distribution.

The foregoing discussion suggests that the portfolio credit risk measures differ due to a change in the loss correlation between obligor pairs when asset returns have a multivariate $t$ distribution. Considering that the loss correlation parameter does not enter into the portfolio expected loss calculation, the portfolio expected loss would be invariant to a change in the joint distribution of asset returns. Hence, in this section I focus only on the portfolio unexpected loss calculation under the default and migration modes.

**Default Mode**

Recall that the analytical formula for computing portfolio unexpected loss is given by equation (6.9) in Chapter 6. Under the multivariate $t$ distribution assumption for asset returns, the loss correlation $\rho_{ik}$ between the $i$th and the $k$th obligor is different from that under the multivariate normal
distribution assumption. If one follows the same approach as outlined in Chapter 6 to estimate loss correlation between any two obligors, one needs to compute the default correlation between the obligors to infer loss correlation. Default correlation between obligor pairs can be computed given the joint probability of default between the obligors using equation (6.14) in Chapter 6.

The probability of joint default of two obligors, when asset returns are assumed to be jointly bivariate \( t \) distributed, is given by

\[
\text{prob}(\delta_i = 1, \delta_k = 1) = \frac{1}{2\pi \sqrt{1-(\rho_{ik})^2}} \int_{-\infty}^{D_i} \int_{-\infty}^{D_k} \left(1 + \frac{x^2 + y^2 - 2\rho_{ik} xy}{1 - (\rho_{ik})^2} \right)^{-\frac{(\nu+2)/2}{2}} \, dx \, dy
\]  

(8.7)

In equation (8.7), \( \rho_{ik} \) is the asset return correlation between the two obligors \( i \) and \( k \). The integral limits \( D_i \) and \( D_k \) are the default thresholds for obligors \( i \) and \( k \), respectively, under the assumption that the asset returns have a Student’s \( t \) distribution. These values can be computed given the probability of default for each obligor. For instance, if \( PD_i \) denotes the probability of default of the \( i \)th obligor, \( D_i \) is the solution to the following integral equation:

\[
PD_i = \frac{\Gamma((\nu + 1)/2)}{\sqrt{\nu\pi} \times \Gamma(\nu/2)} \int_{-\infty}^{D_i} \left(1 + \frac{x^2}{\nu} \right)^{-\frac{(\nu+1)/2}{2}} \, dx
\]  

(8.8)

Most standard software routines provide implementations to compute the deviate \( D_i \) associated with the lower tail probability \( PD_i \) of a Student’s \( t \) distribution with \( \nu \) degrees of freedom. On the other hand, many software vendors do not provide routines for computing bivariate \( t \) probabilities. However, it is fairly straightforward to compute this using the algorithm developed by Dunnett and Sobel.\(^3\) A computer program based on this algorithm for evaluating the bivariate \( t \) probability given by equation (8.7) is included in the appendix to this chapter.

Once the probability of joint default under the bivariate \( t \) distribution is evaluated, default correlation between the two obligors can be determined using equation (6.14) in Chapter 6. Then the loss correlation between the obligors can be determined using equation (6.19) in Chapter 6. Based on the two-bond portfolio example considered in Exhibit 6.1 in Chapter 6, the various credit risk quantities of interest computed under the assumption that asset returns have a Student’s \( t \) distribution are given as follows. The asset return correlation between the obligors is again assumed to be 30 percent.
Using Historical PD:

- Joint default probability \( \text{prob}(\delta_i = 1, \delta_k = 1) = 7.538 \times 10^{-5} \).
- Default correlation \( \rho_{ik}^d = 0.08346 \).
- Loss correlation \( \rho_{ik}^\ell \) when recovery rates between issuers are independent is 0.06943.
- Expected portfolio loss \( EL_P = $1,010 \).
- Unexpected portfolio loss \( UL_P \) using loss correlation is $26,940.
- Unexpected portfolio loss \( UL_P \) using default correlation is $27,113.

Using KMV’s EDF:

- Joint default probability \( \text{prob}(\delta_i = 1, \delta_k = 1) = 1.1184 \times 10^{-3} \).
- Default correlation \( \rho_{ik}^d = 0.10843 \).
- Loss correlation \( \rho_{ik}^\ell \) when recovery rates between issuers are independent is 0.09006.
- Expected portfolio loss \( EL_P = $11,803 \).
- Unexpected portfolio loss \( UL_P \) using loss correlation is $91,467.
- Unexpected portfolio loss \( UL_P \) using default correlation is $92,177.

Examining the results, we note that default and loss correlations are considerably higher under the joint \( t \)-distribution assumption for asset returns. For instance, there is almost a sevenfold increase in loss correlation when the joint distribution of asset returns is \( t \) distributed rather than normally distributed. As a consequence, the estimate of the unexpected loss under the \( t \) distribution is higher than what was obtained assuming joint normality for asset returns.

Migration Mode

The steps involved in computing the unexpected loss under the migration mode under the multivariate \( t \) distribution assumption for asset returns follows closely the procedure outlined in Chapter 6. The only difference is that the relevant integral relations to be used to compute the \( z \)-thresholds and the joint migration probabilities are different. Specifically, the integrand for computing the \( z \)-thresholds are the Student’s \( t \) density function and the integrand for computing the joint migration probabilities is the density function of a bivariate \( t \) distribution.

For purpose of illustration, consider an obligor that has a current credit rating of A1. Let \( P_{A1,Aaa} \) denote the probability of transitioning to the credit rating Aaa. Under the assumption that the asset returns of the obligor is \( t \) distributed, the credit event that signals the obligor rating migration from A1 to Aaa occurs when the asset returns of the obligor exceeds the threshold \( z_{A1,Aaa} \). This threshold can be determined by solving the following
integral equation:

\[ P_{A1,\text{Aaa}} = \frac{\Gamma((\nu + 1)/2)}{\sqrt{\nu\pi} \times \Gamma(\nu/2)} \int_{z_{A1,\text{Aaa}}}^{\infty} \left( 1 + \frac{x^2}{\nu} \right)^{-(\nu + 1)/2} dx \]  
(8.9)

A rating transition of this obligor from A1 to Aa1 occurs if the asset return falls between the thresholds \( z_{A1,\text{Aaa}} \) and \( z_{A1,\text{Aa1}} \). The threshold \( z_{A1,\text{Aa1}} \) can be determined by solving the following integral equation:

\[ P_{A1,\text{Aa1}} = \frac{\Gamma((\nu + 1)/2)}{\sqrt{\nu\pi} \times \Gamma(\nu/2)} \int_{z_{A1,\text{Aa1}}}^{z_{A1,\text{Aaa}}} \left( 1 + \frac{x^2}{\nu} \right)^{-(\nu + 1)/2} dx \]  
(8.10)

One can extend this sequential rule to determine the thresholds for migrating to other rating grades. Again, it is useful to note here that these \( z \)-thresholds are a function of the current credit rating of the obligor. Exhibit 8.2 shows the \( z \)-threshold values computed using the normalized rating transition probabilities when asset returns are \( t \) distributed.

Having determined the \( z \)-threshold values that are used to determine whether rating transitions have occurred, the next step is to compute the joint migration probabilities. Once again, for purpose of illustration, consider the case where the current credit rating of obligor 1 is A1 and the credit rating of obligor 2 is A3. Let \( \rho \) denote the asset return correlation between the two obligors. The joint probability that obligor 1 migrates to a B2 rating and obligor 2 migrates to an Aaa rating assuming the joint distribution of asset returns to be bivariate \( t \) is given by

\[ b_{B2,\text{Aaa}} = \frac{1}{2\pi \sqrt{1 - \rho^2}} \int_{z_{A1,\text{B1}}}^{z_{A1,\text{Aaa}}} \int_{z_{A3,\text{Aaa}}}^{\infty} \left( 1 + \frac{x^2 + y^2 - 2\rho xy}{(1 - \rho^2)\nu} \right)^{-(\nu + 2)/2} dx \ dy \]  
(8.11)

This integral can be computed once it is transformed into a form that will allow the use of the computer code given in the appendix. To do this, use the following integral relation:

\[ \int_{l_1}^{u_1} \int_{l_2}^{u_2} f(x, y) \, dx \, dy = \int_{-\infty}^{l_2} \int_{-\infty}^{u_1} f(x, y) \, dx \, dy + \int_{-\infty}^{l_2} \int_{l_1}^{u_2} f(x, y) \, dx \, dy - \int_{-\infty}^{l_2} \int_{-\infty}^{l_1} f(x, y) \, dx \, dy - \int_{-\infty}^{u_2} \int_{-\infty}^{l_1} f(x, y) \, dx \, dy \]  
(8.12)

In equation (8.12), the integral limits \( l_1, l_2, u_1, \) and \( u_2 \) can be either finite or infinite. Making use of such a transformation, one can compute numerically
**EXHIBIT 8.2**  
$z$-Thresholds Under the $t$ Distribution for Various Rating Grades

<table>
<thead>
<tr>
<th></th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa</th>
<th>Def</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba3</td>
<td>1000</td>
<td>5.811</td>
<td>5.811</td>
<td>5.811</td>
<td>4.896</td>
<td>3.891</td>
<td>3.473</td>
<td>3.222</td>
<td>2.973</td>
<td>2.576</td>
<td>1.917</td>
<td>1.393</td>
<td>-0.989</td>
<td>-1.251</td>
<td>-1.665</td>
<td>-2.113</td>
<td>-2.316</td>
<td>-1000</td>
</tr>
<tr>
<td>B3</td>
<td>1000</td>
<td>1000</td>
<td>4.775</td>
<td>4.775</td>
<td>4.304</td>
<td>3.991</td>
<td>3.660</td>
<td>3.427</td>
<td>3.160</td>
<td>2.988</td>
<td>2.752</td>
<td>2.298</td>
<td>1.644</td>
<td>1.354</td>
<td>-0.841</td>
<td>-1.173</td>
<td>-1.000</td>
<td>-1000</td>
</tr>
<tr>
<td>Caa</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>3.304</td>
<td>2.846</td>
<td>2.520</td>
<td>2.520</td>
<td>2.126</td>
<td>1.813</td>
<td>1.663</td>
<td>1.401</td>
<td>-0.558</td>
<td>-1.000</td>
<td>-1000</td>
<td>-1000</td>
</tr>
<tr>
<td>Def</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>-1000</td>
</tr>
</tbody>
</table>
the joint migration probability \( h_{B2,Aaa} \) given by equation (8.11). One can follow this procedure to compute the joint migration probabilities \( h_{ik} \) to any of 324 discrete states for a two-obligor portfolio.

The next step in the process is to compute the credit loss \( g_{ik} \) associated with each state of the discrete joint probability distribution. Here, \( g_{ik} \) denotes the credit loss due to the rating migration of obligor 1 from state \( u \) to state \( i \) and of obligor 2 from state \( v \) to state \( k \). Because this credit loss is not dependent on the asset return distribution, one can compute this using equation (6.42) in Chapter 6.

Once the joint probabilities of being in each of the states and the corresponding credit losses have been determined, it is fairly simple to compute the expected value of the joint distribution of credit loss using equation (6.43) in Chapter 6. Inserting this value into equation (6.5) in Chapter 6 allows one to compute the loss correlation between the two obligors under the migration mode when the joint distribution of asset returns is bivariate \( t \) distributed. Once the loss correlation between the obligors is determined, computing the unexpected loss of the portfolio is straightforward.

Again it is instructive to compare the expected and the unexpected loss of the two-bond portfolio when asset returns are assumed to be \( t \) distributed. The various credit risk measures computed using the analytical approach presented here for the two-bond portfolio example considered in Exhibit 6.1 in Chapter 6 with 30 percent asset return correlation are as follows:

- The loss correlation \( \rho_{ik} \) under the migration mode is 0.14905.
- The expected portfolio loss \( EL_P \) under the migration mode is $4,740.
- The unexpected portfolio loss \( UL_P \) under the migration mode is $32,770.

As one might expect, the unexpected loss of the portfolio increases due to an increase in the loss correlation between the obligors.

To provide further comparisons for the credit risk measures obtained when the joint normality of asset returns is relaxed, Exhibit 8.3 shows the risk measures computed for the 23-bond portfolio considered in Exhibit 6.6 in Chapter 6 assuming a multivariate \( t \) distribution for asset returns. In computing the expected and unexpected losses for the portfolio, the indicative

<table>
<thead>
<tr>
<th>Description</th>
<th>( EL_P ) (mn $)</th>
<th>( UL_P ) (mn $)</th>
<th>%EL(_P) (bp)</th>
<th>%UL(_P) (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Under default mode</td>
<td>0.660</td>
<td>3.783</td>
<td>13.8</td>
<td>79.4</td>
</tr>
<tr>
<td>Under migration mode</td>
<td>1.622</td>
<td>5.034</td>
<td>34.0</td>
<td>105.6</td>
</tr>
</tbody>
</table>
asset return correlation matrix given in Exhibit 6.7 in Chapter 6 has been used. The results again show an increase in the portfolio unexpected loss relative to the multivariate normal distribution assumption for asset returns. For example, the percentage portfolio unexpected loss under the migration mode increases roughly by 17 basis points when the joint distribution of asset returns is assumed to be multivariate $t$ rather than multivariate normal.

**LOSS SIMULATION**

Under the assumption that the joint distribution of asset returns is multivariate $t$, I outlined a computational procedure for evaluating portfolio unexpected loss using an analytical approach. To compute the tail risk measures, it is necessary to perform a simulation to generate the credit loss distribution of the portfolio. The steps involved in simulating the loss distribution are almost identical to the ones presented in Chapter 7 except for one difference. Instead of generating the sequence of correlated asset returns from a multivariate normal distribution, it is now necessary to generate this sequence from a multivariate $t$ distribution. In this section, I briefly discuss the procedure for generating a sequence of random vectors from a multivariate $t$ distribution. Subsequently, I indicate how the credit loss distribution can be generated under the multivariate $t$ distribution for asset returns.

Earlier in this chapter, I made the observation that a random vector with multivariate $t$ distribution having $v$ degrees of freedom can be derived from a chi-square random variable with $v$ degrees of freedom and a random vector that is normally distributed and independent of the chi-square random variable. This suggests that by appropriately combining a sequence of multivariate normal random vectors and a sequence of chi-square distributed random variables with $v$ degrees of freedom, a sequence of multivariate $t$-distributed random vectors with $v$ degrees of freedom can be simulated.

The procedure for generating a sequence of random vectors from a multivariate normal distribution was discussed in Chapter 7. Hence, I do not pursue this further in this section. To generate a sequence of chi-square distributed random variables, the standard procedure is to use the relationship between a chi-square distribution and a gamma distribution. A random variable $x$ is said to have a gamma distribution if its density function is defined as follows:

$$f(x) = \begin{cases} \frac{1}{\Gamma(\alpha)\beta^\alpha} x^{\alpha-1} e^{-x/\beta}, & x > 0 \\ 0, & x \leq 0 \end{cases}$$ (8.13)

In equation (8.13), $\alpha > 0$ and $\beta > 0$ are the parameters of the gamma distribution and $\Gamma(\alpha)$ is the gamma function given by equation (8.5). The
chi-square distribution with \( v \) degrees of freedom is a special case of the gamma distribution with parameter values \( \alpha = v/2 \) and \( \beta = 2 \).

Given the foregoing relationship between a gamma and a chi-square distribution, a sequence of random variables having a chi-square distribution with \( v \) degrees of freedom can be generated by sampling from a gamma distribution with parameter values \( \alpha = v/2 \) and \( \beta = 2 \). Most standard software packages provide routines for generating random sequences from a gamma distribution. Hence, I do not discuss the details concerned with generating such a sequence of random variables.

To summarize, the following are the steps involved in generating an \( n \)-dimensional sequence of multivariate \( t \) distributed random variables with \( v \) degrees of freedom:

**Step 1.** Compute the Cholesky factor \( L \) of the matrix \( C \), where \( C \) is the \( n \times n \) asset return correlation matrix.

**Step 2.** Simulate \( n \) independent standard normal random variates \( z_1, z_2, \ldots, z_n \) and set \( \tilde{u} = L\tilde{z} \).

**Step 3.** Simulate a random variate \( \omega \) from a chi-square distribution with \( v \) degrees of freedom that is independent of the normal random variates and set \( S = \sqrt{\nu} / \sqrt{\omega} \).

**Step 4.** Set \( \tilde{x} = s \cdot \tilde{u} \), which represents the desired \( n \)-dimensional \( t \) variate with \( v \) degrees of freedom and correlation matrix \( C \).

Repeating steps 2 to 4 allows one to generate the sequence of multivariate \( t \)-distributed random variables.

Computing the credit loss under each simulation run will require comparing the asset return values against the \( z \)-thresholds given in Exhibit 8.2 to trigger rating migrations and defaults for the obligors in the portfolio. On the basis of the implied rating changes for the obligors using simulated asset returns, the credit loss for each simulation run can be calculated. The rest of the steps involved in computing the credit risk measures of interest from the simulated loss distribution are identical to the ones outlined in Chapter 7.

Exhibits 8.4 and 8.5 show the various portfolio credit risk measures evaluated for the 23-bond portfolio given in Exhibit 6.6 in Chapter 6 under

**EXHIBIT 8.4** Portfolio Credit Risk Measures Under Default Mode Based on Simulated Loss Distribution and Historical PD

<table>
<thead>
<tr>
<th>Description</th>
<th>Amount (million $)</th>
<th>Relative to Portfolio Size (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected loss</td>
<td>0.659</td>
<td>13.8</td>
</tr>
<tr>
<td>Unexpected loss</td>
<td>3.750</td>
<td>78.7</td>
</tr>
<tr>
<td>CrVaR at 90 percent confidence</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ESR at 90 percent confidence</td>
<td>6.593</td>
<td>138.3</td>
</tr>
</tbody>
</table>
EXHIBIT 8.5  Portfolio Credit Risk Measures Under Migration Mode Based on Simulated Loss Distribution

<table>
<thead>
<tr>
<th>Description</th>
<th>Amount (million $)</th>
<th>Relative to Portfolio Size (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected loss</td>
<td>1.621</td>
<td>34.0</td>
</tr>
<tr>
<td>Unexpected loss</td>
<td>5.009</td>
<td>105.1</td>
</tr>
<tr>
<td>CrVaR at 90 percent confidence</td>
<td>4.602</td>
<td>96.6</td>
</tr>
<tr>
<td>ESR at 90 percent confidence</td>
<td>12.211</td>
<td>256.2</td>
</tr>
</tbody>
</table>

Relaxing the Normal Distribution Assumption

In comparing the credit risk measures shown in Exhibit 7.5 in Chapter 7 against those in Exhibit 8.4, one can make the interesting observation that there is a marginal reduction in the ESR at the 90 percent confidence level under the default mode when the joint distribution of asset returns is assumed to be $t$ distributed with eight degrees of freedom. Under the migration mode, however, ESR at the 90 percent confidence level is roughly 16 basis points higher when the joint distribution of asset returns is assumed to be $t$ distributed with eight degrees of freedom. The credit VaR at the 90 percent confidence level, on the other hand, is lower when asset returns have a multivariate $t$ distribution. This observation once again illustrates that CrVaR as a tail risk measure needs to be used with some caution because it does not reflect the potential losses when losses exceed this amount.

APPENDIX

The following C program implementation for computing the bivariate $t$ probability given by equation (8.7) uses finite sums of incomplete beta functions:

Description: Function for computing the bivariate $t$ probability

Arguments: nu is the number of degrees of freedom
dh is the upper limit of the first integral
dk is the upper limit of the second integral
rho is the correlation between two t random variables

Return value: Bivariate probability as a double


Remarks: The C implementation is based on a FORTRAN code provided by Alan Genz at the following Web site: www.sci.wsu.edu/math/faculty/genz/hompage

double bivariate_t_probability (double nu, double dh, double dk, double rho)
{
    int i, k;
    double pi, ors, hrk, krh, bvt, snu, hs, ks;
    double gmpk, qhrk, hkn, hpk, hkrk, hkn, btpdkh, btpdhk, intpart;
    if ((nu < 1.0) || fabs(rho) > 0.9999)
        return (-1.0); /* signal an error */
    pi = acos(-1.0);
    snu = sqrt(nu);
    ors = 1.0 - rho*rho;
    hrk = dh - rho*dk;
    krh = dk - rho*dh;
    if ((fabs(hrk) + ors) > 0.0)
    {
        xnhk = hrk*hrk/(hrk*hrk + ors*(nu + dk*dk));
        xnhk = krh*krh/(krh*krh + ors*(nu + dh*dh));
    }
    else
    {
        xnhk = 0.0;
        xnhk = 0.0;
    }
    hs = ((dh-rho*dk) < 0.0)? -1.0:1.0;
    ks = ((dk-rho*dh) < 0.0)? -1.0:1.0;
    if (modf(nu/2.0, &intpart) < 1.0e-8)
bvt = atan2(sqrt(ors), -rho)/(2.0*pi);
gmph = dh/sqrt(16.0*(nu + dh*dh));
gmpk = dk/sqrt(16.0*(nu + dk*dk));
btnckh = 2.0*atan2(sqrt(xnkh), sqrt(1.0 - xnkh))/pi;
btpdkh = 2.0*sqrt(xnkh*(1.0 - xnkh))/pi;
btncnk = 2.0*atan2(sqrt(xnhk), sqrt(1.0 - xnhk))/pi;
btpdhk = 2.0*sqrt(xnhk*(1.0 - xnhk))/pi;
k = (int) (nu/2.0);
for (i=1; i<=k; i++)
{
idouble = (double) (2*i);
bvt = bvt + gmph*(1.0 + ks*btnckh);
bvt = bvt + gmpk*(1.0 + hs*btnchk);
btnckh = btnckh + btpdkh;
btpdkh = idouble*btpdkh*(1.0 - xnkh)/(idouble + 1.0);
btnchk = btnchk + btpdhk;
btpdhk = idouble*btpdhk*(1.0 - xnhk)/(idouble + 1.0);
gmph = gmph*(idouble - 1.0)/(idouble*(1.0 + dh*dh/nu));
gmpk = gmpk*(idouble - 1.0)/(idouble*(1.0 + dk*dk/nu));
}
else
{
qhrk = sqrt(dh*dh + dk*dk - 2.0*rho*dh*dk + nu*ors);
hkrn = dh*dk + rho*nu;
hkn = dh*dk - nu;
hpk = dh + dk;
bvt = atan2(-snu*(hkn*qhrk+hpk*hkrn), (hkn*hkrn-
   nu*hpk*qhrk))/(2.0*pi);
if (bvt < -1.0e-14)
   bvt = bvt + 1.0;
gmph = dh/(2.0*pi*snu*(1.0 + dh*dh/nu));
gmpk = dk/(2.0*pi*snu*(1.0 + dk*dk/nu));
btnckh = sqrt(xnkh);
btpdkh = btnckh;
btncnk = sqrt(xnhk);
btpdhk = btnchk;
k = (int) ((nu - 1.0)/2.0);
for (i=1; i<=k; i++)
{
idouble = (double) (2*i);
bvt = bvt + gmph*(1.0 + ks*btnckh);
bvt = bvt + gmpk*(1.0 + hs*btnchk);
btpdkh = (idouble - 1.0)*btpdkh*(1.0 - xnkh)/(idouble);
btnckh = btnckh + btpdkh;
gmph = idouble*gmph/((idouble + 1.0)*(1.0 + dh*dh/nu));
gmpk = idouble*gmpk/((idouble + 1.0)*(1.0 + dk*dk/nu));
}
}
return(bvt);
}

**QUESTIONS**

1. What are the drawbacks of modeling the joint distribution of asset returns as a multivariate normal?
2. Discuss the motivation for using Student’s $t$ distribution to model the joint distribution of asset returns.
3. How will the credit loss distribution of a portfolio be affected as the number of degrees of freedom of the multivariate $t$ distribution used to model the joint distribution of asset returns is reduced?
4. Assuming that the probability of default of an obligor is 50 basis points, compute the $z$-threshold value that will trigger a default when the obligor’s asset returns are modeled as (a) normally distributed and (b) Student’s $t$ distributed with eight degrees of freedom.
5. Assuming that the joint distribution of asset returns is bivariate $t$ distributed with eight degrees of freedom, compute the unexpected loss of the two-bond portfolio example given in Exhibit 6.1 in Chapter 6 under the default mode using (a) default correlation to aggregate portfolio credit risk and (b) loss correlation to aggregate portfolio credit risk. Use historical default probabilities in the calculations and assume that the asset correlation between obligors is 20 percent.
6. Describe the steps involved in simulating a sequence of a multivariate $t$-distributed random vector.
Portfolio management is concerned with the process of managing the risk of a portfolio relative to a benchmark with the purpose of either tracking or adding value. In order to manage the risks relative to a benchmark, a framework for risk measurement has to be established. In Chapters 4 to 8, I discussed how market risk and credit risk in a corporate bond portfolio could be quantified, which in turn established the framework for risk measurement. For market risk measurement, I introduced the concept of tracking error to measure the market risk of a portfolio relative to a benchmark. The credit risk measures I introduced, on the other hand, are primarily absolute risk measures for the portfolio.

When portfolios are managed on behalf of clients, communicating the risks of the portfolio relative to the benchmark becomes a requirement. To meet this requirement, one needs to develop a framework for risk reporting. In developing the risk-reporting framework, it is important to keep in mind that the risk reports that are generated should be simple and intuitive so that they improve the effectiveness of risk communication. For instance, the risk report should be able to provide insight on potential return deviations that can arise due to mismatches in risk exposures between the portfolio and the benchmark. In particular, the risk report should be able to identify risk sources that can lead to an underperformance against the benchmark. The usefulness of the risk report is further enhanced if, on the basis of the information it contains, one can quantify the magnitude of potential underperformance and its associated probability. Finally, it is important to ensure that the risk report offers drill-down capability. Drill-down capability is a jargon that is used to refer to the ability of a risk report to provide different levels of granularity to meet the reporting requirements of different interest groups.

A related and equally important requirement in the portfolio management business is to report the performance of the portfolio and explain the factors that led to differences in return versus the benchmark. This process,
which involves analyzing the portfolio performance and its relative performance against the benchmark in terms of the decisions that led to differences in returns, is usually referred to as performance attribution. Together, risk reporting and performance attribution constitute the focal point in the relationship between the manager and the fiduciary overseeing the prudent management of the assets.

In this chapter, I develop a framework for reporting the credit risk and market risk of a corporate bond portfolio that is managed against a benchmark. To emphasize the point that the risk estimates presented in the risk report are subject to model risk, I present the credit risk report under both multivariate normal distribution and multivariate \( t \)-distribution assumptions for the asset returns. I also briefly mention the types of risk guidelines a client can enforce when a corporate bond portfolio mandate is awarded. Finally, I discuss performance attribution and develop a simple performance attribution model for identifying the sources for excess returns against the benchmark for corporate bond portfolios.

**RELATIVE CREDIT RISK MEASURES**

Standard industry practice is to quantify the risk of a portfolio against a benchmark in terms of tracking error. Tracking error is a statistical measure of risk that indicates the range of possible outcomes surrounding mean value. Formally, tracking error is the annualized standard deviation of the difference between portfolio return and benchmark return. If it is assumed that the returns are normally distributed, then there is an equal probability of returns being higher or lower than the average outperformance. There is also approximately a 1 in 3 chance of returns being greater than one standard deviation from the mean value. From a downside risk perspective, tracking error for normally distributed returns can be interpreted as the magnitude of underperformance that will be exceeded only on 1 in 6 occasions. Equivalently, tracking error can be interpreted as the relative value at risk of a portfolio against its benchmark at 83 percent confidence level. Such an interpretation is based on the assumption that returns are normally distributed with a zero mean value.

In general, tracking error as a risk measure can be used to substantiate past performance or to predict future performance. Historical tracking errors are based on observed excess returns between the portfolio and the benchmark. Computing future or ex ante tracking errors, on the other hand, requires estimating a risk model. To estimate such a risk model, one needs to specify a set of risk factors that captures the exposure to different sources of risk.\(^1\) Such an approach, although appropriate for quantifying market risk relative to the benchmark, will fail to adequately reflect the true
level of credit risk. This is because the risk model is merely a representation of market-driven volatility and correlation observed among the risk factors and is estimated using daily or weekly time series data. Credit events, on the contrary, are events that occur infrequently and hence will not be captured when daily or weekly time series data are collected over a limited time frame, a practice that is common for market risk measurement. Hence, presenting a risk report for a corporate bond portfolio on the basis of tracking error will fail to capture the true risks arising from credit events.

In order to properly quantify and report credit risk relative to a benchmark, one needs to move away from the tracking error framework. Before doing this, however, it is useful to reflect upon the philosophy behind the approach used to compute ex ante tracking error. In broad terms, the approach identifies common risk factors between the portfolio and the benchmark and then uses the difference in exposures to these risk factors as a means of computing ex ante tracking error. The difficulty in trying to extend this approach to compute relative credit risk is that the notion of common risk factors was not included in credit risk. Instead, every obligor in a certain sense qualified to be a risk factor. In the absence of common factors, one alternative to quantifying relative risk would be to compute the difference between the absolute risk measures for the portfolio and the benchmark. The main drawback with the quantification of relative risk in this manner is that one cannot estimate the magnitude of potential underperformance and its associated probability. In this section, I develop a method to compute a relative measure of credit risk that meets this requirement.

The composition of any portfolio that intends to replicate a benchmark can be seen as comprising long and short positions against the benchmark weights for the constituent bonds in the benchmark portfolio. When there are no long or short positions versus the constituent bonds in the benchmark, there will be no residual risk and hence the relative credit and market risk between the portfolio and benchmark will be zero. The relative credit risk between the portfolio and the benchmark can be seen as the credit risk of a portfolio that has net long and short positions in the respective bonds that constitute the benchmark. For those bonds held in the portfolio not contained in the benchmark, one simply extends the composition of the benchmark by including these bonds with a zero weight.

To derive the relative credit risk measure, assume the benchmark comprises \( n \) bonds. The portfolio that is set up to replicate the risks of the benchmark will, in general, comprise only a subset of the bonds in the benchmark. However, for mathematical exposition one can consider the portfolio to also comprise \( n \) bonds with zero nominal exposures for those bonds that are not held in the portfolio. For the portfolio, let the nominal exposure to the \( i \)th bond be \( \text{NE}_{i,P} \) and let \( M_P \) be the mark to market value of the portfolio. Let the corresponding values for the benchmark be \( \text{NE}_{i,B} \) and \( M_B \),
respectively. The relative credit risk between the portfolio and the benchmark can be seen as the credit risk of an active portfolio, whose nominal exposure to the \(i\)th bond is given by

\[
\text{NE}_{i,A} = \left( \text{NE}_{i,P} - \text{NE}_{i,B} \times \frac{M_P}{M_B} \right)
\] (9.1)

Note that by construction some of the nominal exposures of the active portfolio will be positive and others negative. Given the nominal exposure \(\text{NE}_{i,A}\) for \(i\)th bond in the active portfolio, it is easy to compute the unexpected loss of the \(i\)th bond and hence the unexpected loss of the active portfolio using equation (6.9) in Chapter 6. The unexpected loss of the active portfolio provides useful information concerning the relative credit risk between the portfolio and the benchmark. However, because the distribution of relative credit losses between two portfolios is not normal, it is difficult to provide a probabilistic interpretation to the level of underperformance against the benchmark based on this risk measure.

I indicated that the relative risk measure would be useful under the condition that it captures both the magnitude and the probability of underperformance. In the absence of information concerning the shape of the credit loss distribution of the portfolio with nominal exposures give by equation (9.1), the approach to measuring relative risk that meets this objective requires simulating the relative credit loss distribution. This makes it possible to compute relative credit risk measures that reflect both the magnitude of underperformance and its associated probability.

Generating the loss distribution for a portfolio with nominal exposures given by equation (9.1) is fairly straightforward if one follows the approach outlined in Chapter 7 or Chapter 8. Once the loss distribution is simulated, credit value at risk and expected shortfall risk at 90 percent confidence level can be computed as indicated in Chapter 7. Considering that this loss distribution is associated with a portfolio that captures the relative credit risk arising from taking long and short positions against the bonds constituting the benchmark, I refer to these risk measures as relative CrVaR and relative ESR, both estimated at a 90 percent level of confidence.

To illustrate the relative credit risk measures defined here, I present a numerical example. Specifically, the portfolio comprising 23 bonds given in Exhibit 6.6 in Chapter 6 is considered to represent the benchmark portfolio. Assume that the actual portfolio held to replicate the benchmark consists of 7 bonds and residual cash (Exhibit 9.1). The holdings of this portfolio are given in Exhibit 9.1, and the mark to market value of the portfolio is equal to USD 73.0 million.

Under the assumption that the asset returns of obligors are multivariate normal, the simulated loss distribution of the relative credit risk between
the portfolio held and the benchmark is shown in Exhibit 9.2. The simulations were performed under the migration mode using the indicative asset return correlation matrix given in Exhibit 6.7 in Chapter 6. In Exhibit 9.2, negative losses correspond to a profit, which arises primarily from the short positions held in many bonds. These short positions are measured relative to the benchmark weights for these bonds. One can see from Exhibit 9.2 that there is scope for both underperformance and outperformance relative to the benchmark. To highlight the loss distribution in the tail regions, Exhibit 9.3 shows the simulated losses with the peak of the distribution clipped.

It is interesting to note from Exhibit 9.3 that the magnitude of potential underperformance (right tail region) is greater than the potential outperformance that can be generated against the benchmark. Although the probability of small outperformance is large, there is a small probability of

EXHIBIT 9.1 Composition of Portfolio Held as of 24 April 2002

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Issuer</th>
<th>Ticker</th>
<th>Industry</th>
<th>Rating</th>
<th>Nominal USD mn</th>
<th>Dirty Price</th>
<th>Maturity</th>
<th>Coupon (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Health Care Reit</td>
<td>HCN</td>
<td>INR</td>
<td>Ba1</td>
<td>10.0</td>
<td>99.91</td>
<td>15 Aug 07</td>
<td>7.500</td>
</tr>
<tr>
<td>2</td>
<td>Alcoa Inc</td>
<td>AA</td>
<td>BAC</td>
<td>A1</td>
<td>10.0</td>
<td>105.24</td>
<td>1 Jun 06</td>
<td>5.875</td>
</tr>
<tr>
<td>3</td>
<td>Abbey Natl Plc</td>
<td>ABBEY</td>
<td>BNK</td>
<td>Aa3</td>
<td>10.0</td>
<td>108.43</td>
<td>17 Nov 05</td>
<td>6.690</td>
</tr>
<tr>
<td>4</td>
<td>Countrywide Home</td>
<td>CCR</td>
<td>FIN</td>
<td>A3</td>
<td>10.0</td>
<td>101.25</td>
<td>1 Aug 06</td>
<td>5.500</td>
</tr>
<tr>
<td>5</td>
<td>Colgate-Palm Co</td>
<td>CL</td>
<td>CNC</td>
<td>Aa3</td>
<td>10.0</td>
<td>101.43</td>
<td>29 Apr 05</td>
<td>3.980</td>
</tr>
<tr>
<td>6</td>
<td>Oracle Corp</td>
<td>ORCL</td>
<td>COT</td>
<td>A3</td>
<td>10.0</td>
<td>105.33</td>
<td>15 Feb 07</td>
<td>6.910</td>
</tr>
<tr>
<td>7</td>
<td>Pub Svc EL &amp; Gas</td>
<td>PEG</td>
<td>UTL</td>
<td>A3</td>
<td>10.0</td>
<td>104.94</td>
<td>1 Mar 06</td>
<td>6.750</td>
</tr>
<tr>
<td>8</td>
<td>Cash (1.75% p.a.)</td>
<td></td>
<td></td>
<td></td>
<td>0.35</td>
<td>100.00</td>
<td>30 Apr 02</td>
<td>1.750</td>
</tr>
</tbody>
</table>

EXHIBIT 9.2 Relative Credit Loss Distribution Under the Migration Mode
large underperformance against the benchmark. Quantifying relative credit risk in terms of tracking error fails to pick up these differences.

From the simulated losses, the relative credit risk measures of interest can be easily computed. These are shown in Exhibit 9.4. The unexpected loss of the active portfolio computed using equation (6.9) in Chapter 6 is also shown in this exhibit. The relative CrVaR measure in Exhibit 9.4 suggests that there is a 10 percent chance over a 1-year period that the portfolio will underperform the benchmark by more than 38 basis points. The average underperformance in the worst-case 10 percent scenarios is roughly equal to 126 basis points.

**MARGINAL CREDIT RISK CONTRIBUTION**

In the previous section, I showed how the relative credit risk of the portfolio against the benchmark can be quantified. Although useful, such a risk measure does not identify the sources that contribute to the relative credit risk. Portfolio managers entrusted with the task of managing the risks relative to a given benchmark need to have the relative credit risk disaggregated

**EXHIBIT 9.4 Relative Credit Risk Measures Under the Migration Mode**

<table>
<thead>
<tr>
<th>Description</th>
<th>Amount ($)</th>
<th>Relative to Portfolio Size (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UL of active portfolio</td>
<td>653,000</td>
<td>89.5</td>
</tr>
<tr>
<td>Relative CrVaR at 90 percent confidence</td>
<td>282,000</td>
<td>38.6</td>
</tr>
<tr>
<td>Relative ESR at 90 percent confidence</td>
<td>918,000</td>
<td>125.8</td>
</tr>
</tbody>
</table>
so that the main risk drivers can be identified. This is necessary to make informed decisions on what bonds to buy and sell in order to mitigate risk concentrations. This leads to the topic of marginal credit risk contribution.

In broad terms, the marginal contribution to total risk from a bond can be defined as the rate of change in risk with respect to a small percentage change in the bond holding. If the risk measure in question is the unexpected loss of the portfolio, the marginal risk measure is referred to as the unexpected loss contribution (ULC). The unexpected loss contribution of the $i$th bond identifies the total amount of risk in the portfolio that is attributable to the $i$th bond. Formally, the ULC of the $i$th bond in the portfolio is defined as

$$\text{ULC}_i = \text{UL}_i \times \frac{\partial \text{UL}_P}{\partial \text{UL}_i} \quad (9.2)$$

By performing the differentiation, one can show that the unexpected loss contribution arising from the $i$th bond in the portfolio is given by

$$\text{ULC}_i = \frac{\text{UL}_i \times \sum_{k=1}^{n} \text{UL}_k \times \rho_{ik}}{\text{UL}_P} \quad (9.3)$$

An attractive feature of ULC as a marginal risk contribution measure is that the sum of the risk contributions of the individual bonds is equal to the total unexpected loss of the portfolio. In other words, the following relation holds:

$$\text{UL}_P = \sum_{i=1}^{n} \text{ULC}_i \quad (9.4)$$

This additivity property ensures that one can correctly identify the diversification effects of individual bonds held in the portfolio. If one works directly with the unexpected loss of the active portfolio, the unexpected loss contribution will identify the sources that contribute to the relative credit risk between the portfolio and the benchmark. I denote the unexpected loss of the active portfolio by $\text{UL}_A$ and the unexpected loss contribution arising from the $i$th bond in the active portfolio by $\text{ULC}_{i,A}$.

A risk report that identifies the risk contribution arising from every bond in the benchmark is not very useful. Typically this could be several thousands for an investment-grade corporate bond benchmark. To make the risk report meaningful, one has to group the bonds into subsets that have certain attributes. These attributes should be chosen such that they have an intuitive interpretation. The aggregated risk contribution arising from such groupings then provides a more meaningful risk report.
Potential attributes on which such groupings can be done are the industrial sector and the credit rating of the bond obligor. Computing the marginal risk contribution based on such groupings to the total relative credit risk enhances the usefulness of the risk report considerably. For instance, if one wishes to calculate the unexpected loss contribution of Aa1-rated obligors to the unexpected loss of the active portfolio, one needs to sum the unexpected loss contributions of all bonds that have this obligor rating in the active portfolio. Similarly, to compute the unexpected loss contribution of bonds that belong to the utilities sector in the active portfolio, one needs to sum the unexpected loss contributions of all bonds that belong to this sector. If the unexpected loss contribution of each bond is indexed by the obligor rating $R$ and the industrial sector $I$ of the bond, computing the unexpected loss contribution from Aa1-rated obligors to the unexpected loss of the active portfolio boils down to evaluating the following summation:

$$U_{LC}(Aa1) = \sum_{i=1}^{n} U_{LC_{i,A}}(R, I)$$

In practice, the unexpected loss contributions will be more informative if they are reported relative to the portfolio size. This requires dividing the unexpected loss contributions in equation (9.5) by the mark to market value of the actual portfolio held. In the next section, I present a sample credit risk report where the benchmark is taken to be the list of bonds given in Exhibit 6.6 in Chapter 6 and the actual portfolio held is taken to be the one given in Exhibit 9.1.

**PORTFOLIO CREDIT RISK REPORT**

Active portfolio management focuses on outperforming the return of a specified benchmark without taking undue risks while achieving this objective. Several industrywide standards, such as the Global Industry Performance Standards or Standards of the Association for Investment Management and Research, exist on how to measure and report the added value relative to a benchmark. On the contrary, standards for measuring and reporting portfolio risk relative to a benchmark are practically nonexistent even for market risk. Part of the reason for this is that to measure risk, one has to choose a risk model in the first place. The choice of the appropriate risk factors that govern the risk model influence how well the risk model is able to capture the inherent risks. One could argue that there are broad guidelines as to how these risk factors could be chosen for measuring market risk. For measuring portfolio credit risk relative to a benchmark, on the
other hand, there are no clear guidelines as to what these risk factors should be. As a result, there are no guiding principles for best practices in reporting credit risk. In this section, I present a credit risk report that would be a step in this direction.

Earlier in this chapter, I argued why an approach based on tracking error is not appropriate for measuring the credit risk of a portfolio relative to its benchmark. This led me to define the relative credit risk by setting up an active portfolio comprising long and short positions in the bonds that constitute the benchmark. The nominal exposures of the bonds in the active portfolio are given by equation (9.1). The credit risk measures introduced in earlier chapters can then be computed for all relevant portfolios. To ensure that the risk measures are comparable across portfolios, these should be reported as a percentage of the market value of the portfolios. Exhibit 9.5 shows a credit risk report that provides a comparison of various credit risk measures evaluated for three portfolios: the portfolio held, the benchmark portfolio, and the active portfolio.

One can infer from Exhibit 9.5 that the scope for underperformance is quite significant as indicated by the risk measures computed for the active portfolio. Notice that although the ESRs at 90 percent confidence level for the portfolio held and the benchmark are very similar, the ESR for the active portfolio is quite large. This can arise, for instance, through rating upgrades for some issuers held in the benchmark but not in the portfolio, which results in a difference in relative performance. Measuring only the downside risks of the portfolio and benchmark independently does not capture the relative risk of underperformance between the two portfolios.

The relative risk between the benchmark and the portfolio could be a result of intentional deviations taken by the portfolio manager. If this is not the case, then identifying the major sources that contribute to this risk is required to decide on suitable trades that can reduce this risk. This information can be derived from the unexpected loss contribution report shown in Exhibit 9.6. This exhibit identifies the exposure difference between the portfolio and the benchmark to a Ba2-rating grade being responsible for a significant part of the risk. Alternatively, one can also attribute a significant

<table>
<thead>
<tr>
<th>Description</th>
<th>Portfolio Held (bp)</th>
<th>Benchmark (bp)</th>
<th>Active Portfolio (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%EL</td>
<td>27.1</td>
<td>34.0</td>
<td>-7.0</td>
</tr>
<tr>
<td>%UL</td>
<td>112.7</td>
<td>88.8</td>
<td>89.5</td>
</tr>
<tr>
<td>%CrVaR 90%</td>
<td>85.2</td>
<td>102.9</td>
<td>38.6</td>
</tr>
<tr>
<td>%ESR 90%</td>
<td>247.7</td>
<td>240.3</td>
<td>125.8</td>
</tr>
</tbody>
</table>
part of this risk to the difference in exposure to the insurance and reits (INR) sector.

Exhibit 9.7 examines the various credit risk measures under the assumption that the joint distribution of asset returns of obligors is multivariate $t$ rather than multinormal. Examining Exhibit 9.7, one can see that the relative credit risk has reduced marginally under the multivariate $t$ assumption. This might appear surprising at a first glance. However, note that under the multivariate $t$ distribution there is greater tail dependence between the obligor asset returns. Hence, an extreme movement in asset returns will be more correlated than that modeled by a multinormal distribution. This has the implication that the risk of an underperformance due

---

**EXHIBIT 9.6** Unexpected Loss Contributions to UL of Active Portfolio

<table>
<thead>
<tr>
<th>Rating</th>
<th>%ULC (bp)</th>
<th>Industry</th>
<th>%ULC (bp)</th>
<th>Sector</th>
<th>%ULC (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>0</td>
<td>BAC</td>
<td>3.7</td>
<td>Industrials</td>
<td>46.7</td>
</tr>
<tr>
<td>Aa1</td>
<td>0</td>
<td>CCL</td>
<td>7.0</td>
<td>Utilities</td>
<td>5.3</td>
</tr>
<tr>
<td>Aa2</td>
<td>0</td>
<td>CNC</td>
<td>3.6</td>
<td>Financials</td>
<td>37.6</td>
</tr>
<tr>
<td>Aa3</td>
<td>0</td>
<td>COT</td>
<td>14.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>5.2</td>
<td>ENE</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>4.6</td>
<td>TRA</td>
<td>18.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>2.2</td>
<td>UTL</td>
<td>5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baa1</td>
<td>17.2</td>
<td>BNK</td>
<td>3.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baa2</td>
<td>0</td>
<td>BRO</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baa3</td>
<td>0</td>
<td>FIN</td>
<td>5.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba1</td>
<td>0</td>
<td>INR</td>
<td>28.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba2</td>
<td>34.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba3</td>
<td>7.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>18.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caa–C</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**EXHIBIT 9.7** Credit Risk Measures Under Migration Mode and Multivariate $t$ Distribution for Asset Returns

<table>
<thead>
<tr>
<th>Description</th>
<th>Portfolio Held (bp)</th>
<th>Benchmark (bp)</th>
<th>Active Portfolio (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%EL</td>
<td>27.1</td>
<td>34.0</td>
<td>–7.0</td>
</tr>
<tr>
<td>%UL</td>
<td>123.4</td>
<td>105.6</td>
<td>86.8</td>
</tr>
<tr>
<td>%CrVaR$_{90%}$</td>
<td>79.5</td>
<td>96.6</td>
<td>33.8</td>
</tr>
<tr>
<td>%ESR$_{90%}$</td>
<td>252.6</td>
<td>256.2</td>
<td>112.5</td>
</tr>
</tbody>
</table>
to exposure differences to various obligors in the portfolio and the benchmark will be less severe than that implied by the multinormal distribution. The unexpected loss contributions to the unexpected loss of the active portfolio from different credit ratings and industry sectors under the multivariate $t$ distribution are shown in Exhibit 9.8.

### Risk Reporting During Economic Contractions

The foregoing credit risk reports can be regarded as standard reports, which are valid during normal market conditions. This is because the recovery rate values and the rating transition matrix used to generate the risk report reflect historical averages over many economic cycles. During period of economic contraction, however, empirical evidence indicates that the recovery values are lower and rating downgrade and default probabilities are usually higher than historical averages. Other stylized facts are an increase in yield spreads between rating categories and a greater asset return correlation between obligors during periods of economic contraction.

To adequately capture the risks under such market conditions, it is important to include risk reports generated by appropriately modifying the input parameters of the credit risk model. Interpreted differently, such
## EXHIBIT 9.9  Modified 1-Year Rating Transition Matrix Under 20 Percent Stress Factor

<table>
<thead>
<tr>
<th></th>
<th>Aaa</th>
<th>Aa1</th>
<th>Aa2</th>
<th>Aa3</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>Baa1</th>
<th>Baa2</th>
<th>Baa3</th>
<th>Ba1</th>
<th>Ba2</th>
<th>Ba3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>Caa–C</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>86.872</td>
<td>7.392</td>
<td>3.648</td>
<td>0.588</td>
<td>0.348</td>
<td>0.204</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.048</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>Aa1</td>
<td>2.650</td>
<td>75.570</td>
<td>9.840</td>
<td>8.232</td>
<td>2.892</td>
<td>0.396</td>
<td>0.060</td>
<td>0.228</td>
<td>0.000</td>
<td>0.000</td>
<td>0.108</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>Aa2</td>
<td>0.740</td>
<td>3.050</td>
<td>77.838</td>
<td>10.584</td>
<td>4.956</td>
<td>1.704</td>
<td>0.732</td>
<td>0.204</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.096</td>
<td>0.000</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td>Aa3</td>
<td>0.080</td>
<td>0.640</td>
<td>3.520</td>
<td>78.624</td>
<td>11.160</td>
<td>3.936</td>
<td>1.068</td>
<td>0.300</td>
<td>0.264</td>
<td>0.204</td>
<td>0.048</td>
<td>0.108</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>0.030</td>
<td>0.110</td>
<td>0.620</td>
<td>5.760</td>
<td>78.360</td>
<td>9.000</td>
<td>3.600</td>
<td>0.972</td>
<td>0.336</td>
<td>0.168</td>
<td>0.444</td>
<td>0.312</td>
<td>0.060</td>
<td>0.144</td>
<td>0.012</td>
<td>0.000</td>
<td>0.072</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>0.050</td>
<td>0.060</td>
<td>0.300</td>
<td>0.800</td>
<td>5.570</td>
<td>78.256</td>
<td>8.976</td>
<td>3.588</td>
<td>0.996</td>
<td>0.492</td>
<td>0.348</td>
<td>0.132</td>
<td>0.144</td>
<td>0.036</td>
<td>0.084</td>
<td>0.036</td>
<td>0.096</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>0.050</td>
<td>0.110</td>
<td>0.050</td>
<td>0.240</td>
<td>1.550</td>
<td>8.680</td>
<td>72.616</td>
<td>8.436</td>
<td>4.596</td>
<td>1.800</td>
<td>0.684</td>
<td>0.240</td>
<td>0.276</td>
<td>0.420</td>
<td>0.060</td>
<td>0.012</td>
<td>0.120</td>
<td></td>
</tr>
<tr>
<td>Baa1</td>
<td>0.080</td>
<td>0.020</td>
<td>0.140</td>
<td>0.190</td>
<td>0.210</td>
<td>2.840</td>
<td>8.040</td>
<td>71.920</td>
<td>9.276</td>
<td>3.948</td>
<td>1.308</td>
<td>0.576</td>
<td>0.444</td>
<td>0.696</td>
<td>0.108</td>
<td>0.024</td>
<td>0.156</td>
<td></td>
</tr>
<tr>
<td>Baa2</td>
<td>0.070</td>
<td>0.110</td>
<td>0.130</td>
<td>0.180</td>
<td>0.180</td>
<td>0.920</td>
<td>3.870</td>
<td>7.270</td>
<td>72.966</td>
<td>8.880</td>
<td>2.124</td>
<td>0.660</td>
<td>0.828</td>
<td>0.612</td>
<td>0.564</td>
<td>0.324</td>
<td>0.276</td>
<td></td>
</tr>
<tr>
<td>Baa3</td>
<td>0.030</td>
<td>0.000</td>
<td>0.030</td>
<td>0.080</td>
<td>0.190</td>
<td>0.610</td>
<td>0.690</td>
<td>3.420</td>
<td>9.920</td>
<td>68.542</td>
<td>8.148</td>
<td>3.312</td>
<td>2.424</td>
<td>1.020</td>
<td>0.396</td>
<td>0.432</td>
<td>0.552</td>
<td></td>
</tr>
<tr>
<td>Ba1</td>
<td>0.090</td>
<td>0.000</td>
<td>0.030</td>
<td>0.240</td>
<td>0.130</td>
<td>0.730</td>
<td>0.820</td>
<td>3.200</td>
<td>8.360</td>
<td>69.492</td>
<td>6.000</td>
<td>5.064</td>
<td>1.464</td>
<td>1.656</td>
<td>1.488</td>
<td>0.432</td>
<td>0.804</td>
<td></td>
</tr>
<tr>
<td>Ba2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.030</td>
<td>0.040</td>
<td>0.160</td>
<td>0.140</td>
<td>0.390</td>
<td>0.770</td>
<td>2.530</td>
<td>9.180</td>
<td>67.068</td>
<td>8.184</td>
<td>2.208</td>
<td>4.884</td>
<td>2.484</td>
<td>0.696</td>
<td>1.236</td>
<td></td>
</tr>
<tr>
<td>Ba3</td>
<td>0.000</td>
<td>0.020</td>
<td>0.000</td>
<td>0.000</td>
<td>0.040</td>
<td>0.170</td>
<td>0.190</td>
<td>0.190</td>
<td>0.280</td>
<td>0.750</td>
<td>2.940</td>
<td>5.470</td>
<td>68.866</td>
<td>6.300</td>
<td>6.720</td>
<td>4.008</td>
<td>1.104</td>
<td>2.952</td>
</tr>
<tr>
<td>B1</td>
<td>0.020</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.060</td>
<td>0.100</td>
<td>0.160</td>
<td>0.080</td>
<td>0.260</td>
<td>0.320</td>
<td>0.450</td>
<td>2.690</td>
<td>6.090</td>
<td>67.870</td>
<td>6.696</td>
<td>8.160</td>
<td>2.280</td>
<td>4.764</td>
</tr>
<tr>
<td>B2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.060</td>
<td>0.010</td>
<td>0.110</td>
<td>0.000</td>
<td>0.070</td>
<td>0.180</td>
<td>0.120</td>
<td>0.190</td>
<td>0.300</td>
<td>1.690</td>
<td>3.050</td>
<td>5.950</td>
<td>58.402</td>
<td>14.040</td>
<td>4.584</td>
<td>11.244</td>
</tr>
<tr>
<td>B3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.070</td>
<td>0.000</td>
<td>0.020</td>
<td>0.040</td>
<td>0.070</td>
<td>0.120</td>
<td>0.130</td>
<td>0.220</td>
<td>0.380</td>
<td>1.280</td>
<td>3.690</td>
<td>63.894</td>
<td>9.012</td>
<td>16.464</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caa–C</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>98.00</td>
<td></td>
</tr>
<tr>
<td>Default</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>100.00</td>
<td></td>
</tr>
</tbody>
</table>
reports can be regarded as stress reports under adverse market conditions. Under such an interpretation, the factor by which certain input variables of the credit risk model are modified to reflect increased risks arising from a weak economy can be referred to as the stress factor. In general, the group responsible for the risk reporting usually decides the appropriate stress factors to be used. For purpose of illustration, I consider the stress factor here to be 20 percent. Note that, in general, the stress factors do not have to be the same for all input variables.

To generate the credit risk report under the 20 percent stress factor, the following input variables to the credit risk model were changed as follows:

- A decrease in the recovery rates by 20 percent from the historical average.
- An increase in the yield spreads between rating categories by 20 percent from the values given in Exhibit 5.8 in Chapter 5.
- An increase in the asset return correlation between obligor pairs by 20 percent.
- An increase in the rating downgrade and default probabilities by 20 percent.

The normalized rating transition matrix under the 20 percent stress factor is shown in Exhibit 9.9. Note that the increase in the downgrade and default probabilities is assumed to occur at the expense of a lower probability of the obligor remaining in the same rating grade at the end of the 1-year horizon.

Exhibit 9.10 shows the credit risk measures generated with the 20 percent stress factor under the migration mode and multivariate $t$-distribution assumption for asset returns. One can infer from this exhibit that there is a significant increase in the credit risk measures for the active portfolio, which suggests that the magnitude of underperformance against the benchmark can be much greater under these market conditions.

**EXHIBIT 9.10  Credit Risk Measures for 20 Percent Stress Factor Under Migration Mode and Multivariate $t$ Distribution for Asset Returns**

<table>
<thead>
<tr>
<th>Description</th>
<th>Portfolio Held (bp)</th>
<th>Benchmark (bp)</th>
<th>Active Portfolio (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%EL</td>
<td>38.8</td>
<td>47.2</td>
<td>-8.5</td>
</tr>
<tr>
<td>%UL</td>
<td>157.1</td>
<td>139.3</td>
<td>98.2</td>
</tr>
<tr>
<td>%CVaR$_{90%}$</td>
<td>121.6</td>
<td>141.4</td>
<td>43.4</td>
</tr>
<tr>
<td>%ESR$_{90%}$</td>
<td>348.9</td>
<td>356.7</td>
<td>141.5</td>
</tr>
</tbody>
</table>
PORTFOLIO MARKET RISK REPORT

Although the major preoccupation here has been to measure and report the credit risk of a corporate bond portfolio, presenting the market risk report of the portfolio constitutes an integral part of the risk-reporting requirement for a corporate bond portfolio. Reports for market risk are much more standardized in terms of what the appropriate risk quantities presented should be. Effective duration and effective convexity are almost standard risk quantities that are presented in a market risk report. Tracking error defined in Chapter 4 is also a standard risk measure that is presented. It is useful to remark that duration provides an estimate of the potential loss in market value if the yield curve shifts up by 100 basis points. However, the probability associated with such an event occurring is not known. Quantities such as tracking error, value at risk, and expected shortfall risk, on the other hand, capture both the magnitude of potential underperformance and its associated probability.

The tail risk measures for market risk also can be quantified if one knows the shape of the return distribution arising from market risk. If one follows standard practice, the distribution of returns driven by market risk can be assumed to be normal. This information coupled with the knowledge of the standard deviation of returns of the portfolio or the benchmark allows computation of the value at risk (VaR) and the expected shortfall risk arising from market risk at the desired confidence level. To compute VaR at the 90 percent level of confidence, the standard deviation of the portfolio returns given by equation (4.32) in Chapter 4 has to be scaled by the factor 1.28. To compute ESR at the 90 percent level of confidence, the appropriate scaling factor by which the standard deviation of portfolio returns has to be multiplied can be determined by solving the following integral equation:

$$\lambda = \frac{1}{1 - 0.9} \times \frac{1}{\sqrt{2\pi}} \int_{1.28}^{\infty} x \exp(-0.5x^2) \, dx$$  (9.6)

Computing this integral gives the scaling factor to be equal to 1.76.

The relative tail risk measures can be computed by appropriately scaling the tracking error of the portfolio against the benchmark. For instance, to compute relative ESR at the 90 percent confidence level, one needs to multiply the tracking error by 1.76. Dividing the resulting figure by the market value of the portfolio gives %ESR at the same confidence level. Exhibit 9.11 shows a typical market risk report for the corporate bond portfolio given in Exhibit 9.1 managed against the benchmark portfolio given in Exhibit 6.7 in Chapter 6 with the necessary drill-down capability to analyze the risks and the risk sources.
In Exhibit 9.11, shift sensitivity refers to the risk sensitivity to a 
−10-basis point parallel shift of the swap curve, twist sensitivity refers to 
the risk sensitivity to a 10-basis point flattening of the swap curve, 
exchange rate sensitivity refers to the sensitivity to a 1 percent apprecia-
tion of any foreign currencies held in the portfolio relative to the base 
currency of the portfolio, and implied yield volatility sensitivity refers to 
the sensitivity to a 1 percent increase in the implied yield volatility. The 
risk model given in Exhibit 4.4 in Chapter 4 was used to compute track-
ing error and tail risk measures. It is useful to note that the relative risk 
measures for market risk are significantly lower than the relative risk 
measures for credit risk. This provides some justification for the focus by 
portfolio managers primarily on credit risk when managing a corporate 
bond portfolio.

**Risk Guidelines**

So far in this chapter, I have examined how the market and credit risk of a 
corporate bond portfolio relative to a benchmark can be presented in a sim-
ple and intuitive manner such that the effectiveness of risk communication 
between the portfolio manager and the client is improved. If the portfolio 
management mandate explicitly stipulates that portfolio managers are per-
mittted to take risks relative to the benchmark to add value, it is important 
that the level of relative risk permitted be agreed upon in advance. Such
agreements are laid down in the risk guidelines document associated with the portfolio management mandate. Risk guidelines are meant to ensure that the client is aware of potential deviations in return between the portfolio and the benchmark that can occur as a result of deviating from the benchmark-neutral positions.

The risk guidelines document can be quite detailed in terms of the permissible size of each bond that can be held in the portfolio, the maximum nominal amount of a bond that can be purchased relative to its issue size, the permissible leverage, and the unhedged foreign currency exposure that can be held in the portfolio. Because these risk guidelines are imposed on directly observable quantities, monitoring them is rather straightforward. Much more difficult risk guidelines to agree upon and subsequently monitor are those that are imposed on the relative risk between the portfolio and the benchmark. In particular, for corporate bond portfolios there are no standards currently available to guide the choice of the relative risk measures and to impose meaningful limits on them. As a result, identifying an appropriate relative risk measure and imposing limits on permissible exposures becomes a rather lengthy consultation process.

Following the discussion so far in this chapter, it is clear that relative risk exposures for a corporate portfolio against its benchmark need to be defined separately for market risk and credit risk. In this connection, the risk reports presented in this chapter provide useful risk measures for which permissible limits can be enforced when a portfolio management mandate is awarded. For instance, the risk guideline can explicitly state that the percentage expected shortfall risk at 90 percent confidence level for the active portfolio should not exceed 200 basis points. Monitoring such risk limits will be easy if the risk reporting framework presented here is adopted.

**PERFORMANCE ATTRIBUTION**

Over any reporting period, investors compare the performance of their portfolio mandates relative to the benchmark. In order to judge the investment performance of the portfolio manager, one tries to identify the good and bad allocation decisions that led to the out- or underperformance against the benchmark. This process, which is usually referred to as performance attribution, is a method for attributing the value added arising from the investment management decisions so that both the investment manager and the client are aware of the sources of this value added. Such a report not only helps to increase the transparency of the investment process from the client’s perspective, but also allows for
more disciplined investment decisions by portfolio managers. A perfor-
mance attribution report is most useful from the investment manag-
er’s perspective if the investment management process is well integrated
into the report so that the value added as a result of the investment deci-
sions is clearly identifiable. This allows the investment manager to com-
municate the investment management process more effectively to the
client and to attribute the value added resulting from the investment
decisions.

Standard techniques for performance attribution seek to identify the
value added resulting from exposures to specific risk factors that model the
inherent risks in a portfolio. Such risk factors are usually chosen to model
the investment styles of portfolio managers so that the investment decision
process will be captured in the attribution report. For instance, fixed-
income portfolio managers implement their view on changes to the level of
interest rates by taking an active duration bet against the benchmark. Such
active duration bets could result in a risk exposure to the parallel shift of
the yield curve. In other instances, portfolio managers may implement
views held on the evolution of the shape of the yield curve by overweigh-
ting or underweighting certain yield curve sectors relative to the benchmark.
Such a market view, if implemented, would result in an active curve twist
exposure. In this manner, one can identify a set of aggregate risk exposures
relative to the benchmark that result from conscious investment decisions.
The purpose of the performance attribution report is to attribute the excess
return against the benchmark to each of the aggregate risk factors and by
doing this, help improve the transparency of the investment management
process.

The foregoing factor exposures are mainly representative of high-
grade fixed-income portfolios made up of government bonds or bonds
issued by agencies and supranational institutions. This is because the
major sources of risk in such portfolios result from exposure to market
risk, and the factors just mentioned model market risk. For a portfolio
comprising corporate bonds, the dominant risk is credit risk. As a result,
investment styles of corporate bond portfolio managers differ from those
of a traditional government bond portfolio manager. The value added
against the benchmark in corporate bond portfolios results primarily from
taking a view on the corporate borrowers creditworthiness and corre-
spondingly underweighting or overweighing the exposures to specific
issuer names. In this connection, it is tempting to argue that corporate
bond portfolio management has much in common with equity portfolio
management. In reality, there are substantial differences between the two
when it comes to investment styles. To outperform the benchmark, equity
portfolio managers try to pick “winners” and avoid “losers.” Corporate
bond portfolio managers, on the other hand, focus primarily on avoiding
“losers.” This is because the upside potential on bonds is usually limited, but the downside risk is substantial.

Notwithstanding the differences, it is helpful to review the performance attribution practices in equity portfolio management. One popular technique in equity portfolio management is to perform style analysis, which requires breaking a broad index down into several mutually exclusive components such as large and small caps and value and growth segments. A style analysis model then aims to quantify the exposures of a portfolio to the various style factors. Excess returns against the benchmark are then attributed to different style factors based on the exposures held to these factors during the performance attribution period.

This style analysis, though not directly applicable to corporate bond portfolios, is an appealing technique for attributing performance. For instance, corporate bond portfolio managers try to add value by identifying promising industry sectors and overweighting those sectors. Furthermore, because the credit rating of the issuers influences yield spreads, the relative exposure to different credit rating categories is also an active investment decision criterion. Taking both these aspects into account, I now indicate how a performance attribution model can be developed for corporate bond portfolios.

**A Simple Attribution Model**

In an active portfolio management mandate, portfolio managers pursue different investment strategies that offer the prospect of adding value against the benchmark. Ex post, portfolio managers are interested in knowing how well their investment strategies performed and what trades were most successful in terms of adding value. Moreover, client-reporting requirements may even state that the factors that contributed to under- or outperformance against the benchmark be clearly identified. The identified factors should relate to investment styles pursued so that the investment process is well integrated in the attribution report. In this section, I develop a simple model for attributing the excess returns against the benchmark. The approach is to attribute the excess returns against the benchmark to two major components: (a) the relevant style factors and (b) security selection within the style factors. The details are given in what follows.

The first step in developing an attribution model is to identify the relevant style factors to which the return will be attributed. I mentioned that the issuer credit rating and industry sector are factors that influence the investment decisions. In this case, a combination of these attributes can serve as a suitable style factor for performance attribution. Specifically,
consider grouping the various credit ratings into three buckets comprising issuers rated Aa or higher, A-rated issuers, and Baa and lower rated issuers. Furthermore, let the industry sectors be broadly classified into financials, industrials, and utilities. Such a categorization results in nine mutually exclusive factors, each of which is a combination of the credit rating and industry sector. For instance, all A-rated issuers belonging to the financial sector constitute one style factor for the return attribution model. In practice, one could increase the number of industry sectors in the attribution model to include more style factors.

Once the relevant style factors for the performance attribution model have been determined, the attribution process requires identifying benchmark and portfolio exposures to each of these style factors. Knowing the exposure weights to the style factors and the returns associated with each style factor, one can attribute excess returns to these style factors. The excess returns generated by security selection within the style factors are then identified. The mathematical details of the attribution process are as follows.

Without loss of generality, I assume that the number of bonds in the benchmark and the portfolio are identical. Under this assumption, the weights for some or many of the bonds in the portfolio are zero. Bonds with zero weights in the benchmark indicate that they are not part of the benchmark but are held in the portfolio. The return attribution model to be developed here uses the following notations:

\[ w_{B,i}^k = \text{Weight of the } i\text{th bond in the benchmark that is grouped under the } k\text{th style factor.} \]
\[ w_{P,i}^k = \text{Weight of the } i\text{th bond in the portfolio that is grouped under the } k\text{th style factor.} \]
\[ N_k = \text{Number of bonds that are grouped under the } k\text{th style factor.} \]
\[ S = \text{Number of style factors modeled.} \]
\[ w_B^k = \text{Sum of the weights of all bonds in the benchmark grouped under the } k\text{th style factor.} \]
\[ w_P^k = \text{Sum of the weights of all bonds in the portfolio grouped under the } k\text{th style factor.} \]
\[ r_i^k = \text{Return over the investment period of the } i\text{th bond grouped under the } k\text{th style factor (includes price return and accrued interest).} \]
\[ R_B^k = \text{Total return over the investment period from all bonds in the benchmark grouped under the } k\text{th style factor.} \]
\[ R_P^k = \text{Total return over the investment period from all bonds in the portfolio grouped under the } k\text{th style factor.} \]
\[ R_B = \text{Return over the investment period of the benchmark.} \]
\[ R_P = \text{Return over the investment period of the portfolio.} \]
It is easy to show that the following relations hold:

\[
    w^k_B = \sum_{i=1}^{N_k} w^k_{B,i} \\
    w^k_P = \sum_{i=1}^{N_k} w^k_{P,i} \\
    R^k_B = \sum_{i=1}^{N_k} w^k_{B,i} \times r^k_i \\
    R_B = \sum_{k=1}^{S} R^k_B \\
    \sum_{k=1}^{S} w^k_B = 1
\]

The main goal of the attribution model is to allocate the excess return of the portfolio against the benchmark to two components: The excess returns as a result of different exposures held to style factors and the excess returns to the specific choice of the securities within each style factor.

The portfolio return resulting from the exposure to the \( k \)th style factor is a function of the relative weight of the portfolio to this style factor in relation to the benchmark weights and is given by

\[
    R^k_P = \frac{w^k_P}{w^k_B} \times R^k_B 
\]

The excess return attributed to the \( k \)th style factor is then the following:

\[
    R^k_{style} = R^k_P - R^k_B, \quad k = 1, \ldots, S
\]

The excess return attributed to security selection within the \( k \)th style factor is given by

\[
    R^k_{security} = \sum_{i=1}^{N_k} w^k_{P,i} \times r^k_i - R^k_P, \quad k = 1, \ldots, S
\]

Excess return that is not attributed either to the style factor or to security selection forms the residual return. This is given by

\[
    R_{residual} = R_P - R_B - \sum_{k=1}^{S} R^k_{style} - \sum_{k=1}^{S} R^k_{security}
\]
The attribution model developed here is best illustrated with the help of a numerical example. Specifically, consider the benchmark to comprise six bonds with three style factors and the portfolio to be invested in three bonds of the six in the benchmark. The active strategy pursued results in an underperformance of 9 basis points. Exhibit 9.12, which is self-explanatory, attributes the return difference versus the benchmark to various style factors and to security selection within the style factors on the basis of the model developed here.

### QUESTIONS

1. What are the important attributes of a good risk report?
2. What is the standard risk measure used to quantify the relative risk of a portfolio against a benchmark? What are the drawbacks of using such a risk measure to quantify portfolio credit risk relative to its benchmark?
3. How is relative credit risk defined? What are the measures used to quantify relative credit risk?
4. What are the advantages of the relative credit risk measures introduced here compared to other relative risk measures commonly used?
5. How is marginal risk contribution defined? Show that the expected loss contribution of individual bonds in the portfolio add up to the unexpected loss of the portfolio.
6. For the example portfolio considered in this chapter, the relative tail risk measures were lower when the joint distribution of asset returns was modeled to be multivariate $t$ distributed. Justify why this is the case.
7. Under the multivariate $t$-distribution assumption for asset returns, will the absolute credit risk measures of the portfolio be higher or lower than those computed under the multinormal distribution assumption for asset returns? Justify your answer.
8. If you were a portfolio manager, what are the various risk reports you would want to send to your clients?

9. To compute ESR for market risk at the 95 percent level of confidence, what is the appropriate scaling factor to be used in conjunction with the tracking error of the portfolio? Assume excess returns resulting from market risk are normally distributed.

10. What is the difference between performance attribution and risk attribution? What purpose does a performance attribution report serve?

11. What are the important risk factors to which performance is attributed in a high-grade government bond portfolio? Is it appropriate to use the same factors for attributing the performance of corporate bond portfolios? Justify your answer.

12. For a corporate bond portfolio, what are the relevant factors to which one can attribute performance?
So far in this book, I have examined how market and credit risk can be quantified and how the relative risk measures versus a given benchmark can be computed. Depending on the nature of the portfolio management mandate, the relative risks versus the benchmark may either be permitted or need to be eliminated to the extent possible. Eliminating all risks against a given benchmark is almost impossible in most practical situations. Therefore, the task of a portfolio manager will be to ensure that the relative risk is kept to a minimum, or in those cases where it is permitted, to take those risks that offer scope for increasing the expected excess returns versus the benchmark. In addition to this, the portfolio manager will have to rebalance the portfolio once every month or once every quarter to ensure that the risk characteristics are replicated when the benchmark composition changes. Performing these tasks would be simplified if tools for portfolio selection were available to help guide the risk-taking, rebalancing, and portfolio construction processes. In situations where the benchmark comprises several hundred bond issuers, performing a proper credit analysis of all the issuers may itself be a very laborious process. Access to portfolio optimization tools in such cases would be of valuable help to portfolio managers.

In this chapter, I introduce techniques for portfolio optimization that achieve the foregoing objectives. First, I provide some background information on bond portfolio optimization and argue why a quantitative approach to the selection of a corporate bond portfolio can be attractive. This is followed by a brief review of optimization methods and subsequently a discussion on the practical difficulties that can arise when using optimization techniques for portfolio selection. I then present different ways to formulate an optimization problem for portfolio construction and portfolio rebalancing. In the final section, I demonstrate the impact model parameters have on the optimal portfolio composition by taking a market capitalization weighted corporate bond benchmark.
PORTFOLIO SELECTION TECHNIQUES

When performance of a bond portfolio is measured relative to a benchmark, a major concern of the portfolio manager is which bonds to hold in the portfolio. If the benchmark includes only government bonds or Aaa-rated bonds, the portfolio selection problem becomes rather simple. Because the major risks among high-grade issuers is primarily systematic risk, the bonds in the portfolio need to be selected such that the systematic risk factors are hedged. The systematic risk factors for high-grade bond issuers arise from shape changes to the yield curve, which can be captured using two or three risk factors. Typically, five or six bonds can replicate the systematic risk factors of a benchmark comprising government bonds or Aaa-rated bonds. Choosing the appropriate bonds to replicate the systematic risk factors in such cases is a trivial exercise for a portfolio manager.

Extending the portfolio selection technique to the case where the benchmark is a global government bond benchmark is also quite straightforward. In this case, one can construct a risk model comprising the systematic risk factors for every government bond market and then select a portfolio that minimizes the tracking error between the portfolio and the benchmark. Choosing portfolios to replicate a multicurrency government bond benchmark through tracking error minimization is a standard tool most software vendors for fixed-income analytics provide.

Now consider the problem of selecting a portfolio to replicate a benchmark comprising investment-grade corporate bonds. Traditional approaches to addressing this problem follow a technique popularly known as the cell-indexing strategy. In simple terms, the cell-indexing strategy requires identifying different risk attributes for an investment-grade bond benchmark and then selecting bonds that replicate each of these risk attributes. Specifically, one may identify the risk attributes to broadly include bond maturity, industry sector, and rating category. If, for instance, one divides each of these risk categories into three further subcategories, then any bond in the investment-grade benchmark can be assigned to 1 of 27 possible risk buckets or cells. For purpose of illustration, think of the maturity of bonds belonging to the 1- to 5-year sector, the 5- to 10-year sector, or the greater than 10-year sector. Similarly, one could identify the industry sector the bond belongs to as being the industrial sector, the financial sector, or the utilities sector. The credit rating of the bond can be identified as being Baa, A, or Aa and higher rating.

Once the bonds in the investment-grade benchmark have been assigned to 1 of the 27 cells, portfolio replication becomes simply a task of choosing bonds in the portfolio such that they have the same allocation weights as the benchmark to each cell. The drawback of this traditional approach is that the portfolio constructed using the cell-indexing strategy will replicate
only the systematic risk factors, 27 of which have been identified in the example cited here. Issuer-specific risk, which constitutes the dominant part of the risk in a corporate bond portfolio, will not be hedged using the cell-indexing strategy.

Another way of looking at the cell-indexing approach is that it minimizes the tracking error arising from the exposure to the risk factors corresponding to each cell. However, tracking error is not a suitable measure for capturing the issuer-specific risk or, equivalently, the credit risk in a corporate portfolio as argued in Chapter 9. This suggests that one has to formulate the portfolio selection problem to replicate the risk profile of a corporate bond benchmark differently.

**Benefits of a Quantitative Approach**

The foregoing portfolio selection techniques can be regarded as quantitative approaches to portfolio construction. One may wonder at this point why there is a need to follow a quantitative approach to select a corporate bond portfolio. In fact, some portfolio managers may be tempted to argue that if adding value relative to a benchmark requires identifying “good credits,” human judgment can be superior to a quantitative approach. In reality, however, most experienced portfolio managers know that differentiating good credits from bad credits is far from being a trivial exercise. Moreover, when the number of issuers in the benchmark is large, it is practically impossible to do a thorough credit analysis of all bond issuers. In general, the costs involved in carrying out a credit analysis of a large number of issuers can be prohibitively high. In such cases, use of quantitative tools to identify potential issuers to be included in the bond portfolio can be of much help.

Another advantage of following a quantitative approach to portfolio selection is that the risks at the portfolio level can be analyzed directly rather than at the bond level. This allows one to construct a portfolio that exhibits certain desirable risk–return characteristics, which is then subject to review by the portfolio manager.

Other instances where a quantitative approach to portfolio selection is attractive are when the size of the portfolio is large (typically several billions) or the intention is to simply replicate the risk–return characteristics of the benchmark for an indexed portfolio mandate. For large portfolio sizes, levels of market exposure are too great to hold significant overweight positions in a small number of bonds. Hence, such portfolios tend to be more closely aligned to the benchmark composition.

Constructing a portfolio that matches the benchmark composition closely is, however, not a practical alternative either. Reasons for this are that this approach usually leads to odd lot transactions, which are quite expensive, and that many older bond issues may be illiquid with regard to
transactions. These considerations suggest that the replicating portfolio will often include only a subset of the bonds in the benchmark. Identifying such a subset of bonds using quantitative methods is the only viable alternative at least in cases where the portfolio management fees do not justify maintaining a large credit research team.

**OPTIMIZATION METHODS**

Most readers are familiar with the theory of portfolio optimization in the context of selecting stock portfolios that exhibit certain desirable risk–return tradeoffs. Portfolio optimization theory deals with the process of identifying the best portfolio composition from a collection of alternatives that meet certain desired risk–return tradeoffs without having to explicitly enumerate and evaluate all possible alternatives. The complexity of the process involved in identifying the optimal candidate portfolio depends on the optimization problem formulation.

In broad terms, an optimization problem can be classified as either a linear or a nonlinear programming problem. A special case of a nonlinear programming problem arises if the objective function is a quadratic in the design variables and all the constraint functions are linear. Such an optimization problem is referred to as a quadratic programming problem. The standard portfolio optimization problem based on the Markowitz theory results in a quadratic programming problem. In general, good problem formulation is the key to finding solutions to an optimization problem that are useful in practice. This skill is usually learned through practice and the knowledge of the strengths, weaknesses, and peculiarities of the solutions obtained using optimization theory.

In this section, I discuss different optimization problem formulations and the associated complexities involved in finding the optimal solution with reference to the bond portfolio selection problem. Before proceeding to do this, it is necessary to introduce some terms commonly used in optimization theory. A feasible solution to an optimization problem is a solution vector that satisfies all the constraint functions. The set of all feasible solutions to an optimization problem is referred to as the feasible region. An optimal solution to a minimization problem requires finding a feasible solution that minimizes the objective function value.

**Linear Programming**

As the name suggests, linear programming problems define a particular class of optimization problems in which both the constraint functions and the objective function are linear in the design variables. The design variables in the context of the bond portfolio selection problem are the relative
weights of the individual bonds in the portfolio. An interesting characteristic of linear programming problems is that if an optimal solution exists, then at least one of the corner points of the feasible region will qualify to be an optimal solution. This property ensures that we need to examine only a finite set of corner points in the feasible region to find the optimal solution. As a result, algorithms for solving linear programming problems are very efficient even when the number of design variables is several thousand.

The computational efficiency of linear programming problems makes it attractive to formulate the bond portfolio selection problem as a linear programming problem. However, if the objective is to find a tradeoff between the relative risk of the portfolio versus the benchmark and the expected excess return, such a problem formulation is not feasible. This is because the portfolio risk is not linear in the relative weights of the individual bonds in the portfolio, which happen to be the design variables in this case.

## Quadratic Programming

A quadratic programming problem is an optimization problem in which the objective function is quadratic and all the constraint functions are linear. Most standard portfolio selection problems are formulated in this framework. Formulating the portfolio selection problem as a quadratic programming problem is attractive because computationally efficient methods exist to solve the optimization problem when the objective function is convex. In such cases, a global minimum to the optimization problem can be found.

A quadratic programming problem can be stated to have the following general form:

\[
\text{Minimize} \quad x^T Q x + 2c^T x, \quad x \in \mathbb{R}^n \\
\text{subject to} \quad l \leq \begin{cases} x \\ Ax \end{cases} \leq u
\]

Here, \( Q \) is a \( n \times n \) matrix and \( A \) is a \( m \times n \) matrix of linear constraint functions. The complexity of solving quadratic programming problems depends on the nature of the \( Q \) matrix. If \( Q \) is a positive-semidefinite matrix (all eigenvalues are non-negative), efficient algorithms can be designed to solve the optimization problem.

## Nonlinear Programming

Any optimization problem that cannot be classified into a linear or a quadratic programming problem is classified under the category of a nonlinear programming problem. For instance, if the objective function is linear but
some of the constraint functions are nonlinear, then the optimization problem is classified as a nonlinear programming problem. Solving nonlinear programming problems is more difficult and the complexity increases considerably as the number of design variables increases. Although a variety of methods exists to solve nonlinear programming problems, no single method is suitable for all types of problems. Certain methods are more efficient than others in solving particular classes of nonlinear programming problems.

A major challenge in solving nonlinear programming problems is that these problems exhibit local minima, and hence finding the global minimum is difficult. The increase in computational complexity arises primarily from the fact that the global minimum will be in the interior of the feasible region rather than on the boundaries as in the case of linear and quadratic programming problems.

An analogy would help here to explain the differences between the different programming problems. If one relates the optimization problem to the process of identifying where a needle is hidden in a haystack, a linear programming problem would only require looking into the eight corner points of the haystack to find the needle. A quadratic programming problem would require that we explore the entire outer surface of the haystack to find the needle. A nonlinear programming problem, on the other hand, would necessitate examining the entire haystack because the needle could be hidden anywhere inside it.

When formulating the optimization problem to select replicating bond portfolios, one should try to restrict the problem to be either a linear or a quadratic programming problem. This makes it computationally tractable in the face of the large number of design variables that are bound to arise in a practical setting.

**PRACTICAL DIFFICULTIES**

In the previous section, I indicated the computational difficulties involved in finding solutions to different types of optimization problems. In most practical situations, however, standard software libraries can be used to find the optimal portfolio composition. The major concern when following a quantitative approach to constructing and rebalancing a corporate bond portfolio to replicate a given benchmark is then to question the implementability of the optimal portfolio composition in a practical setting. In other words, is the optimal portfolio composition meaningful to hold after taking into account the transaction costs involved? If the answer to this question is no, finding an optimal portfolio turns out to be simply an academic exercise.

To provide a concrete example, take the case of a portfolio manager who holds a corporate bond portfolio. Imagine that the portfolio manager
has to reinvest cash injections and simultaneously rebalance the portfolio because the benchmark composition has changed at the end of the month. The task of the portfolio manager is to buy and sell some bonds in the portfolio so as to meet the objective of replicating the benchmark risk–return characteristics. Of interest is whether an optimization problem can be formulated to identify the bonds to buy and sell to meet the portfolio manager’s objective. Unfortunately, the solutions provided by many standard optimization problem formulations require a significant amount of transactions to be done. In most cases, the portfolio manager will ignore these solutions because the transaction costs involved will render the optimal portfolio composition unattractive to hold. In other instances, the optimal portfolio composition may not be a feasible portfolio to hold because many of the bonds could be illiquid.

At this stage, it is important to recognize that the optimal portfolio composition is a manifestation of the objectives and constraints expressed in formulating the portfolio selection problem. If transaction costs are not modeled in the problem formulation, the optimal portfolio composition could be very different from the portfolio being held. Even assuming that one imposes a constraint on the maximum turnover when portfolio rebalancing is done, the optimal portfolio composition may require buying and selling many bonds whose transaction volumes are small. Such trade recommendations will also be rejected by portfolio managers due to the higher transaction cost involved in trading small lot sizes and the risk of increasing operational errors due to the large number of transactions. Enforcing explicit constraints on the number of transactions is usually difficult, though not impossible.

Finally, it is important to realize that the notion of an optimal portfolio is rather subjective. It is subjective from the point of view that the optimal portfolio composition offers the best tradeoff for the given objective function and set of constraints under certain choices for the input parameters of the model. If one modifies the constraint functions of the optimization problem, one might well end up with a very different optimal portfolio composition. Hence, optimization tools should be used primarily as an aid to portfolio selection and to provide trade suggestions to the portfolio manager. In the rest of the chapter, I discuss different ways in which the optimal bond portfolio selection problem can be formulated in order to meet different objectives and constraints that the portfolio manager may wish to express.

**Portfolio Construction**

Assuming that a portfolio management mandate has been awarded, the first step in the portfolio management process is to construct a portfolio that replicates the risk–return characteristics of the benchmark. During the
portfolio construction process, one is usually interested in selecting a limited number of bonds that replicate the benchmark characteristics. Standard portfolio construction approaches consider minimizing the tracking error of the portfolio versus the benchmark when selecting a replicating portfolio. With respect to a corporate bond portfolio, the tracking error minimization approach can be regarded as the minimization of the unexpected loss of the active portfolio.

However, adopting this approach will not be very useful in the present case. This is because such a problem formulation will lead to a portfolio whose composition is identical to that of the benchmark. To see why this is the case, recall that there is no notion of risk factors in a credit risk model as is commonly the case with market risk. For credit risk, every obligor in the benchmark qualifies to be a risk factor. Clearly, if the objective function tries to minimize the unexpected loss of the active portfolio whose nominal exposures are given by equation (9.1) in Chapter 9, then one will obtain a portfolio composition identical to the benchmark composition. Under this case, the unexpected loss of the active portfolio will be zero. Hence, formulating the portfolio construction problem as unexpected loss minimization of the active portfolio will not give an implementable portfolio under most circumstances.

To formulate an optimization problem that will lead to an implementable portfolio, I briefly review how an optimal portfolio in the equities market is selected. In the context of an equity portfolio, all risks are classified under market risk, which in turn is expressed through the volatility of equity returns. For a given level of market risk, the portfolio that has the highest expected return is considered to be the most efficient portfolio to hold. Such a portfolio can be selected by formulating a quadratic programming problem. This problem formulation is referred to as the mean-variance optimization problem in finance.

The conceptual framework for selecting an efficient portfolio in the equities market can be easily extended to the case of the corporate bond portfolio selection problem. In making this extension, it is important to realize that corporate bonds have both market and credit risk. Hence, one must consider both sources of risk when identifying corporate bond portfolios that are more efficient than others. One could argue that corporate bond portfolio A is more efficient than portfolio B if both portfolios have the same market risk and expected return but portfolio A has lower credit risk. Stated differently, portfolio A is more efficient than portfolio B if the risk-adjusted return of portfolio A is higher. In the present case, portfolio B corresponds to the benchmark portfolio.

Introducing the notion of efficient portfolio makes it possible to formulate the optimal portfolio selection problem. For instance, the credit risk of a corporate bond portfolio can be considered to be the objective function
one wishes to minimize. The set of constraint functions can be formulated on the expected return of the portfolio and the market risk exposures. The solution to this optimization problem then provides the portfolio manager with an indicative bond portfolio that can help in the portfolio construction process. In the next section, I establish the set of constraint functions in connection with the optimization problem for constructing a replicating portfolio.

**Setting Up the Constraints**

I argued that in order to select implementable portfolios, one has to formulate the optimization problem such that an efficient portfolio is selected compared to the benchmark. I also mentioned that for such an optimization problem the expected return of the portfolio and market risk exposures serve as constraint functions. To help formulate the constraint functions of the optimization problem, denote the set of market risk factors modeled as \( N_p \) and the set of permissible bonds that can be held in the portfolio as \( N_a \).

The first set of constraint functions is on the market risk factor exposures of the portfolio. In Chapter 4, I defined six market risk factors and indicated how the sensitivity to these risk factors at the portfolio level can be determined. To set up the constraint functions for the optimal portfolio selection problem, however, one needs to know the sensitivity to various market risk factors at the individual bond level. The sensitivity in basis points of the \( i \)th bond to the \( k \)th market risk factor modeled can be determined from

\[
\frac{f_{ik}}{P_{dirty,i}} = 10,000 \times \frac{P^{k}_{dirty,i} - P_{dirty,i}}{P_{dirty,i}} \quad (10.1)
\]

In equation (10.1), \( P_{dirty,i} \) denotes the current dirty price of the bond for $1 face value and \( P^{k}_{dirty,i} \) is the price after a shock to the \( k \)th market risk factor. If \( NE_i \) denotes the nominal exposure to the \( i \)th bond in the portfolio, the market risk sensitivity to the \( k \)th risk factor is given by

\[
\frac{1}{M_P} \sum_{i \in N_a} NE_i \times P_{dirty,i} \times f_{ik} = \frac{P^{k}_{dirty,i}}{P_{dirty,i}} \quad (10.2)
\]

In equation (10.2), \( M_P \) denotes the amount that needs to be invested in the portfolio. If the intention is to have the same market risk sensitivity as the benchmark portfolio to the \( k \)th risk factor, then this constraint can be expressed as follows:

\[
\frac{1}{M_P} \sum_{i \in N_a} NE_i \times P_{dirty,i} \times f_{ik} = S^k_B \quad (10.3)
\]
In equation (10.3), \( S_B^k \) denotes the sensitivity of the benchmark to the \( k \)th market risk factor, which can be determined using equation (4.30) in Chapter 4. In setting up the constraint functions for the optimization problem, one can decide to enforce constraints on all or only some of the market risk factors.

The other constraint is on the expected return of the bond portfolio. The expected return on a corporate bond portfolio is the effective yield of the portfolio less the percentage expected loss on the portfolio. In practice, it is more convenient to split this constraint into two separate constraints, one on the portfolio effective yield and the other on the percentage expected loss of the portfolio. The effective yield of the portfolio is given by

\[
y_P = \frac{1}{M_P} \sum_{i \in N_a} \text{NE}_i \times P_{\text{dirty},i} \times y_i
\]  

(10.4)

If \( y_B \) denotes the effective yield of the benchmark, the constraint on the portfolio effective yield of the portfolio can be expressed as

\[
\frac{1}{M_P} \sum_{i \in N_a} \text{NE}_i \times P_{\text{dirty},i} \times y_i \geq y_B
\]  

(10.5)

The percentage expected loss on the portfolio is given by

\[
\%\text{EL}_P = \frac{1}{M_P} \sum_{i \in N_a} \text{NE}_i \times \mu_i
\]  

(10.6)

In equation (10.6), \( \mu_i \) corresponds to the expected loss on the \( i \)th bond held in the portfolio having a nominal exposure of $1. The percentage expected loss given by equation (10.6) is evaluated either under the default mode or under the migration mode depending on whether the optimization problem is formulated under the default mode or the migration mode, respectively. If the percentage expected loss of the benchmark is given by \( \%\text{EL}_B \), then the constraint on expected loss can be expressed as

\[
\frac{1}{M_P} \sum_{i \in N_a} \text{NE}_i \times \mu_i \leq \%\text{EL}_B
\]  

(10.7)

The constraint functions (10.5) and (10.7) jointly ensure that the expected return of the portfolio is not lower than that of the benchmark.

A standard requirement for any portfolio selection problem is that the portfolio is fully invested. This requirement can be expressed in terms of the following constraint:

\[
\sum_{i \in N_a} \text{NE}_i \times P_{\text{dirty},i} = M_P
\]  

(10.8)
Finally, to ensure that the portfolio does not have large exposures to a few bonds, one needs to impose constraints on the maximum nominal exposure to any bond issue. For instance, one can impose this constraint in terms of the maximum permissible nominal exposure of the $i$th bond in the portfolio relative to the issue size $S_i$ of the $i$th bond. If one chooses the exposure limit to be 5 percent of the respective issue sizes for all bonds in the portfolio, this constraint together with the constraint of no short positions can be expressed as

$$0 \leq NE_i \leq 0.05S_i, \quad i \in \mathbb{N}_a$$  \hspace{1cm} (10.9)

In the next section, I formulate an optimization problem to aid the selection of bonds in a portfolio construction process.

**The Optimization Problem**

To complete the formulation of the optimization problem, one needs to define the objective function. I indicated earlier that the objective function is the minimization of the credit risk of the portfolio. A useful measure of credit risk is the unexpected loss of the corporate bond portfolio. If the square of the unexpected loss of the portfolio is used as the objective function, then it is easy to show that the optimization problem is a quadratic programming problem. Given the computational attractiveness of quadratic programming problems, I formulate the portfolio construction problem in this framework. The next step is to establish the objective function of the optimization problem.

For notational simplicity, denote the unexpected loss of the $i$th bond for a nominal exposure $NE_i$ as

$$UL_i = NE_i \times \sigma_i$$  \hspace{1cm} (10.10)

In equation (10.10), $\sigma_i$ denotes the unexpected loss of the $i$th bond held in the portfolio for a nominal exposure of $1$. Again, the unexpected loss of the bond can be computed either under the default mode or under the migration mode. If $\rho_{ik}$ denotes the loss correlation between the $i$th bond and $k$th bond in the portfolio, the square of the percentage portfolio unexpected loss is given by

$$\%UL^2_P = \frac{1}{M^2} \sum_{i \in \mathbb{N}_a} \sum_{k \in \mathbb{N}_a} NE_i \times NE_k \times \sigma_i \times \sigma_k \times \rho_{ik}^\ell$$  \hspace{1cm} (10.11)

It is important to mention that if the unexpected loss of the $i$th bond and the loss correlation between the $i$th and the $k$th bonds in the portfolio are determined under the migration mode, the portfolio unexpected loss will be
captured under the migration mode. The objective function of the optimization problem will be the minimization of equation (10.11).

At this stage, many will have recognized the design variable of the optimization problem to be the nominal exposure amount of the \( i \)th bond in the portfolio. In general, some notational simplicity can be achieved if the design variables are transformed to be the relative nominal weights of the bonds. The relative nominal weight of the \( i \)th bond in the portfolio is given by

\[
\nu_i = \frac{\text{NE}_i}{M_p} 
\]  

(10.12)

The optimization problem to solve to guide the portfolio construction process is now as follows:

Minimize \[ \sum_{i \in N_a} \sum_{k \in N_n} \nu_i \nu_k \sigma_i \sigma_k \rho_{ik} \]

subject to the constraints

\[
\sum_{i \in N_a} \nu_i f_{ik} P_{\text{dirty},i} = S_{B,k}, \quad k \in \mathbb{N}_B
\]

\[
\sum_{i \in N_a} \nu_i y_i P_{\text{dirty},i} \geq y_B
\]

\[
\sum_{i \in N_a} \nu_i \mu_i \leq \% \text{EL}_B
\]

\[
\sum_{i \in N_a} \nu_i P_{\text{dirty},i} = 1
\]

\[
0 \leq \nu_i \leq 0.05 \frac{S_i}{M_p}, \quad i \in \mathbb{N}_a
\]

It is again useful to emphasize that this optimization problem is a quadratic programming problem in the design variable \( \nu_i \), which represents the relative nominal weight of the \( i \)th bond in the portfolio. The risk profile of the optimal portfolio composition resulting from solving this quadratic programming problem is presented in the next section.

**Optimal Portfolio Composition**

Again consider the 23-bond portfolio given in Exhibit 6.6 in Chapter 6 to serve as the benchmark portfolio. However, instead of the nominal exposure
to each bond being USD 20 million, assume that the nominal exposure is USD 200 million. Such a choice ensures that the benchmark risk profile is unaltered. I chose these nominal exposures so that the benchmark composition is representative of a typical market capitalization-based index. In selecting the optimal portfolio composition, assume that the amount to be invested in the corporate bond portfolio is USD 73 million. The optimal portfolio compositions have been determined both under the migration mode (PMM) and the default mode (PDM) assuming asset returns have a multivariate normal distribution. For computing the loss correlation between obligors, the asset return correlations given in Exhibit 6.7 in Chapter 6 were used. The composition of the optimal portfolios under the migration and default modes is shown in Exhibit 10.1.

In Exhibit 10.1, the optimal portfolio under the default mode was computed using KMV’s EDFs for the various issuers. Note that the composition

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Issuer</th>
<th>Maturity</th>
<th>Coupon (%)</th>
<th>PMM (mn $)</th>
<th>PDM (mn $)</th>
<th>PSM (mn $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Health Care Reit</td>
<td>15 Aug 07</td>
<td>7.500</td>
<td>1.721</td>
<td>10.000</td>
<td>1.230</td>
</tr>
<tr>
<td>2</td>
<td>Hilton Hotels</td>
<td>15 May 08</td>
<td>7.625</td>
<td>1.374</td>
<td>2.367</td>
<td>1.300</td>
</tr>
<tr>
<td>3</td>
<td>Apple Computer</td>
<td>15 Feb 04</td>
<td>6.500</td>
<td>1.998</td>
<td>1.039</td>
<td>1.507</td>
</tr>
<tr>
<td>4</td>
<td>Delta Air Lines</td>
<td>15 Dec 09</td>
<td>7.900</td>
<td>1.179</td>
<td>2.949</td>
<td>0.962</td>
</tr>
<tr>
<td>5</td>
<td>Alcoa Inc</td>
<td>01 Jun 06</td>
<td>5.875</td>
<td>2.150</td>
<td>1.661</td>
<td>1.692</td>
</tr>
<tr>
<td>6</td>
<td>ABN Amro Bank</td>
<td>31 May 05</td>
<td>7.250</td>
<td>7.548</td>
<td>3.974</td>
<td>9.373</td>
</tr>
<tr>
<td>7</td>
<td>Abbey Natl Plc</td>
<td>17 Nov 05</td>
<td>6.690</td>
<td>2.729</td>
<td>0.483</td>
<td>1.651</td>
</tr>
<tr>
<td>8</td>
<td>Alliance Capital</td>
<td>15 Aug 06</td>
<td>5.625</td>
<td>7.187</td>
<td>0.000</td>
<td>9.206</td>
</tr>
<tr>
<td>9</td>
<td>Aegon Nv</td>
<td>15 Aug 06</td>
<td>8.000</td>
<td>8.406</td>
<td>5.551</td>
<td>10.000</td>
</tr>
<tr>
<td>10</td>
<td>Abbott Labs</td>
<td>01 Jul 06</td>
<td>5.625</td>
<td>0.038</td>
<td>5.401</td>
<td>0.122</td>
</tr>
<tr>
<td>11</td>
<td>Caterpillar Inc</td>
<td>01 May 06</td>
<td>5.950</td>
<td>1.579</td>
<td>1.401</td>
<td>0.253</td>
</tr>
<tr>
<td>12</td>
<td>Coca Cola Enter</td>
<td>15 Aug 06</td>
<td>5.375</td>
<td>0.957</td>
<td>0.206</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>Countrywide Home</td>
<td>01 Aug 06</td>
<td>5.500</td>
<td>0.983</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>14</td>
<td>Colgate-Palm Co</td>
<td>29 Apr 05</td>
<td>3.980</td>
<td>0.000</td>
<td>6.540</td>
<td>0.000</td>
</tr>
<tr>
<td>15</td>
<td>Hershey Foods Co</td>
<td>01 Oct 05</td>
<td>6.700</td>
<td>2.074</td>
<td>10.000</td>
<td>2.207</td>
</tr>
<tr>
<td>16</td>
<td>IBM Corp</td>
<td>01 Oct 06</td>
<td>4.875</td>
<td>0.235</td>
<td>1.412</td>
<td>0.000</td>
</tr>
<tr>
<td>17</td>
<td>Johnson Controls</td>
<td>15 Nov 06</td>
<td>5.000</td>
<td>3.134</td>
<td>2.632</td>
<td>2.286</td>
</tr>
<tr>
<td>18</td>
<td>JP Morgan Chase</td>
<td>01 Jun 05</td>
<td>7.000</td>
<td>5.280</td>
<td>0.490</td>
<td>4.984</td>
</tr>
<tr>
<td>20</td>
<td>Oracle Corp</td>
<td>15 Feb 07</td>
<td>6.910</td>
<td>7.225</td>
<td>1.460</td>
<td>8.762</td>
</tr>
<tr>
<td>21</td>
<td>Pub Svc EL &amp; Gas</td>
<td>01 Mar 06</td>
<td>6.750</td>
<td>3.709</td>
<td>0.520</td>
<td>4.095</td>
</tr>
<tr>
<td>22</td>
<td>Procter &amp; Gamble</td>
<td>30 Apr 05</td>
<td>4.000</td>
<td>0.000</td>
<td>6.382</td>
<td>0.000</td>
</tr>
<tr>
<td>23</td>
<td>PNC Bank NA</td>
<td>01 Aug 06</td>
<td>5.750</td>
<td>0.997</td>
<td>1.289</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*PMM, Portfolio composition under migration mode; PDM, portfolio composition under default mode; PSM, portfolio composition under stress mode.*
of the optimal portfolios under the migration and default modes is very different. This is to be expected because the default probabilities for the issuers are completely different if we adopt the KMV framework to estimate them. To provide a comparison of the various risk measures of the optimal portfolio against the benchmark, Exhibits 10.2 and 10.3 show the credit risk and market risk measures for the PMM portfolio.

**Remarks** Comparing the credit risk measures given in Exhibit 9.5 in Chapter 9 and Exhibit 10.2, one can see that the optimal portfolio has a significantly improved risk–return characteristic compared to the portfolio composition given in Exhibit 9.1 in Chapter 9. The active portfolio, which serves to capture the relative risks, also has significantly lower risks when the PMM portfolio is used for benchmark replication. For instance, the average underperformance in the worst-case 10 percent scenarios is reduced from 126 basis points to 39 basis points when the PMM portfolio is held. The market risk presented in Exhibit 10.3 shows that both the benchmark and the optimal portfolio have identical market risk exposures.

At this stage, there might be some concern that holding any of the optimal portfolios will require buying more than 90 percent of the bonds in

### Exhibit 10.2  Credit Risk Measures for Portfolio Composition Under Migration Mode (PMM)

<table>
<thead>
<tr>
<th>Description</th>
<th>PMM Portfolio (bp)</th>
<th>Benchmark (bp)</th>
<th>Active Portfolio (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%EL</td>
<td>25.1</td>
<td>34.0</td>
<td>-9.0</td>
</tr>
<tr>
<td>%UL</td>
<td>72.6</td>
<td>88.8</td>
<td>46.8</td>
</tr>
<tr>
<td>%CrVaR&lt;sub&gt;90%&lt;/sub&gt;</td>
<td>75.9</td>
<td>102.9</td>
<td>15.3</td>
</tr>
<tr>
<td>%ESR&lt;sub&gt;90%&lt;/sub&gt;</td>
<td>174.8</td>
<td>240.3</td>
<td>38.9</td>
</tr>
</tbody>
</table>
the benchmark. For a benchmark comprising several hundred bonds, such a strategy will be very expensive from the transaction cost point of view. In practice, however, when the benchmark portfolio consists of several hundred bonds, an optimal replicating portfolio comprising only a fraction of the bonds in the benchmark can be found.

Finally, it is important to observe that the optimal portfolio is not a true replicating portfolio because there is still considerable residual credit risk between the benchmark and the optimal portfolio. However, this was not the intention in the first place, as can be seen from the formulation of the optimal portfolio selection problem.

Robustness of Portfolio Composition

The optimal portfolio composition under the migration mode in Exhibit 10.1 was determined under normal market conditions. A question of practical interest here is how the composition of the PMM portfolio changes if some input parameters used in the credit model are changed. In other words, one is interested in the robustness of the optimal portfolio composition under different model parameter assumptions. To examine this, the credit risk model parameters were changed to introduce a 20 percent stress factor scenario discussed in Chapter 9. The optimal portfolio composition for this scenario was computed under the migration mode with the multivariate $t$-distribution assumption for asset returns. The composition of the optimal portfolio resulting from this exercise is shown in Exhibit 10.1 under the heading PSM.

Notice that in spite of the large changes to the model input parameters, the portfolio composition reveals similar under- and over-weight positions in the bonds relative to the benchmark composition. Clearly, this suggests that the portfolio composition is less sensitive to parameter uncertainty, provided the modeling framework for credit risk measurement remains the same. Based on this observation, it is fair to say that the optimal portfolio selection approach presented here will help a portfolio manager to identify a list of bonds and the relative nominal amounts to be held in the portfolio construction process.

PORTFOLIO REBALANCING

The focus so far has been on how to construct a portfolio when a new portfolio mandate is awarded. However, this is something that happens rather infrequently in the portfolio management business. A case of much more practical interest to portfolio managers concerns the rebalancing trades that need to be carried out resulting either from changes to the
benchmark composition or from injections and withdrawals from the portfolio that may take place periodically. An important requirement when rebalancing trades are performed is to keep the turnover of the portfolio small to minimize the transactions costs. I define turnover as the percentage of the current market value of the portfolio that needs to be liquidated to rebalance the portfolio (excluding the part required to meet cash withdrawals).

Enforcing turnover constraints in portfolio optimization problems is rather difficult. The approach I take to incorporate this constraint is to solve the portfolio-rebalancing problem in a two-step process. In the first step, one identifies a list of tentative sell transactions from the existing portfolio holdings that meets the turnover constraint while reducing the relative credit risk between the portfolio and the benchmark. In the second step, one determines the actual transactions required to be done taking into consideration the sell recommendations. These transactions are chosen such that the rebalanced portfolio has improved risk-adjusted return relative to the benchmark. Following such a two-step process keeps the complexity of the portfolio-rebalancing problem manageable. The details regarding this optimization approach are discussed in what follows.

Identifying Sell Transactions

In this section, I discuss the formulation of the optimization problem to identify the tentative list of sell transactions. A key requirement in doing this is to keep the portfolio turnover small. If the portfolio rebalancing trades have to be done primarily to meet cash withdrawals, the objective is limited to identifying only the sell transactions. Hence, the problem of greater practical interest is portfolio rebalancing under the condition that the net injection into the portfolio is either zero or positive. I assume that this is the case in the optimization problem formulation.

Before proceeding to set up the optimization problem, I define the following variables, which will be used in formulating the optimization problem. All exposure amounts given are assumed to be in the base currency of the portfolio.

\[
\begin{align*}
NE_{i,P} &= \text{Nominal exposure of the } i\text{th bond in the current portfolio.} \\
NE_{i,B} &= \text{Nominal exposure of the } i\text{th bond in the benchmark.} \\
NE_{i,\text{sell}} &= \text{Nominal amount of the } i\text{th bond in the portfolio to be sold.} \\
NE_{i,A} &= \text{Nominal exposure of the } i\text{th bond in the active portfolio after the bond sale.} \\
M_P &= \text{Market value of the current portfolio excluding new cash injections.} \\
M_B &= \text{Market value of the benchmark.}
\end{align*}
\]
\[ \omega_{i,p} = \text{Weight of the } i\text{th bond in the current portfolio, given by } \frac{\text{NE}_{i,p}}{M_p}. \]
\[ \omega_{i,B} = \text{Weight of the } i\text{th bond in the benchmark, given by } \frac{\text{NE}_{i,B}}{M_B}. \]
\[ \omega_i = \text{Weight of the } i\text{th bond in the portfolio to be sold, given by } \frac{\text{NE}_i}{M_p}. \]
\[ \omega_{i,A} = \text{Weight of the } i\text{th bond in the active portfolio after the bond sale, given by } \frac{\text{NE}_{i,A}}{M_p}. \]
\[ \sigma_i = \text{Unexpected loss of the } i\text{th bond for } \$1 \text{ nominal exposure.} \]
\[ \rho_{i,k} = \text{Loss correlation between the } i\text{th and the } k\text{th bond.} \]
\[ \mathbb{N}_\alpha = \text{Set of permissible bonds in the portfolio.} \]
\[ \tau = \text{Maximum permissible turnover as a percentage of current portfolio size.} \]

I mentioned that the sell transactions will be chosen so as to reduce the relative credit risk between the portfolio and the benchmark. The relative credit risk between the portfolio and the benchmark can be defined in terms of the unexpected loss of the active portfolio. Hence, the objective function of the optimization problem that identifies the sell transactions will be some suitable function of the unexpected loss of the active portfolio. I now formulate such an objective function that will enable us to identify the sell transactions.

Assume that a portion \( \omega_i \) of the \( i\text{th} \) bond holding in the portfolio has been sold. Under this scenario, the weight of the \( i\text{th} \) bond in the active portfolio after the bond sale is given by

\[ \omega_{i,A} = \omega_{i,p} - \omega_i - \omega_{i,B}, \quad i \in \mathbb{N}_\alpha \quad (10.13) \]

Note that if investments are made in bonds that are not contained in the benchmark, then the benchmark weights for those bonds are zero in equation (10.13). The square of the percentage unexpected loss of the active portfolio after the bond sales is given by

\[ \% \text{UL}_A^2 = \sum_{i \in \mathbb{N}_\alpha} \sum_{k \in \mathbb{N}_\alpha} \omega_{i,A} \omega_{k,A} \sigma_i \sigma_k \rho_{ik} \quad (10.14) \]

In matrix notation, this equation can be compactly written as

\[ \% \text{UL}_A^2 = \omega_A^T \Omega \omega_A \quad (10.15) \]

Here, \( \Omega \) is a matrix with elements \( \Omega_{ik} = \sigma_i \sigma_k \rho_{ik} \) and \( \omega_A \) denotes the vector of bond weights in the active portfolio. To develop the objective function of the optimization problem, one needs to expand the right-hand side of equation (10.15) into its component parts. Making use of equation (10.13)
gives the following relation:

\[ w_A^T \Omega w_A = (w_P - w - w_B)^T \Omega (w_P - w - w_B) \]
\[ = w^T \Omega w + 2(w_B - w_P)^T \Omega w + w_P^T \Omega w_P + w_B^T \Omega w_B \]  
(10.16)

Noting that the last two terms in equation (10.16) are constants, one can rewrite equation (10.15) as

\[ \% \text{UL}_A^2 = w^T \Omega w + 2c^T w + \text{constant} \]  
(10.17)

where

\[ c^T = (w_B - w_P)^T \Omega \]  
(10.18)

If the objective is to minimize the unexpected loss of the active portfolio, equation (10.17) can serve as a suitable objective function for the optimization problem.

The constraints for the optimization problem are to limit the turnover to be less than \( \tau \) and to exclude the possibility of short positions in any bonds. The optimization problem for identifying the sell transactions during the first stage of the rebalancing process with these constraints imposed is given as follows:

\[
\begin{align*}
\text{Minimize} & \quad w^T \Omega w + 2c^T w \\
\text{subject to the constraints} & \quad \sum_{i \in \mathbb{N}_a} w_i \leq \tau \\
& \quad 0 \leq w_i \leq w_{i,p}, \quad i \in \mathbb{N}_a
\end{align*}
\]

The optimization problem formulated here is a quadratic programming problem. Solving this quadratic programming problem provides a list of tentative sell transactions. The nominal amounts associated with these sell transactions are given by

\[ \text{NE}_{i, \text{sell}} = w_i \times M_p, \quad i \in \mathbb{N}_a \]  
(10.19)

In the next section, I discuss the second stage of the optimization process that will help identify the actual transactions to be done to rebalance the portfolio.

**Identifying the Rebalancing Trades**

The first stage of the optimization problem made it possible to identify the transactions that will reduce the relative risk between the portfolio and the benchmark. For the second stage of the optimization problem, assume that the portfolio holdings have been modified to take into account the sale
recommendations. With this change in place, one identifies the actual rebalancing trades to be performed such that the rebalanced portfolio replicates the market risk characteristics of the benchmark and offers an improved risk-adjusted return relative to the benchmark. The following mathematical formulation of the optimization problem assumes that all cash holdings have to be fully invested.

Let $C_I$ denote the cash injection into the portfolio. The new market value of the portfolio after the cash injection is given by

$$M'_p = M_p + C_I$$  \hspace{1cm} (10.20)

The new bond holdings in the portfolio assuming the nominal amounts given by equation (10.19) are sold is given by

$$NE'_{i,p} = NE_{i,p} - NE_{i,sell}, \quad i \in N_a$$  \hspace{1cm} (10.21)

The relative weight of the $i$th bond in the portfolio after the tentative bond sales is given by

$$x_{i,p} = \frac{NE'_{i,p}}{M'_p}, \quad i \in N_a$$  \hspace{1cm} (10.22)

If $NE_{i,\text{buy}}$ denotes the nominal amount of the $i$th bond that is bought, the relative weight of this bond in the portfolio is given by

$$x_i = \frac{NE_{i,\text{buy}}}{M'_p}$$  \hspace{1cm} (10.23)

After executing these transactions, the relative weight of the $i$th bond in the portfolio is $x_i + x_{i,p}$. The square of the percentage unexpected loss of the portfolio with these bond holdings is given by

$$%UL_p^2 = \sum_{i \in N_a} \sum_{k \in N_a} (x_i + x_{i,p})(x_k + x_{k,p})\sigma_i\sigma_k\rho_{ik}$$  \hspace{1cm} (10.24)

In matrix notation, this equation can be compactly written as

$$%UL_p^2 = (x + x_p)^T\Omega(x + x_p)$$
$$= x^T\Omega x + 2x_p^T\Omega x + x_p^T\Omega x_p$$  \hspace{1cm} (10.25)

Considering that the relative weight vector $x_p$ is a constant, equation (10.25) can be rewritten as

$$%UL_p^2 = x^T\Omega x + 2b^T x + \text{constant}$$  \hspace{1cm} (10.26)

I mentioned that the buy transaction will be driven by the motivation to improve the risk-adjusted return of the portfolio relative to the benchmark.
In this case, equation (10.26) can serve as a suitable objective function to the optimization problem. It is useful to note that the design variables for the optimization problem are the relative weights $x_i$ of the $i$th bond to be bought.

The constraint functions for the optimization problem are very similar to the ones imposed for the portfolio construction process. The only difference is that the design variables here are the relative weights of the incremental buy transactions, whereas earlier they were the relative weights of the bonds in the portfolio. Taking account of this difference in the constraint function formulations, the optimization problem to determine the buy transactions can be stated as follows:

Minimize $x^T \Omega x + 2b^Tx$

subject to the constraints

$$\sum_{i \in N_u} x_i f_{ik} P_{\text{dirty},i} = S_B^k - \sum_{i \in N_u} x_{i,p} f_{ik} P_{\text{dirty},i}, \quad k \in N_B$$

$$\sum_{i \in N_u} x_i y_i P_{\text{dirty},i} \geq y_B - \sum_{i \in N_u} x_{i,p} y_i P_{\text{dirty},i} - \text{tolerance}$$

$$\sum_{i \in N_u} x_i \mu_i \leq \% \text{EL}_B - \sum_{i \in N_u} x_{i,p} \mu_i$$

$$\sum_{i \in N_u} x_i P_{\text{dirty},i} = 1 - \sum_{i \in N_u} x_{i,p} P_{\text{dirty},i}$$

$$0 \leq x_i \leq 0.05 \frac{S_i}{M_p} - x_{i,p}, \quad i \in N_a$$

Note that the constraint function for the portfolio yield introduces a small tolerance for deviation below the benchmark’s yield. Introducing this tolerance provides some flexibility in finding suitable rebalancing trades while meeting the turnover constraint. I chose a 5-basis point tolerance for yield deviation in the numerical examples presented in the next section.

**Remarks** Practitioners may find the constraint function on the market risk factors $k \in N_B$ rather restrictive. In this case, some of the market risk factors can be relaxed or some tolerances could be set. One could also consider collapsing all the market risk factor constraints into a single constraint on the effective duration of the portfolio. For instance, if $D_B$ denotes the effective duration of the benchmark and $D_i$ the effective duration of the $i$th bond in the portfolio, the market risk constraint can be expressed simply as

$$\sum_{i \in N_u} x_i D_i = D_B - \sum_{i \in N_u} x_{i,p} D_i$$
If corporate bonds denominated in currencies other than the base currency of the portfolio are held, the resulting exchange rate risk can be hedged through currency forwards separately. Note that if only the effective duration of the portfolio is set to be equal to that of the benchmark, there will be a small residual tracking error arising from market risk factors.

**Numerical Results**

Assume that the current portfolio holding is the one given in Exhibit 9.1 in Chapter 9 and the benchmark is the 23-bond portfolio with nominal exposures of USD 200 million each. Consider rebalancing this portfolio with a 10 percent turnover constraint. The two-step optimization process described here has been used to identify the rebalancing trades. Exhibit 10.4

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Issuer</th>
<th>Maturity</th>
<th>CPH (mn $)</th>
<th>RMM (mn $)</th>
<th>RDM (mn $)</th>
<th>RSM (mn $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Health Care Reit</td>
<td>15 Aug 07</td>
<td>10.000</td>
<td>4.791</td>
<td>10.000</td>
<td>5.613</td>
</tr>
<tr>
<td>2</td>
<td>Hilton Hotels</td>
<td>15 May 08</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>Apple Computer</td>
<td>15 Feb 04</td>
<td>0.000</td>
<td>1.497</td>
<td>1.018</td>
<td>1.655</td>
</tr>
<tr>
<td>4</td>
<td>Delta Air Lines</td>
<td>15 Dec 09</td>
<td>0.000</td>
<td>3.289</td>
<td>2.817</td>
<td>3.073</td>
</tr>
<tr>
<td>5</td>
<td>Alcoa Inc</td>
<td>01 Jun 06</td>
<td>10.000</td>
<td>10.000</td>
<td>10.000</td>
<td>10.000</td>
</tr>
<tr>
<td>6</td>
<td>ABN Amro Bank</td>
<td>31 May 05</td>
<td>0.000</td>
<td>0.000</td>
<td>1.089</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>Abbey Natl Plc</td>
<td>17 Nov 05</td>
<td>10.000</td>
<td>10.000</td>
<td>10.000</td>
<td>10.000</td>
</tr>
<tr>
<td>8</td>
<td>Alliance Capital</td>
<td>15 Aug 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>9</td>
<td>Aegon Nv</td>
<td>15 Aug 06</td>
<td>0.000</td>
<td>0.000</td>
<td>1.319</td>
<td>0.000</td>
</tr>
<tr>
<td>10</td>
<td>Abbott Labs</td>
<td>01 Jul 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>11</td>
<td>Caterpillar Inc</td>
<td>01 May 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>12</td>
<td>Coca Cola Enter</td>
<td>15 Aug 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>Countrywide Home</td>
<td>01 Aug 06</td>
<td>10.000</td>
<td>10.000</td>
<td>5.348</td>
<td>10.000</td>
</tr>
<tr>
<td>14</td>
<td>Colgate-Palm Co</td>
<td>29 Apr 05</td>
<td>10.000</td>
<td>10.000</td>
<td>10.000</td>
<td>10.000</td>
</tr>
<tr>
<td>15</td>
<td>Hershey Foods Co</td>
<td>01 Oct 05</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>16</td>
<td>IBM Corp</td>
<td>01 Oct 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>17</td>
<td>Johnson Controls</td>
<td>15 Nov 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.056</td>
<td>0.000</td>
</tr>
<tr>
<td>18</td>
<td>JP Morgan Chase</td>
<td>01 Jun 05</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>19</td>
<td>Bank One NA ILL</td>
<td>26 Mar 07</td>
<td>0.000</td>
<td>2.925</td>
<td>1.297</td>
<td>3.021</td>
</tr>
<tr>
<td>20</td>
<td>Oracle Corp</td>
<td>15 Feb 07</td>
<td>10.000</td>
<td>8.854</td>
<td>7.606</td>
<td>8.700</td>
</tr>
<tr>
<td>21</td>
<td>Pub Svc EL &amp; Gas</td>
<td>01 Mar 06</td>
<td>10.000</td>
<td>9.055</td>
<td>9.746</td>
<td>8.386</td>
</tr>
<tr>
<td>22</td>
<td>Procter &amp; Gamble</td>
<td>30 Apr 05</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>23</td>
<td>PNC Bank NA</td>
<td>01 Aug 06</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*CPH, Current portfolio holding; RMM, rebalanced portfolio under migration mode; RDM, rebalanced portfolio under default mode; RSM, rebalanced portfolio under stress mode.*
shows the composition of the rebalanced portfolios when different credit risk aggregation methods are used. Also shown in this exhibit is the rebalanced portfolio under a 20 percent stress factor scenario and multivariate t distribution for asset returns.

Note that although the composition of the rebalanced portfolios under the migration mode and the stress mode are very similar, the portfolio composition under the default mode is somewhat different.

Exhibit 10.5 provides a comparison of various credit risk measures of interest for the portfolio and the benchmark. Comparing Exhibit 9.5 in Chapter 9 and Exhibit 10.5 shows that the credit risk measures of the portfolio are more aligned with the benchmark’s credit risk measures after the rebalancing. One can also infer this from the relative risk measures captured by the active portfolio. For instance, the ESR at 90 percent level of confidence for the rebalanced portfolio is roughly 50 basis points lower than for the original portfolio composition. The market risk measures given in Exhibit 10.6 indicate that there is very little relative market risk between the portfolio and the benchmark.

### EXHIBIT 10.5  Credit Risk Measures for Rebalanced Portfolio Under Migration Mode (RMM)

<table>
<thead>
<tr>
<th>Description</th>
<th>RMM Portfolio (bp)</th>
<th>Benchmark (bp)</th>
<th>Active Portfolio (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%EL</td>
<td>33.6</td>
<td>34.0</td>
<td>-0.4</td>
</tr>
<tr>
<td>%UL</td>
<td>101.9</td>
<td>88.8</td>
<td>63.4</td>
</tr>
<tr>
<td>%CrVaR(_{90%})</td>
<td>105.6</td>
<td>102.9</td>
<td>26.3</td>
</tr>
<tr>
<td>%ESR(_{90%})</td>
<td>251.0</td>
<td>240.3</td>
<td>76.3</td>
</tr>
</tbody>
</table>

### EXHIBIT 10.6  Market Risk Measures for Rebalanced Portfolio Under Migration Mode

<table>
<thead>
<tr>
<th>Description</th>
<th>Portfolio</th>
<th>Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective yield (%)</td>
<td>5.55</td>
<td>5.58</td>
</tr>
<tr>
<td>Effective duration</td>
<td>3.549</td>
<td>3.548</td>
</tr>
<tr>
<td>Effective convexity</td>
<td>16.05</td>
<td>16.20</td>
</tr>
<tr>
<td>%VaR (90% confidence level) (%)</td>
<td>3.41</td>
<td>3.41</td>
</tr>
<tr>
<td>%ESR (90% confidence level) (%)</td>
<td>4.69</td>
<td>4.69</td>
</tr>
<tr>
<td>Shift sensitivity (USD swap curve) (bp)</td>
<td>35.57</td>
<td>35.56</td>
</tr>
<tr>
<td>Twist sensitivity (USD swap curve) (bp)</td>
<td>-2.56</td>
<td>-2.55</td>
</tr>
</tbody>
</table>
DEVIL IN THE PARAMETERS: A CASE STUDY

Practitioners view the use of optimization techniques for portfolio selection with skepticism. A major criticism of optimization techniques is that the composition of the optimal portfolio is very sensitive to the choice of the input parameters. Because the errors in the input parameter estimates can be large, the practical value of the optimal portfolio composition is often put to question. Much of this criticism has been directed against mean-variance portfolio optimization for which the estimate of the expected return of assets in the portfolio plays an important role in the composition of the optimal portfolio. It is natural that practitioners will have similar concerns as regards the portfolio composition derived using optimization techniques for replicating a corporate bond benchmark. In particular, practitioners would wish to know how the composition of the optimal portfolio changes for a different parametrization of the credit risk model as applied to a real-world portfolio construction problem.

To address this, I consider the bond portfolio selection problem presented in Ramaswamy (2002) for replicating a single-A rated corporate benchmark in the 1- to 5-year sector of the U.S. dollar market. This benchmark, constructed as of 31 August 2001, contains 655 bonds. Contrasting the optimal portfolio composition presented in that study with the optimal portfolio composition resulting from the use of the modeling parametrization suggested in this book will provide an interesting case study for practitioners. This is because both approaches are similar in terms of formulating the portfolio selection problem. However, the model parameters for computing credit risk used in the study are quite different from the ones used here. The important differences are that the recovery rate and its volatility are estimated for each industry sector and correlation between industry index returns is used to infer the asset return correlation between obligors. Furthermore, for computing portfolio credit risk, loss given default values instead of loss on default and default correlation rather than loss correlation are used.

The question of interest is how the composition of the optimal portfolio will differ from the one reported in Ramaswamy (2002) when the parametrization suggested in this book for modeling credit is used. A more important question, however, is whether it is possible to explain the differences in the portfolio composition on the basis of the model parameters used to quantify credit risk. If it is possible to relate the differences in portfolio composition to particular model parameter choices, then it will be possible to make value judgments as to how one can deviate from the optimal portfolio composition if it is deemed necessary from an implementation perspective. To address the last point, I briefly review the important differences in the choice of the credit risk model parameters.
The most obvious difference in model parameter values is the recovery rate statistic used to quantify credit risk at the obligor level. Whereas the approach taken in this book does not distinguish between recovery rate statistics for senior unsecured bonds at the obligor level, the approach taken in Ramaswamy (2002) makes this distinction explicit, the details of which are shown in Exhibit 10.7. The recovery rate statistics shown in Exhibit 10.7 are based on a study reported by Altman and Kishore, which documents the observed variations in recovery rates across industry sectors using defaulted bond data over the period 1971 to 1995.2

The second important difference is the choice of the asset return correlation values between obligor pairs in the Ramaswamy study. Motivated by the approach taken in the CreditMetrics Technical Document, correlations between different industry index returns are used as a proxy for inferring asset return correlation between obligor pairs. Specifically, obligors are mapped to different industry sectors (38 in all) and the equity industry index return correlations are scaled by a factor of 0.4 to proxy asset return correlations between obligors.

To make the comparisons meaningful, I adopt the default mode approach to construct the optimal portfolio. Furthermore, I use the 1-year EDFs provided by KMV Corporation as of end of July 2001 as an estimate of the default probabilities for obligors in the benchmark as in the Ramaswamy study. The composition of the optimal portfolios and the benchmark broken down at the industry sector level are shown in Exhibit 10.8. In this exhibit, the column under Study corresponds to the optimal portfolio composition reported in the Ramaswamy study and the column under Book corresponds to the optimal portfolio composition when the model parameters suggested in this book are used.

Examining Exhibit 10.8 shows some significant differences in exposures to various industry sectors when different model parametrizations are used. For instance, the Book composition has almost benchmark-neutral exposure to banks but has a significant overweight relative to the Study composition. Both portfolios overweight the utilities sector relative to the benchmark, but the Study composition has a significantly greater exposure to utilities. A careful examination of the recovery rate statistics for these two industry sectors reveals that the assumed recovery rate for the banking sector is 29.3 percent and that for the utilities sector is 70.5 percent, both being widely different from the industrywide average recovery rate of 47 percent.3 This leads to a large overweight of the utilities sector and a significant underweight of the banking sector in the optimal portfolio composition under Study.

Besides the actual recovery rate values, the volatility of the recovery rate values also appears to have a marginal influence on the portfolio composition. For instance, the textiles and apparel sector has very low recovery
**EXHIBIT 10.7** Recovery Rate Statistics for Various Industries

<table>
<thead>
<tr>
<th>MSCI Industrya</th>
<th>Code</th>
<th>Recovery (%)</th>
<th>LGD (%)</th>
<th>Vol LGD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerospace and military technology</td>
<td>AERO</td>
<td>38.4</td>
<td>61.6</td>
<td>28.0</td>
</tr>
<tr>
<td>Construction and housing</td>
<td>CONS</td>
<td>35.3</td>
<td>64.7</td>
<td>28.7</td>
</tr>
<tr>
<td>Data processing and reproduction</td>
<td>DP</td>
<td>37.1</td>
<td>62.9</td>
<td>20.8</td>
</tr>
<tr>
<td>Electrical and electronics</td>
<td>EL</td>
<td>46.1</td>
<td>53.9</td>
<td>20.1</td>
</tr>
<tr>
<td>Electronic components, instruments</td>
<td>ECOM</td>
<td>46.1</td>
<td>53.9</td>
<td>20.1</td>
</tr>
<tr>
<td>Energy equipment and services</td>
<td>ENEQ</td>
<td>47.4</td>
<td>52.6</td>
<td>28.0</td>
</tr>
<tr>
<td>Industrial components</td>
<td>INDC</td>
<td>47.4</td>
<td>52.6</td>
<td>25.0</td>
</tr>
<tr>
<td>Machinery and engineering</td>
<td>MACH</td>
<td>50.5</td>
<td>49.5</td>
<td>25.0</td>
</tr>
<tr>
<td>Appliances and household durables</td>
<td>APP</td>
<td>40.1</td>
<td>59.9</td>
<td>25.0</td>
</tr>
<tr>
<td>Automobiles</td>
<td>AUTO</td>
<td>42.3</td>
<td>57.7</td>
<td>25.0</td>
</tr>
<tr>
<td>Beverages and tobacco</td>
<td>BEV</td>
<td>45.3</td>
<td>54.7</td>
<td>21.7</td>
</tr>
<tr>
<td>Food and household products</td>
<td>FOOD</td>
<td>45.3</td>
<td>54.7</td>
<td>21.7</td>
</tr>
<tr>
<td>Health and personal care</td>
<td>HLTH</td>
<td>26.5</td>
<td>73.5</td>
<td>22.7</td>
</tr>
<tr>
<td>Recreation and others</td>
<td>REC</td>
<td>40.2</td>
<td>59.8</td>
<td>25.7</td>
</tr>
<tr>
<td>Textiles and apparel</td>
<td>TEX</td>
<td>31.7</td>
<td>68.3</td>
<td>15.2</td>
</tr>
<tr>
<td>Energy sources</td>
<td>EN</td>
<td>67.3</td>
<td>32.7</td>
<td>18.0</td>
</tr>
<tr>
<td>Utilities, electrical and gas</td>
<td>UT</td>
<td>70.5</td>
<td>29.5</td>
<td>19.5</td>
</tr>
<tr>
<td>Banking</td>
<td>BANK</td>
<td>29.3</td>
<td>70.7</td>
<td>25.7</td>
</tr>
<tr>
<td>Financial services</td>
<td>FIN</td>
<td>42.1</td>
<td>57.9</td>
<td>25.7</td>
</tr>
<tr>
<td>Insurance</td>
<td>INS</td>
<td>31.5</td>
<td>68.5</td>
<td>25.7</td>
</tr>
<tr>
<td>Real estate</td>
<td>RE</td>
<td>34.2</td>
<td>65.8</td>
<td>28.7</td>
</tr>
<tr>
<td>Multi-industry</td>
<td>MULT</td>
<td>48.7</td>
<td>51.3</td>
<td>25.0</td>
</tr>
<tr>
<td>Gold mines</td>
<td>GOLD</td>
<td>40.7</td>
<td>59.3</td>
<td>18.0</td>
</tr>
<tr>
<td>Building materials and components</td>
<td>BM</td>
<td>32.3</td>
<td>67.7</td>
<td>22.9</td>
</tr>
<tr>
<td>Chemicals</td>
<td>CHEM</td>
<td>58.0</td>
<td>42.0</td>
<td>27.1</td>
</tr>
<tr>
<td>Forest products and paper</td>
<td>FP</td>
<td>29.8</td>
<td>70.2</td>
<td>24.4</td>
</tr>
<tr>
<td>Metals, nonferrous</td>
<td>MNF</td>
<td>46.1</td>
<td>53.9</td>
<td>22.9</td>
</tr>
<tr>
<td>Metals, steel</td>
<td>STL</td>
<td>46.1</td>
<td>53.9</td>
<td>22.9</td>
</tr>
<tr>
<td>Miscellaneous materials and commodities</td>
<td>MMC</td>
<td>32.2</td>
<td>67.8</td>
<td>22.9</td>
</tr>
<tr>
<td>Broadcasting and publishing</td>
<td>BRD</td>
<td>39.0</td>
<td>61.0</td>
<td>20.8</td>
</tr>
<tr>
<td>Business and public services</td>
<td>BS</td>
<td>46.2</td>
<td>53.8</td>
<td>25.0</td>
</tr>
<tr>
<td>Leisure and tourism</td>
<td>LEI</td>
<td>40.2</td>
<td>59.8</td>
<td>25.7</td>
</tr>
<tr>
<td>Merchandising</td>
<td>MER</td>
<td>33.2</td>
<td>66.8</td>
<td>20.5</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>TEL</td>
<td>26.4</td>
<td>73.6</td>
<td>20.8</td>
</tr>
<tr>
<td>Transportation, airlines</td>
<td>AIR</td>
<td>39.5</td>
<td>60.5</td>
<td>28.0</td>
</tr>
<tr>
<td>Transportation, road and rail</td>
<td>RR</td>
<td>43.6</td>
<td>56.4</td>
<td>28.0</td>
</tr>
<tr>
<td>Transportation, shipping</td>
<td>SHIP</td>
<td>38.4</td>
<td>61.6</td>
<td>28.0</td>
</tr>
<tr>
<td>Wholesale and international trade</td>
<td>TRD</td>
<td>44.0</td>
<td>56.0</td>
<td>22.1</td>
</tr>
</tbody>
</table>

aMorgan Stanley Capital International.
### EXHIBIT 10.8  Sector Concentrations of Benchmark and Optimal Portfolios

<table>
<thead>
<tr>
<th>MSCI Industry(^a)</th>
<th>Benchmark (%)</th>
<th>Study (%)</th>
<th>Book (%)</th>
<th>MMode (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerospace and military technology</td>
<td>1.19</td>
<td>4.72</td>
<td>2.23</td>
<td>2.56</td>
</tr>
<tr>
<td>Construction and housing</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Data processing and reproduction</td>
<td>0.71</td>
<td>0.0</td>
<td>3.30</td>
<td>4.06</td>
</tr>
<tr>
<td>Electrical and electronics</td>
<td>0.27</td>
<td>0.0</td>
<td>0.44</td>
<td>0.88</td>
</tr>
<tr>
<td>Electronic components, instruments</td>
<td>1.53</td>
<td>0.0</td>
<td>2.94</td>
<td>3.71</td>
</tr>
<tr>
<td>Energy equipment and services</td>
<td>1.94</td>
<td>4.79</td>
<td>3.27</td>
<td>6.04</td>
</tr>
<tr>
<td>Industrial components</td>
<td>0.14</td>
<td>1.26</td>
<td>1.85</td>
<td>0.39</td>
</tr>
<tr>
<td>Machinery and engineering</td>
<td>1.51</td>
<td>1.80</td>
<td>2.37</td>
<td>5.38</td>
</tr>
<tr>
<td>Appliances and household durables</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Automobiles</td>
<td>14.68</td>
<td>0.0</td>
<td>0.75</td>
<td>2.31</td>
</tr>
<tr>
<td>Beverages and tobacco</td>
<td>2.78</td>
<td>7.21</td>
<td>7.05</td>
<td>6.41</td>
</tr>
<tr>
<td>Food and household products</td>
<td>2.23</td>
<td>7.56</td>
<td>9.66</td>
<td>8.83</td>
</tr>
<tr>
<td>Health and personal care</td>
<td>1.67</td>
<td>4.16</td>
<td>3.73</td>
<td>4.62</td>
</tr>
<tr>
<td>Recreation and others</td>
<td>0.52</td>
<td>0.0</td>
<td>0.0</td>
<td>1.45</td>
</tr>
<tr>
<td>Textiles and apparel</td>
<td>0.26</td>
<td>2.58</td>
<td>1.45</td>
<td>0.97</td>
</tr>
<tr>
<td>Energy sources</td>
<td>0.36</td>
<td>2.99</td>
<td>0.0</td>
<td>0.20</td>
</tr>
<tr>
<td>Utilities, electrical and gas</td>
<td>3.62</td>
<td>14.17</td>
<td>8.34</td>
<td>16.01</td>
</tr>
<tr>
<td>Banking</td>
<td>19.73</td>
<td>9.64</td>
<td>20.03</td>
<td>8.09</td>
</tr>
<tr>
<td>Financial services</td>
<td>27.15</td>
<td>8.72</td>
<td>6.69</td>
<td>3.30</td>
</tr>
<tr>
<td>Insurance</td>
<td>3.31</td>
<td>7.37</td>
<td>4.95</td>
<td>3.55</td>
</tr>
<tr>
<td>Real estate</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Multi-industry</td>
<td>2.09</td>
<td>4.88</td>
<td>0.90</td>
<td>1.26</td>
</tr>
<tr>
<td>Gold mines</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Building materials and components</td>
<td>0.25</td>
<td>2.47</td>
<td>2.66</td>
<td>1.52</td>
</tr>
<tr>
<td>Chemicals</td>
<td>0.59</td>
<td>3.92</td>
<td>1.56</td>
<td>0.36</td>
</tr>
<tr>
<td>Forest products and paper</td>
<td>0.40</td>
<td>1.00</td>
<td>0.78</td>
<td>0.26</td>
</tr>
<tr>
<td>Metals, nonferrous</td>
<td>0.68</td>
<td>5.04</td>
<td>1.07</td>
<td>1.87</td>
</tr>
<tr>
<td>Metals, steel</td>
<td>0.09</td>
<td>0.0</td>
<td>0.11</td>
<td>0.93</td>
</tr>
<tr>
<td>Miscellaneous materials and commodities</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Broadcasting and publishing</td>
<td>2.84</td>
<td>1.26</td>
<td>5.20</td>
<td>3.43</td>
</tr>
<tr>
<td>Business and public services</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Leisure and tourism</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Merchandising</td>
<td>1.28</td>
<td>1.00</td>
<td>4.93</td>
<td>3.96</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>7.36</td>
<td>0.0</td>
<td>3.16</td>
<td>6.34</td>
</tr>
<tr>
<td>Transportation, airlines</td>
<td>0.14</td>
<td>1.12</td>
<td>0.0</td>
<td>0.11</td>
</tr>
<tr>
<td>Transportation, road and rail</td>
<td>0.51</td>
<td>2.35</td>
<td>0.01</td>
<td>0.96</td>
</tr>
<tr>
<td>Transportation, shipping</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Wholesale and international trade</td>
<td>0.20</td>
<td>0.0</td>
<td>0.57</td>
<td>0.20</td>
</tr>
</tbody>
</table>

\(^a\)Morgan Stanley Capital International.
rate volatility as reported in Exhibit 10.7. Although its recovery value of 31.7 percent is lower than the industrywide average, the volatility of recovery rates is 15.2 percent, which is well below the industrywide average of 25 percent. Because a lower value of recovery rate volatility reduces the unexpected loss at the obligor level, such industry sectors tend to have greater weights in Study. However, the effect of recovery rate volatility on the optimal portfolio composition is not very significant.

The other parameter that can influence the optimal portfolio composition is the asset return correlation between obligors. To test the sensitivity of the portfolio composition to changes in asset return correlation, asset return correlations were increased by 20 percent and the portfolio construction problem re-solved. It was observed, however, that this change had no significant influence on the relative portfolio allocations to different industry sectors. When using an optimization approach to select a corporate bond portfolio, the recovery rates for different industry sectors, if chosen to be different, need to be carefully selected because they have a strong influence on the relative weights among various industry sectors.

To complete the analysis of the effects of alternate model parametrizations on the composition of the optimal portfolio, consider the case of portfolio construction under the migration mode. In this case, the issuer’s default probability and rating transiting probabilities are determined by the rating transition matrix, and these in turn are a function of the current credit rating of the issuer. The credit risk model parameters used for portfolio construction under the migration mode are identical to those used for computing the portfolio composition of Book except for the use of the rating migration matrix to define the default and transition probabilities. In particular, the recovery rate statistics were not differentiated among issuers, and the average recovery rate was set to 47 percent and the volatility of the recovery rate was set to 25 percent. The composition of the optimal portfolio under the migration mode is also shown in Exhibit 10.8 under the heading MMode. The important difference between this portfolio composition and the composition of the Book portfolio is that there is a significant overweight assigned to the utilities sector and the allocation to banking sector is small relative to the benchmark weight.

**Risk Reduction**

The discussions so far focused on examining the differences in industry sector concentrations of the optimal portfolios. From a portfolio manager’s perspective, it is also important to know the level of risk reduction relative to the benchmark and the number of bonds required to replicate the benchmark. Because the parameters used to quantify credit risk are different for each of the optimal portfolios, the most meaningful way to measure the
A reduction in credit risk for the optimal portfolios is to examine the expected and unexpected loss ratios relative to the benchmark. Specifically, the expected loss ratio is defined as the ratio between the expected loss of the portfolio and the expected loss of the benchmark, where both losses are computed using the same model parametrization. The unexpected loss ratio is similarly defined. Exhibit 10.9 shows the loss ratios for the three optimal portfolios considered here.

It is interesting to note that both Study and Book portfolios achieve similar levels of risk reduction relative to the benchmark. For instance, the optimal portfolio denoted Book has an expected loss ratio of 0.344. This corresponds to a risk reduction of the expected loss by 65.6 percent relative to the benchmark. The risk reduction of the unexpected loss of this portfolio relative to the benchmark is 63.4 percent. In terms of the number of bonds required to construct the optimal portfolio, the Book portfolio requires considerably more, but it is still less than 20 percent of the bonds in the benchmark. An interesting observation is that the risk reduction for the MMode portfolio is substantially less relative to what is achieved when the default mode is used for quantifying credit risk. The reason for this is that when the rating transition matrix is used, the relative differences in default probabilities between single-A rated obligors are significantly lower than in the case when EDF values are used to determine default probabilities. As a result, the possible risk reduction is also correspondingly limited. Note also that the number of bonds required for benchmark replication is considerably more for the MMode portfolio.

**QUESTIONS**

1. With reference to a corporate bond portfolio, what are the benefits of taking a quantitative approach to portfolio selection?
2. What is the difference between a quadratic programming problem and a nonlinear programming problem? Why is it computationally more difficult to solve a nonlinear programming problem?
3. A portfolio selection problem is posed as the minimization of the tracking error of the portfolio subject to the constraint that the portfolio
duration and benchmark duration are identical. What type of a pro-
gramming problem is this?
4. What are the practical difficulties that can arise when a quantitative
approach is used to either construct or rebalance corporate bond port-
folios?
5. The portfolio construction problem was posed as a quadratic pro-
gramming problem. Is it possible to formulate the optimal portfolio
construction problem as a linear programming problem? Justify your
answer.
6. What are the practical difficulties involved in determining rebalancing
trades using the portfolio construction problem formulation?
7. Briefly explain the motivation for solving the portfolio-rebalancing
problem using a two-step process.
8. Consider the case where the objective function of the portfolio-
rebalancing problem is chosen to minimize the turnover of the port-
folio. What type of an optimization problem is this?
9. The devil-in-the-parameters case study showed that the composition of
the optimal portfolios is influenced by the choice of the credit risk model
parameters. Which model parameters require careful estimation?
So far in this book, I have analyzed how credit risk in a corporate bond portfolio can be quantified and how the relative risk of the portfolio against a benchmark can be measured and managed. The risk quantification techniques presented in the earlier chapters can be used to analyze the credit risk inherent in structured credit products whose collateral pool comprises corporate bonds. Examples of such structured credit products include Morgan Stanley’s Tradable Custodial Receipts (Tracers) and Lehman Brothers Targeted Return Index Securities (Trains). Tracers and Trains provide investors with the opportunity to trade a portfolio of corporate bonds through one trade execution.

Other popular structured credit products that are backed by a collateral pool of securities or bank loans come under the broad category of collateralized debt obligations (CDOs). The cash flows generated through interest income and principal repayments from the collateral pool are allocated to a prioritized collection of CDO securities referred to as tranches. The standard prioritization scheme used is simple subordination: Senior CDO notes are paid before mezzanine and lower subordinated notes, and any residual cash is paid to an equity tranche. A CDO structure can hold in its collateral pool of assets corporate bonds, bank loans, emerging market debt, or asset-backed securities. A CDO structure can also gain exposure to these assets synthetically. The annual CDO issuance has grown from roughly $4 billion prior to 1996 to above $120 billion in 2000.

This chapter provides a brief introduction to the structured credit products CDOs and Tracers. In the first part of this chapter, I focus on CDOs and explain the main features of this product. I then discuss how rating agencies evaluate the credit risk inherent in CDOs and assign ratings to different tranches of the CDO. In the second part of this chapter, I give a brief introduction to tradable corporate bond baskets and explain why this and similar products are attractive from an investor’s perspective. I then focus on the structured credit product Tracers and explain the main features of this product. This is followed by an outline of a procedure to evaluate the risks in Tracers using the credit risk quantification approach presented in
the earlier chapters of this book. By deriving an implied credit rating of this structured credit product using a tail risk measure, I highlight the differences in credit rating that can result from using the approach presented here as opposed to the rating agency approaches.

**INTRODUCTION TO CDOs**

A CDO is a structured credit product that can be broadly categorized into two distinct groups: balance sheet CDOs and arbitrage CDOs. Balance sheet CDOs are packaged by transferring the loans or assets from the balance sheet and hence have an impact on the balance sheet of the originator. Arbitrage CDOs, on the other hand, are packaged by buying bonds or other assets in the market, pooling them together, and then securitizing the assets. The prime objective in balance sheet CDOs is the reduction of regulatory capital, whereas for arbitrage CDOs the objective is to make arbitrage profits. A further subclassification of CDOs is possible depending on whether the collateral can be traded or not. In the former case, the CDO is referred to as a cash flow CDO, and in the latter case, as a market value CDO. Besides these classifications, it is possible to group CDOs into cash and synthetic CDOs. Cash CDOs are those that invest directly in bonds, loans, or other securities that constitute the collateral pool, whereas synthetic CDOs gain exposure to the collateral pool through credit default swaps or total return swaps.

As an asset class, CDOs are grouped under the asset-backed securities market because of the similarities in the fundamental structures that govern both asset classes. For instance, a CDO is a debt obligation issued by a bankruptcy-remote special-purpose vehicle (SPV) secured by some form of receivable. The receivables are the interest and principal payments from the securitized assets held in the bankruptcy-remote SPV. CDO securities typically consist of credit tranches ranging from triple A to single B or unrated, a feature common to asset-backed securities (ABS). Furthermore, the rating of each CDO tranche is determined by credit enhancement, ongoing collateral credit performance, and the interest payment priority from the cash flows generated from the collateral pool. In all these respects, a CDO transaction is fundamentally similar to an ABS transaction.

In this section, I briefly examine the major differences among various types of CDOs and discuss the motivation for CDO issuance. I also indicate what characteristics make CDOs appealing to a wide investor base.

**Balance Sheet versus Arbitrage CDOs**

CDOs can be classified as either balance sheet or arbitrage CDOs depending on the motivation behind the securitization and the source of the assets.
Balance sheet CDOs are initiated by holders of securitizable assets, such as commercial banks, that desire to sell part of their risky assets to investors. The main motivation for issuing balance sheet CDOs is to either reduce the regulatory capital requirement or reduce risk concentrations to certain industry sectors arising from the bank lending activities. Balance sheet CDOs can be initiated through a cash sale of the assets into a SPV, which are then securitized into different CDO credit tranches and sold to investors. If the assets that constitute the collateral pool are made up of bank loans, the CDO transaction is referred to as a collateralized loan obligation (CLO). The bank originating the CLO usually retains the first-loss piece, or equivalently, the equity tranche. The sale of the loans into the SPV will free up regulatory capital charge, and the bank originating the CLO can use the regulatory capital freed to fund other business activities.

To illustrate how a CLO transaction helps free up capital for a bank, consider a bank that has a loan book of $1 billion, which consumes 8 percent capital charge, that is, $80 million. By doing a CLO transaction, the bank can sell 98 percent of its loan book to investors and retain an equity piece worth 2 percent of the $1 billion. This equity piece will incur a 100 percent capital charge, which is equal to $20 million. By doing this CLO transaction, the bank has reduced its regulatory capital charge by $60 million and this freed-up capital can be used to fund other prospective or high-margin business activities. CLO transactions originated by a bank to free up regulatory capital are usually large and consist mostly of investment-grade commercial and industrial loans having short maturities. These loans usually represent revolving lines of credit and the members of the pool are anonymous. To help analyze the investment risks, investors are supplied with statistical information on the distribution of the credit quality of the loans and the prepayment risks in the pool.

In an arbitrage CDO, the sponsor raises funds in the capital markets through the issuance of CDO securities to finance the purchase of a portfolio of assets in the open market. Typically, the sponsor will begin to accumulate the assets during a warehousing period prior to the CDO issuance and complete the acquisition of the assets during a 60- to 90-day ramp-up period after the CDO closes. The aim of arbitrage CDOs is to capture the arbitrage opportunity that exists in the credit spread differential between the high-yield securities that constitute the collateral and the low-yield liabilities represented by the rated CDO notes.

Sponsors of arbitrage CDOs include insurance companies, investment banks, and asset managers. The sponsor of the arbitrage CDO often invests in a portion of the equity tranche, which represents a leveraged investment in the underlying collateral. Seen from the asset manager’s perspective, arbitrage CDOs create a high-return asset by retaining part of the equity tranche and in addition create stable fee income by increasing assets under
management. A typical arbitrage CDO contains 30 to 50 securities, which can include both loans and bonds. When the underlying securities in the collateral pool comprises only bonds, it is customary to refer to the CDO as a collateralized bond obligation (CBO). The credit of the collateral pool in arbitrage CDOs tends to be of lower quality than a balance sheet CDO, and is typically of BB to B rating. Transaction sizes also tend to be smaller, typically $200 million to $1 billion compared to $1 billion to $5 billion for balance sheet CDOs.

Cash Flow versus Market Value CDOs

Depending on whether the collateral pool can be actively traded or not, CDOs can be further classified into cash flow and market value CDOs. In a cash flow CDO, the collateral is a self-amortizing pool of high-yield bonds or bank loans, which are usually not traded unless certain credit triggers occur. The cash flow structure relies on the collateral's ability to generate sufficient cash to pay principal and interest on the CDO notes. An important objective of a cash flow CDO manager is to choose the assets in the collateral pool that will minimize defaults and maximize the coupon returns. Because the collateral pool is not traded actively, the portfolio value of a cash flow CDO is based on the par amount of the collateral securities.

Unlike the case of cash flow CDOs, the collateral of a market value CDO can be actively traded. As a result, the collateral pool of a market value CDO can be substantially different over time, and in this respect market value CDOs are somewhat more similar to a hedge fund than to a traditional ABS structure. Market value CDOs rely on the portfolio manager’s ability to generate total returns and liquidate the collateral in a timely manner if deemed necessary to meet the coupon and principal payments. Because the collateral of market value CDOs is actively traded, market value CDOs are usually marked to market either daily or weekly. The debt rating of different tranches of a market value CDO depend on the price volatility of the assets in the collateral pool in addition to the diversity and the credit quality of the pool.

Because cash flow and market value CDOs have different portfolio objectives, the collateral pool of the two CDO structures is somewhat different. For instance, the collateral of cash flow CDOs consists mainly of rated high-yield assets and loans that are current. For market value CDOs, on the other hand, the collateral pool is much more diverse and may include distressed debt and project finance in addition to high-yield bonds and loans. The intention of holding a more diversified collateral pool in market value CDOs is to increase the potential returns to investors in the equity tranche. On the liability side, cash flow CDOs tend to have longer liabilities than market value CDOs.
Cash versus Synthetic CDOs

CDOs can be characterized as cash or synthetic depending on whether the CDO invests directly in the assets that constitute the collateral through the cash market or invests indirectly through a credit default swap, total return swap, or credit-linked note. In cash CDOs, the assets held as collateral have to be transferred into a bankruptcy-remote SPV. If the assets in the collateral pool comprise bank loans, moving these loans off balance sheet can be difficult. This is because the bank initiating this transaction may need to obtain permission from the borrower to transfer the ownership of its loans. This process can be time consuming, expensive, and potentially harmful to customer relationships. To avoid these problems, synthetic CDOs are used to transfer the credit risk from the balance sheet of the bank. This is achieved through a credit default swap structure to transfer out the credit risk of an underlying basket of loans to a SPV, which are then sold to investors.

A credit default swap structure is similar to an insurance policy where the buyer purchases protection against default risk on a reference pool of assets that can include bonds, loans, or other receivables. If the reference pools of assets comprise bank loans, the structure is referred to as a synthetic CLO. The protection buyer in a synthetic CDO is usually the bank originating the transaction, and the protection seller is the investor. The protection buyer pays a periodic fee to the protection seller, who in turn pays out to the protection buyer if a defined credit event occurs on the reference pool of assets. Most synthetic CDOs are cash settled, where the protection buyer is paid the difference between par and postdefault market value.

Synthetic CDO structures are now widely used in both arbitrage and balance sheet transactions. Structurally, synthetic CDOs have some advantages over cash CDOs. For instance, in a synthetic CDO there is no interest rate risk because the credit default swap is concerned only with credit events on the reference pool of assets. If the there is no credit event, the investors do not face any loss at liquidation even when the reference assets are worth less due to interest rate changes. Other advantages are that investors in a synthetic CDO are not dependent on the cash flows from an underlying pool of bonds or loans and the maturity of the synthetic CDO is governed solely by the maturity of the underlying credit default swap.

Investor Motivations

I examined the different types of CDOs in the market and the motivation for CDO issuance. Specifically, balance sheet CDOs are intended to provide regulatory capital relief and reduce risk concentrations to particular industry sectors. Arbitrage CDOs, on the other hand, provide CDO managers a stable source of fee income and a share in the returns generated by the
equity tranche ownership. In general, creating a CDO structure involves costs, and these costs are returns forgone by CDO investors. In this connection, one may wonder why investors buy CDOs that cost more than the assets held in the CDOs. Investors buy CDOs for a variety of reasons, some of which are as follows.

A first and important reason is that the CDO structure creates custom exposures that investors desire and cannot achieve in other ways. For instance, investors willing to take exposure to the high-yield market may not be able to invest in this market due to investment constraints. To gain access to this asset class, the only opportunity might be to buy a CDO tranche rated investment grade whose collateral pool contains high-yield bonds. Similarly, gaining access to bank loans may only be possible through CDOs because bank loans are not traded.

Other investor motivations for buying CDOs include the following:

- A diversified portfolio can be purchased through one trade execution, which results in reduced transaction costs.
- CDO debt tranches have higher yields than many corporate bonds or asset-backed securities of similar rating and maturity.
- Arbitrage CDOs allow investors to gain exposure to the non-investment-grade market on a highly diversified basis without committing significant resources.
- Investing in the equity tranche of the CDO offers the opportunity for a leveraged investment in the collateral pool of a diversified portfolio.

ANATOMY OF A CDO TRANSACTION

In the previous section, I discussed the different types of CDOs that are available and the motivation behind their issuance. I also showed that cash CDOs are structured securities whose cash flows stem from the interest and principal income earned on a portfolio of corporate obligations. These obligations form the CDO collateral, and can comprise banks loans, revolving loans, corporate bonds, emerging market debt, and even asset-backed securities. The cash flow from the collateral pool is distributed to the various tranches following a strict priority rule with the more senior tranches receiving payments before the less senior tranches. In this section, I discuss the structure and mechanics of a CDO transaction from the inception stage.

Capital Structure

A CDO is created using a standard securitization approach. This involves pooling financial assets and issuing debt and equity obligations backed by
the pool of assets. The entity that issues the obligations and buys the pool of assets is called special-purpose vehicle (SPV). The SPV is set up as a bankruptcy-remote entity, which in legal terms means that the CDO investors are taking the risks of ownership of the assets but not the additional risk of bankruptcy of the CDO’s sponsor. This is achieved by creating the SPV as a newly established entity with no operating history to exclude the scope of having prior liabilities. Furthermore, the relevant documents of the SPV and the CDO must limit the SPV’s activities to those essential for the transaction and should prohibit the SPV incurring additional debt. The SPV is registered as a charitable trust and is usually established in a tax-free jurisdiction.

The capital structure of a CDO consists of the collateral pool held in the SPV on the asset side and a set of CDO notes having different payment obligations and priorities on the liability side. Exhibit 11.1 shows the typical capital structure of a CDO transaction.

In Exhibit 11.1, the CDO structure issues a senior note, a mezzanine note, and a subordinated note or equity. This liability structure is created out of a collateral pool of assets that include corporate bonds, bank loans, and emerging market debt. The process by which claims on cash flows generated by a collateral portfolio are split into an equity share and several classes of notes or “tranches” having varying payment priorities is referred to as tranching. Tranching transforms a less attractive investment on the collateral side into more attractive investments that appeal to a wider investor community. This is achieved through subordination, which is a form of structural credit enhancement. Subordinated CDO debt tranches protect more senior debt tranches against credit losses, and in return for this, receive a higher coupon for taking on greater credit risk. In Exhibit 11.1, the senior notes have a subordination amount of $20 million.

The rating of each CDO tranche depends on its ability to service debt with the cash flows generated by the assets in the collateral pool. The debt-servicing ability depends on the collateral diversification, subordination, and structural protection present in the CDO structure. The senior CDO notes are typically rated triple A to single A and mezzanine notes are typically rated triple B to single B. The equity tranche is generally unrated, and receives all or most of the residual interest proceeds of the collateral.
Clearly, as one moves down the CDO’s capital structure, the level of risk increases. Exhibit 11.2 shows the distribution of the credit quality of the CDO capital structure from an asset–liability perspective.

Exhibit 11.2 shows that in spite of the fact that the credit quality of the assets in the collateral pool is below AA, the senior CDO note has a triple-A rating. This is possible because of the priority of claims established through subordination. For instance, a default of a single bond in the collateral portfolio reduces the return on the asset side of the CDO structure. However, on the liability side, the single bond default is almost entirely absorbed by the equity tranche. Any loss that cannot be absorbed by the equity tranche is passed on to the mezzanine tranche. Such a subordination of claims ensures that the promised cash flows to the senior notes will only be affected if several bonds in the collateral pool default during the life of the CDO.

**How the Transaction Evolves**

Once the decision is made to issue a CDO, the asset types and specific credits to be included in the collateral have to be identified by the asset manager. In most cases, the asset manager starts buying the assets prior to the closing date of the deal with the intention of transferring the assets into the SPV on the closing date. This period, also referred to as the warehousing period, requires a bridge facility to finance the purchase of the assets. The warehousing period can last typically several weeks.
On the closing date of the CDO transaction, the SPV issues multiple debt tranches and an equity tranche to investors. The asset manager then enters into an investment management agreement with the SPV to manage the collateral assets. Subsequently, the assets bought during the warehousing period are transferred to the SPV and the asset manager continues acquiring the collateral assets using the proceeds from the sale of debt and equity tranches. The period during which the assets are acquired is referred to as the ramp-up period, and this can last 3 to 6 months. The ramp-up period is usually followed by a reinvestment period, which could last 3 to 6 years. During the reinvestment period, the cash flows from principal repayments arising from early amortization are reinvested.

Finally, the reinvestment period is followed by an amortization period during which all cash received from repayment of principal is used to redeem the liabilities. Most CDOs follow a sequential schedule for principal repayments. Under this schedule, the principal of the senior notes is repaid fully before the repayment of principal is made to less senior tranches in the capital structure. Some CDOs also repay principal on a “pro rata” basis, where principal is repaid pro rata according to the size of each tranche.

**Parties to a CDO**

The major parties involved in a CDO transaction include the asset manager, trustee or custodian, hedge counterparty, and, in some cases, a bond insurer. This list of parties to a CDO is not exhaustive. Typically, it also involves additional parties like the rating agencies that assign ratings to the CDO notes issued and lawyers, structuring experts, and underwriters at the time the transaction is initiated. Exhibit 11.3 shows the typical contractual relationship among various parties involved in a CDO transaction. I now briefly discuss the role of each party in a CDO transaction.

**Asset Manager**  The asset manager plays an important role in the structuring of a CDO transaction. Typically, an asset manager’s responsibility includes selecting assets that form the collateral, determining the timing of sale and purchase of subsequent investments, and assessing the quality and adequacy of the collateral in meeting the liabilities. Because the asset manager has considerable flexibility and discretion in trading, his or her skills tend to have an impact on an arbitrage CDO’s performance. The role of an asset manager for balance sheet CDOs is rather limited because the assets chosen in the collateral pool are the ones the bank wants to sell for regulatory capital relief or to reduce risk concentrations.

**Trustee**  The trustee or custodian in a CDO transaction has a fiduciary responsibility and is responsible for safe custody of the SPV’s assets and for ensuring
compliance with the CDO’s requirements. This may require ensuring that the various collateral tests are met before executing a trade recommended by the asset manager. The compliance testing for CDOs is usually more complex than for typical ABS transactions, which is further complicated when active trading is done in market value CDOs. The trustee issues a monthly report detailing the status of the CDO and cash distributions made by the CDO.

**Hedge Counterparty** If the collateral assets are primarily fixed-coupon-paying assets and the CDO notes pay floating rates, hedge counterparties will be needed to swap the proceeds so that the cash flows of the assets and liabilities are matched. In different circumstances, hedge counterparties may also provide currency swaps, timing hedges, or total return swaps.

**Bond Insurer** In some circumstances, if external credit enhancements are required to prop up the rating of a CDO tranche, bond insurers may be involved. The bond insurer guarantees the payment of principal and interest on one or more of the CDO notes issued. Bond insurance results in a reduction in the senior tranche yield.

**Structural Protections**

The credit quality of the different debt tranches of the CDO depends on the ability of the CDO to withstand the default losses and still be able to pay
the promised cash flows. Clearly, the credit quality of the debt tranches depends on the credit quality of the collateral assets and the structural protections present in the CDO as a function of the seniority of the tranche. In this section, I focus on structural protections, which can be broadly classified into three categories: subordination, collateral quality tests, and collateral coverage tests.

**Subordination** I mentioned that the CDO capital structure imposes some form of internal credit enhancement through subordination. In practice, one can distinguish between two types of subordination: priority in bankruptcy and priority in cash flow timing. Priority of claims in the event of bankruptcy are always strict, which signifies that proceeds from the liquidation of the collateral assets are first paid to meet the obligations of the senior debt holder. Any proceeds that remain after meeting this claim are distributed to the debt tranche that is second most senior. This procedure is used until all the proceeds are distributed to the various investor groups following this strict priority rule.

In order to maintain tranche priority in cash flows, CDOs may use the sequential or pro rata principal paydown mechanism discussed earlier. The sequential paydown structure has the effect of amortizing the senior CDO tranches first because principal payments are made before the mezzanine or lower tranches are amortized. A variant of this is to use a fast-pay/slow-pay structure in which a greater proportion of principal payments goes to the senior tranche.

**Collateral Quality Tests** The collateral quality tests for cash flow CDOs include a list of criteria that the collateral portfolio must meet on an ongoing basis. Each of the collateral quality tests is designed by rating agencies to ensure that the collateral assets in the SPV are managed under the guidelines mandated by the transaction’s rating. To some extent, these quality tests depend on the type of assets that comprise the collateral portfolio. The commonly used collateral quality tests are as follows:

- **Minimum average rating test.** This test specifies that the minimum weighted average rating of the collateral portfolio must meet a specified level, which is usually B to B+ in cash flow CDOs.
- **Minimum recovery test.** This test specifies that the collateral portfolio meet a minimum weighted average recovery rate.
- **Industry concentration limit.** This limit is specified to ensure that there is sufficient diversification in the collateral portfolio. A typical maximum industry concentration limit is 8 percent, which is determined by the ratio of the total outstanding par amount of collateral securities in
a given industry divided by the total outstanding par amount of the collateral.

- **Weighted average maturity test.** This test is designed to ensure that there is a predictable amortization profile for the rated securities after the reinvestment period.

**Collateral Coverage Tests**  
Collateral coverage tests are designed to protect the rated notes of cash flow CDOs and serve as early warning signals that interest or principal proceeds may be inadequate to meet the payment obligations. When the coverage tests are not met, cash flows are diverted from lower rated notes and equity to pay down the more senior CDO tranches, triggering an early amortization schedule of the senior CDO tranches. There are two types of coverage tests commonly used: interest coverage tests and overcollateralization tests.

The interest coverage (IC) test is designed to ensure that coupon payments received from the collateral assets are adequate to pay fees and interest due on the rated CDO notes. IC tests are usually not employed in market value CDOs.1

The overcollateralization (OC) test is designed to ensure that the CDO transaction maintains a preset minimum overcollateralization ratio for each rated tranche. The overcollateralization ratio for any tranche is the ratio of the par amount of the tranche to the par amount of the performing assets in the collateral portfolio plus the expected recovery rate on any defaulted securities. OC tests are employed in market value CDOs as well, with the tests being performed on the basis of the market value of the securities instead of par values.

To illustrate the procedure involved in computing IC and OC tests, consider a collateral portfolio with a par value of $100 million and a weighted average coupon of 8 percent per annum. Let the annual fees, which include trustee fees, hedging premiums, and asset management fees, be $0.5 million. Assume that there are three debt tranches paying semiannual coupons, the details of which are shown in Exhibit 11.4.

**EXHIBIT 11.4 Liability Structure of a CDO**

<table>
<thead>
<tr>
<th>Tranche</th>
<th>Par Value (mn $)</th>
<th>Annual Coupon</th>
<th>Min IC Ratio (%)</th>
<th>Min OC Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class A</td>
<td>$P_A = 75$</td>
<td>$C_A = 5%$</td>
<td>150</td>
<td>125</td>
</tr>
<tr>
<td>Class B</td>
<td>$P_B = 10$</td>
<td>$C_B = 6%$</td>
<td>130</td>
<td>115</td>
</tr>
<tr>
<td>Class C</td>
<td>$P_C = 10$</td>
<td>$C_C = 8%$</td>
<td>110</td>
<td>100</td>
</tr>
<tr>
<td>Equity</td>
<td>$P_E = 5$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

IC, Interest coverage test; OC, Overcollateralization test.
IC Tests:

\[ IC_{class\ A} = \frac{P_{pool} \times WAC - Fees}{P_A \times C_A} = 200\% \]

\[ IC_{class\ B} = \frac{P_{pool} \times WAC - Fees}{P_A \times C_A + P_B \times C_B} = 172\% \]

\[ IC_{class\ C} = \frac{P_{pool} \times WAC - Fees}{P_A + C_A + P_B \times C_B + P_C \times C_C} = 146\% \]

OC Tests:

\[ OC_{class\ A} = \frac{P_{pool}}{P_A} = 133\% \]

\[ OC_{class\ B} = \frac{P_{pool}}{P_A + P_B} = 118\% \]

\[ OC_{class\ C} = \frac{P_{pool}}{P_A + P_B + P_C} = 105\% \]

In these equations, \( P_{pool} \) denotes the par amount of the collateral pool and \( WAC \) the weighted average coupon of the collateral pool. Note that all the coverage tests are passed for the this example.

MAJOR SOURCES OF RISK IN CDOs

As is the case with any complex financial product, investment in CDOs involve risks arising from a variety of sources. The effective management of these risks by the asset manager has a significant influence on the performance of the CDO tranches. Among the different sources of risk, the dominant risk in a CDO transaction arises from credit risk. In general, credit risk manifests itself in different forms as a result of various structural protection mechanisms built into the CDO structure. In this section, I discuss the different types of risks that are commonly associated with CDO transactions.

Interest Rate Risk

Interest rate risk in a CDO can arise from a variety of sources, and to some extent will also depend on the complexity of the structure. An important source of interest rate risk is the mismatch between coupon receipts and coupon payments. For instance, the assets in the collateral pool might pay
fixed-rate coupons, whereas the CDO might pay floating-rate coupons on
the liabilities. This source of interest rate risk can be usually hedged through
an interest rate swap. Other interest rate risk sources result from the differ-
ences in the periodicity of coupon receipts and coupon payments and the
differences in coupon payment dates between assets and liabilities.

Changes to interest rates can also result in significant risks to the CDO. For
instance, if the collateral portfolio includes a greater proportion of callable
bonds, falling interest rates can lead to large principal prepayments, and these
have to be reinvested in a lower yielding asset. Hedging interest rate risk fully
is usually difficult in CDO transactions due to the active management of the
collateral assets and embedded optionalities that may be present in them.

**Liquidity Risk**

The collateral pool of CDOs includes high-yield and emerging market
bonds. Because bonds belonging to these asset classes have limited liquidi-
ty, CDOs that invest in these asset classes are exposed to liquidity risk. The
implication is that the asset manager may not be able to liquidate the assets
when needed. In particular, if some of the illiquid assets mature after the
legal maturity of the CDO, liquidity risk may have a negative impact on the
return of the equity investor. From an investor’s perspective, the limited
scope for secondary market trading of CDOs leads to liquidity risk.

**Ramp-Up Risk**

Arbitrage CDO transactions involve an initial period, known as a ramp-up
period, during which a significant portfolio of the collateral assets is
acquired. This ramp-up period can last from 3 to 6 months after the CDO
notes are issued to investors. The extent of ramp-up risk in a CDO trans-
action depends on the relative proportion of assets acquired during the
ramp-up period and how long it lasts. The major risks that arise during the
ramp-up period include the following:

- Negative carry between the earnings on cash deposits and the liabilities
due on CDO notes.
- Origination risk due to unavailability of bonds the asset manager
  intended to buy.
- Adverse credit spread or price movements, which increase the cost of
  buying the collateral assets.

**Reinvestment Risk**

The CDO assets are allowed to be traded during the reinvestment period,
which can last 3 to 6 years, provided the collateral coverage and quality
tests are met. Reinvestment of collateral cash flows provides the flexibility to maintain collateral quality and portfolio diversification as rating changes, defaults, and early amortizations reconfigure the collateral pool’s risk–return profile. Replacing the bonds in the collateral pool gives rise to reinvestment risk. For instance, if a bond matures and the interest rates have declined since the issuance of the CDO notes, the proceeds have to be invested in a lower yielding asset, causing the excess spread to be lower.\(^3\) In other instances, the asset manager may have to invest the proceeds in short-term instruments until suitable investment opportunities are identified. During this period, the CDO will be exposed to negative carry due to investments in a low-yielding asset. Negative carry usually affects the return on the CDO’s equity tranche.

**Prepayment Risk**

Prepayment risk arises from early amortization triggers resulting from collateral coverage tests not being met. This risk is enhanced in transactions that have tighter collateral coverage ratios. Prepayment risk is mostly borne by the senior note holders in a CDO transaction because the payment waterfall in arbitrage CDOs is mostly sequential. However, when a collateral coverage test is not passed, it will not automatically result in a prepayment. This is because senior notes are repaid from principal payments. If there is no principal payment during a period, prepayment to senior debt holders will be deferred until principal payments on the collateral assets are due.

**Asset Manager Risk**

The performance of the various tranches of an arbitrage CDO are strongly influenced by the trading practices and expertise of the asset manager. Specifically, the asset manager’s decisions regarding choice of portfolio composition and timing of sale and purchase of assets have an important influence on the CDO’s performance. Moreover, the asset manager’s decision regarding how to balance the interests of equity stakeholders and debt holders in the CDO may also be crucial to the CDO performance. For instance, part of the excess spread could be paid to equity holders early in the life of the CDO provided no collateral quality and coverage tests are violated. This leakage of collateral value, however, may not be in the interests of the debt holders. In other cases, the asset manager may purchase assets trading at a discount to par in order to boost the return to equity stakeholders because it increases the par value of the collateral assets. Such an investment, from the debt holders’ perspective, will be seen as a credit deterioration of the collateral pool because they do not participate in the equity’s upside potential.
RATING A CDO TRANSACTION

The ratings assigned to the different tranches of a CDO transaction are linked to the ability of the structure to make timely payments of interest and principal on the outstanding liabilities. This requires modeling the risks associated with future cash flows by taking into account the subordination structure, default rates, recovery amounts, and default correlation between the issuers in the collateral pool of the CDO. If one introduces an additional level of complexity where the composition of the collateral assets change over time, modeling the cash flow risks over the life of a CDO transaction becomes almost intractable. This is particularly true for market value CDOs, which tend to be actively traded. Even in the case of cash flow CDOs, asset managers are given limited freedom to trade the collateral assets. This may be driven by the motivation to reduce further losses on “credit-impaired” assets or to take profit from “credit-improved” assets. Such trades result in a change in the cash flow characteristics of the underlying collateral pool, and, as a consequence, the cash flow risk profile of the new collateral pool can be quite different.

Different trading practices followed by asset managers can also introduce additional risks to a CDO transaction. For instance, some asset managers may pursue “par building” trades to enhance the return for equity tranche holders. This refers to the practice of purchasing deeply discounted bonds and selling par or premium bonds because the collateral coverage tests for cash flow CDOs are based on the par value of the bond rather than market values. Another related asset manager risk arises from how the asset manager employs the excess spread present in the collateral portfolio. If the excess spread is employed to buy additional collateral, this can enhance the credit protection available to senior note holders.

The discussion suggests that rating any tranche of a CDO transaction is a rather complex process. It is complex because the asset pool changes during the life of the transaction resulting from a number of factors: pre-payments, collateral triggers, reinvestment of cash flows and excess spread, and trading actions resulting from qualitative decisions taken by asset managers. Modeling the risks associated with the cash flows of a collateral pool that changes over time is usually intractable. Therefore, modeling the cash flow risks of the CDO structure can only be done with respect to the current composition of the collateral pool.

The general approach taken by rating agencies for assigning a credit rating to a particular CDO tranche is a function of the expected loss associated with the tranche after taking into account the cash flow priorities. Many alternative methods can be used for estimating the expected loss, ranging from Monte Carlo simulation techniques to simple credit-event-driven scenario analysis. The technique used to compute the expected loss...
of a given tranche differs among the different rating agencies. In this section, I briefly describe the different approaches used by rating agencies to rate a CDO tranche.

**Moody's Method**

Moody’s rating methodology for cash flow CDOs compares the credit risk inherent in the collateral portfolio with the credit protection offered by the structure to different tranches. The CDO’s credit protection is quantified in terms of the maximum collateral loss the structure is able to withstand without affecting the cash flows of the rated notes. In determining an appropriate rating for the various CDO tranches, Moody’s evaluates the collateral portfolio’s credit risk and the credit protections present in the CDO structure. Because the rating of the CDO tranche is based on the expected loss concept, the first step in the ratings process is to model the credit risk of the collateral portfolio. Rather than modeling correlated credit events, Moody’s approach transforms the actual pool of collateral assets into a pool of uncorrelated assets through a concept known as the diversity score. Stated simply, the diversity score represents the equivalent number of uncorrelated assets in a comparison portfolio that exhibits a similar degree of default risk as the original portfolio with correlated assets. Moody’s make the further assumption that the probability of default of each obligor in the comparison portfolio is identical using a weighted average rating factor. The estimate of the expected loss of the collateral portfolio is then derived based on the assumption that the loss distribution of a portfolio of uncorrelated assets follows a binomial distribution. I briefly describe here Moody’s methodology, referred to as a binominal expansion technique (BET), for determining the credit rating of a cash flow CDO tranche.

**Binomial Expansion Technique**  As mentioned earlier, Moody’s approach consists in transforming a collateral pool of correlated assets into a pool of uncorrelated assets through the diversity score concept. The diversity score of a pool of correlated assets is computed by examining the degree of diversification to various industries present in the asset pool. Moody’s define a list of 33 industry categories, and the default risk between two obligors belonging to different industry groups is assumed to be uncorrelated. The diversity score for a two-obligor portfolio where both obligors belong to the same industry is defined to be equal to 1.5. Exhibit 11.5 shows how Moody’s assigns the diversity score as an increasing number of assets in the collateral portfolio belong to the same industry group.

The collateral portfolio’s diversity score is computed by summing the diversity scores of all industries represented in the portfolio. For purposes
EXHIBIT 11.5  Moody’s Diversity Score

<table>
<thead>
<tr>
<th>Number of Firms in Same Industry</th>
<th>Diversity Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>1.50</td>
</tr>
<tr>
<td>3</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>2.33</td>
</tr>
<tr>
<td>5</td>
<td>2.67</td>
</tr>
<tr>
<td>6</td>
<td>3.00</td>
</tr>
<tr>
<td>7</td>
<td>3.25</td>
</tr>
<tr>
<td>8</td>
<td>3.50</td>
</tr>
<tr>
<td>9</td>
<td>3.75</td>
</tr>
<tr>
<td>10</td>
<td>4.00</td>
</tr>
</tbody>
</table>

**Source:** Adapted from Table 4 in Alan Backman and Gerard O’Connor, “Rating Cash Flow Transactions Backed by Corporate Debt 1995 Update,” Moody’s Investors Service, April 1995, p. 11. © Moody’s Investors Service, Inc., and/or its affiliates. Reprinted with permission. All rights reserved.

of illustration, if the collateral portfolio comprises 30 bonds belonging to 30 different industries, the diversity score is 30. On the other hand, if there are only 10 industries represented in the portfolio with groups of three bonds belonging to a particular industry category, then the diversity score of this portfolio is only 20. Notice that a higher diversity score corresponds to a greater diversification in the collateral portfolio. The foregoing diversity score calculation makes the assumption that the par amounts for the bonds in the portfolio are equal. Moody’s adjusts the diversity score if the par amounts of the bonds in the collateral portfolio are not equal.

Apart from computing the diversity score for the portfolio, the default probabilities of the individual assets in the portfolio have to be specified in order to estimate the expected loss of the comparison portfolio. Again, Moody’s makes the simplifying assumption that the default probabilities of every asset in the comparison portfolio are equal to some average probability of default. The average probability of default is inferred by first computing a weighted average rating factor (WARF) for the collateral portfolio. This requires transforming the letter rating of the bond obligor into an equivalent numeric rating factor. The numeric rating factors used by Moody’s are given in Exhibit 11.6. If \( A_i \) denotes the par amount of the \( i \)th bond in the collateral portfolio and \( RF_i \) its corresponding rating factor, then
the WARF of an $n$-bond collateral portfolio is given by

$$\text{WARF} = \frac{\sum_{i=1}^{n} A_i \times RF_i}{\sum_{i=1}^{n} A_i} \quad (11.1)$$

Given the WARF for the collateral portfolio, one can assign an average probability of default $p$ over the life of the CDO that reflects the historical cumulative probability of default for the rating. For instance, if the WARF for the collateral portfolio is equal to 280, then $p$ can be set equal to the cumulative probability of default of a Baa2-rated issuer over the life of the CDO.

Given a diversity score $D$ and a cumulative probability of default $p$ for the comparison portfolio, the probability of $k$ defaults during the life of the
CDO is given by the following binomial distribution:

\[ P_k = \frac{D!}{(D - k)!} p^k (1 - p)^{D-k} \]  (11.2)

To compute the expected loss of a particular CDO tranche, we need to compute the tranche loss \( L_k \) when \( k \) defaults occur in the comparison portfolio. Computing \( L_k \) for any tranche requires taking into account the waterfall structure, the credit protections available in the CDO structure, and the assumed recovery rates for the assets in the collateral portfolio. Given \( P_k \) and \( L_k \), the expected loss for the tranche can be computed as follows:

\[ \text{expected loss} = \sum_{k=1}^{D} P_k L_k \]  (11.3)

Once the expected loss for a given CDO tranche is computed, the implied cumulative default probability of the tranche can be computed, given a certain recovery rate assumption, as follows:

\[ \text{cumulative default probability} = \frac{\text{expected loss}}{(1 - \text{recovery rate})} \]  (11.4)

Given an estimate of the cumulative probability of default, the implied credit rating of the CDO tranche can be estimated using Moody’s idealized cumulative probability of defaults estimated for different ratings as a function of the maturity of the security. In practice, the cumulative default probabilities are multiplied by a stress factor before the actual mapping to a credit rating is done.

In assigning a credit rating to a specific CDO tranche, Moody’s does not rely exclusively on a quantitative valuation framework. Instead, the quantitative factors are evaluated in conjunction with qualitative factors such as asset manager risk and the legal and structural risks inherent in the CDO transaction before rating a CDO tranche.

**Rating Market Value CDOs** In a market value CDO, the asset manager has much more freedom in trading the collateral assets. To take this into consideration, the collateral coverage tests are performed using the market value of the collateral portfolio rather than the par value as in the case of cash flow CDOs. The market value of the collateral portfolio is influenced by a variety of factors, including changes in credit rating of the collateral assets, changes in interest rates, changes in investor preferences that result in changes to credit spreads, and, finally, the actual defaults that can occur to the collateral assets. Because an important additional source of risk in a
market value CDO is the price volatility of the collateral portfolio if market values are used for collateral coverage tests, Moody’s takes into account the price volatility in the rating process through a set of advance rates.

Advance rates can be described as the adjustments that need to be made to the value of each asset so as to provide a cushion against market risk. Specifically, the overcollateralization test described earlier is carried out on the market value of the collateral assets discounted by an appropriate advance rate. Thus, advance rates can be seen as representing “haircuts” that provide credit enhancement for the rated CDO note. Advance rates vary by asset type: Assets with greater price volatility require lower advance rates. The degree of diversification present in the collateral portfolio also affects advance rates; a portfolio with greater diversification has higher advance rates.

Moody’s approach to choosing the advance rates is based primarily on historical simulations. However, in cases where historical data are limited, the volatility of asset returns and correlation between assets are usually adjusted upward. Once an appropriate advance rate is calculated and the collateral asset values are properly discounted to account for the collateral portfolio’s volatility, the method used for inferring the credit rating of the CDO tranche is very similar to the case of the cash flow CDO.

**Standard & Poor’s Method**

The approach taken by Standard & Poor’s to rate the different CDO tranches gives greater emphasis to modeling the correlation between asset returns of various obligors in the collateral portfolio. In this respect, the rating approach of Standard & Poor’s is fundamentally different from Moody’s approach. Standard & Poor’s rating process involves three main steps. First, the default rate distribution of the collateral portfolio over the life of the CDO is generated. Second, a set of scenario default rates (SDRs) for different tranches based on the default rate distribution of the collateral portfolio is derived. Finally, the cash flow analysis of the CDO transaction is carried out in conjunction with the calculated SDRs to determine the appropriate ratings for the various tranches. I briefly describe this three-step process in rating a CDO tranche.

**Default Rate Distribution** Considering that the CDO rating is ultimately linked to the probability of joint defaults of the collateral portfolio, an estimate of the default rate distribution is an important input variable. To generate the default rate distribution of the collateral portfolio, Standard & Poor’s uses a proprietary model called the CDO Evaluator. This proprietary model uses the Monte Carlo simulation technique to generate the probability distribution of default rates as a percentage of the total principal balance for
the collateral portfolio. The default rate simulation takes into consideration the credit rating, the size and the maturity of each asset, and the asset return correlation between the assets in the collateral portfolio. Standard & Poor’s makes the following assumptions for simulating the default rate distribution of the collateral portfolio:

- The asset return correlation between corporate obligors is taken to be .3 if the obligors belong to the same industry sector. The asset return correlation between corporate obligors that do not belong to the same industry sector is considered to be zero (there are 39 industry sectors in Standard & Poor’s industry classification).
- The default rates of the assets are differentiated by asset type, maturity, and credit rating of the obligor. For example, the asset default rate for a triple-A-rated corporate bond maturing in 4 years is set to be 0.19 percent, whereas for a triple-B-rated corporate bond with the same maturity this is set to be 21.45 percent. The choice of these default rates is based on Standard & Poor’s default study of corporate obligors.

**Scenario Default Rates** Once the default rate distribution of the collateral portfolio over the life of the CDO transaction has been simulated, Standard & Poor’s computes an indicative tranche size for a given target credit rating. This is done by deriving the scenario default rate that is applicable to the target credit rating of the tranche. The SDR represents the default rate that the CDO tranche with a given credit rating should be able to withstand under various cash flow scenarios modeled by Standard & Poor’s rating criteria. The determination of the SDR is done through a two-step process. In the first step, a trial SDR is derived from the default rate distribution. This is done by first identifying the default rate for a corporate bond having the same tranche credit rating and weighted average maturity of the collateral portfolio. Subsequently, the portfolio default rate that will not be exceeded by more than this identified default rate for the corporate bond is chosen to be the trial SDR. This process is best explained using Exhibit 11.7, which shows the typical shape of the simulated portfolio default rates for a transaction having weighted average maturity of 10 years.

From Exhibit 11.7, one can infer that there is a 1 percent chance that the default rate on the collateral portfolio will exceed 30 percent during the life of the CDO transaction. Because the default rate of 1 percent over a 10-year period is the historical cumulative probability of default of a triple-A-rated corporate bond, the trial SDR is equal to 30 percent for the CDO tranche with triple-A rating. This simple example provides the motivation for introducing the SDRs for various tranches: It makes it possible to determine the respective tranche sizes and their corresponding credit ratings. In this example, an SDR of 30 percent corresponds to an initial estimate of
the triple-A tranche size to be 70 percent of the par value of the collateral assets.

The initial estimate of the SDR is refined in the second step by multiplying it by an adjustment factor. Standard & Poor’s does not provide details of how these adjustment factors are computed. For a triple-A-rated tranche, the adjustment factor is 1.20, and this leads to the final SDR of 36 percent. Based on this SDR, the indicative tranche size for a triple-A rating should not exceed 64 percent (100 percent minus 36 percent) for this collateral portfolio.

**Cash Flow Analysis** Once the SDR for a target tranche credit rating has been derived, a cash flow analysis is carried out taking into account all the structural elements of the transaction. The purpose of this exercise is to verify that each CDO tranche can continue to pay principal and interest notwithstanding defaults up to the SDR on the collateral portfolio. During the cash flow analysis, recoveries on the defaulted debt and timing of defaults are taken into account. The final size of the CDO tranches are selected through an iterative procedure where the tranche size is increased as long as its losses are lower than the SDR for the tranche.

**Method of Fitch Ratings**

The rating methodology of Fitch for cash flow CDOs shares many similarities with Moody’s approach. For instance, the CDO tranche’s expected loss is used to derive the credit rating for the tranche, a practice also followed by Moody’s. However, an important difference between Moody’s approach
and the Fitch approach is that Fitch does not use the diversity score concept and the binomial expansion technique to derive the cumulative probability of default. Instead, Fitch simulates the cash flows specific to the transaction and takes into account the timing of defaults, interest rate risks, and assumptions on recovery rates and default probabilities. These simulations are also used to determine the appropriate level of credit enhancements required to support the CDO tranche rating.

In rating different tranches of the CDO, Fitch’s method focuses on the following issues:

- When evaluating asset managers, Fitch looks for strong credit underwriting skills and demonstrated ability to manage portfolios through credit cycles. Superior portfolio management skills are evaluated by examining the stability of risk-adjusted ratios generated over time on managed portfolios against an index by the asset manager. Evaluation of asset manager skills during the rating process reflects the opinion of Fitch that asset manager skills play an important role in the overall performance of the CDO transaction.

- Collateral quality tests are based on the weighted average rating factor for the collateral portfolio using Fitch rating factors, which are different from Moody’s rating factors. In recognition of the fact that weighted average ratings can change over time resulting from credit migration, Fitch permits asset managers to freely trade the collateral even for cash flow CDOs. However, Fitch requires that the weighted average rating and weighted average coupon values specified in the CDO guideline documentation are not violated when collateral is traded.

- Concerning collateral diversification, Fitch takes the view that enforcing explicit requirements on industry diversification may be counterproductive. This is because such a requirement may force asset managers to take exposures to certain industry sectors that they do not feel comfortable with. Moreover, the strong positive asset return correlation between obligors belonging to different industry sectors limits the potential diversification benefits. As a result of these observations, Fitch requires only a minimum of 10 industry exposures. Among these 10 industry exposures, exposures to 3 industry sectors are allowed to exceed the 10 percent exposure limit provided the total exposure to the 3 industries does not exceed 35 percent.

- Structural protections are enforced through overcollateralization and interest coverage tests. For nondefaulted assets, these tests are based on the par value of the assets. Defaulted assets, on the other hand, are valued at the lower of the recovery assumption for the asset class and the market value of the asset. Interest coverage tests are performed as frequently as coupon payments are made and whenever the collateral assets are traded.
TRADABLE CORPORATE BOND BASKETS

A major concern of many investors in corporate bonds is the lack of liquidity in the corporate bond market compared to the government bond market. Institutional fixed-income investors, in particular, would like to have the option to execute large buy or sell orders for corporate bonds without incurring significant transaction costs. Unfortunately, the average issue size for many corporate bonds is in the range $300 to $500 million and hence deal sizes for many corporate bonds are typically in the region of $10 million. As a consequence, institutional investors wishing to take on or shed sizable diversified corporate credit exposures are exposed to significant liquidity risk. To address this concern, major investment banks have issued securities that are backed by a portfolio of corporate bonds that can be traded using one deal execution. Examples of such tradable corporate bond baskets include Morgan Stanley’s Tradable Custodial Receipts (Tracers) and Lehman Brothers Targeted Return Index Securities (Trains). Tracers and Trains are designed to balance the liquidity concerns with the need to represent the broad investment-grade bond market. The average lot sizes for these products are around $100 million, which is quite attractive from the perspective of large institutional investors. An important difference between tradable bond baskets and CDOs backed by a portfolio of corporate bonds is that tradable bond baskets are not tranched.

Other examples of tradable corporate bond baskets include the iShares GS $ InvesTop exchange-traded fund (ETF) launched by Barclays Global Investors, which is indexed to a portfolio consisting of 100 investment-grade corporate bonds denominated in U.S. dollars. Because it is exchange traded, it allows investors to take short positions and execute limit orders. Furthermore, transaction costs are lower compared to taking a similar diversified exposure through mutual funds. As a result of this flexibility, the major investors in this fund include hedge funds and retail investors. However, the investment guidelines of many institutional investors do not permit them to buy this fund because ETFs trade as a stock. As of April 2003, the outstanding amount of the iShares corporate bond fund was close to $2 billion.

In the following sections, I focus primarily on Tracers issued in the cash market backed by a portfolio of investment-grade corporate bonds. I provide a brief description of the characteristics of Tracers and explain how investors can assess the relative value of this structured product compared to buying a single corporate bond with similar credit rating and market risk characteristics. In connection with this, I discuss a technique for inferring the implied credit rating of Tracers and similar structured credit products.
Main Features of Tracers

Tracers are custody receipts that represent an ownership interest on a pro rata basis in an equal par-weighted portfolio of investment-grade corporate bonds. Tracers typically contain 30 to 35 investment-grade corporate bonds with an outstanding issue size of $1 billion or more and have a diversified exposure to different industry sectors. Investors holding Tracers have the option of either selling the custody receipts or redeeming for the appropriate pro rata share of the underlying securities on a weekly basis. Depending on investor demand for Tracers, Morgan Stanley has the option of creating additional Tracer receipts on a weekly basis, which is done by depositing additional securities with Bank of New York, the custodian. Tracers have a sinking fund structure and mature when the bond with the longest maturity in the portfolio expires.

Tracers are issued by maturity (5, 10, and 30 years) and they roll down the yield curve. Tracers are quoted and traded on a spread basis to the U.S. Treasury yield curve, and the transaction costs are in the range of 3 to 5 basis points in yield. Morgan Stanley charges 4 basis points in administrative fee for managing the bond portfolio, which is subtracted from the coupons on the bonds as they are received. The custodian pays the coupon and principal received from the underlying bonds to the investors 1 day after they are received. Only qualified institutional investors can buy Tracers, because they are considered private securities due to the trust structure.

The portfolio composition of Tracers is designed to be static to improve transparency. However, the underlying portfolio composition can change as a result of the following credit events and corporate actions:

- If any bond held in the portfolio is downgraded below investment grade either by Moody’s or Fitch, the administrative agent auctions the bond and distributes the proceeds to investors.
- If the bond obligor defaults, the bond is auctioned and the proceeds are distributed to the investors.
- In the event a corporate action arises for one of the bonds held in the portfolio, the administrative agent auctions the bond if there is a lack of unanimity of opinion among the investors.

In each of these circumstances, the investor has the right to opt out of the auction and take physical delivery of the impacted security.

Portfolio Composition and Risk Characteristics

Because any given Tracers series is primarily a portfolio of corporate bonds, analyzing the risks of this structured credit portfolio can be performed using
the methodology presented in the earlier chapters to quantify credit risk. This is particularly important for investors who may wish to analyze the relative value of buying, say, the 10-year Tracer versus buying a comparable-maturity corporate bond that carries a similar risk profile. To address this question, I consider the series 2001-1 Tracer, whose portfolio composition is given in Exhibit 11.8. The series 2001-1 Tracer matures on 15 September 2011 and had an average coupon of 7.252 percent as of 2 April 2003.

**EXHIBIT 11.8** Composition of 2001-1 Series Tracer as of 2 April 2003

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Ticker</th>
<th>Issuer Rating</th>
<th>Maturity</th>
<th>Coupon (%)</th>
<th>Nominal (mn $)</th>
<th>Clean Price</th>
<th>Yield (%)</th>
<th>Modified Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AA</td>
<td>A2</td>
<td>01 Jun 11</td>
<td>6.500</td>
<td>54.50</td>
<td>111.52</td>
<td>4.778</td>
<td>6.290</td>
</tr>
<tr>
<td>2</td>
<td>AOL</td>
<td>Baa1</td>
<td>15 Apr 11</td>
<td>6.750</td>
<td>54.50</td>
<td>106.05</td>
<td>5.797</td>
<td>6.029</td>
</tr>
<tr>
<td>3</td>
<td>AWE</td>
<td>Baa2</td>
<td>01 Mar 11</td>
<td>7.875</td>
<td>54.50</td>
<td>111.89</td>
<td>5.966</td>
<td>5.938</td>
</tr>
<tr>
<td>4</td>
<td>BAC</td>
<td>Aa3</td>
<td>15 Jan 11</td>
<td>7.400</td>
<td>54.50</td>
<td>118.28</td>
<td>4.580</td>
<td>5.996</td>
</tr>
<tr>
<td>5</td>
<td>BRITEL</td>
<td>Baa1</td>
<td>15 Dec 10</td>
<td>8.375</td>
<td>54.50</td>
<td>121.83</td>
<td>4.931</td>
<td>5.765</td>
</tr>
<tr>
<td>6</td>
<td>C</td>
<td>Aa2</td>
<td>01 Oct 10</td>
<td>7.250</td>
<td>54.50</td>
<td>117.10</td>
<td>4.533</td>
<td>5.914</td>
</tr>
<tr>
<td>7</td>
<td>COP</td>
<td>A3</td>
<td>25 May 10</td>
<td>8.750</td>
<td>54.50</td>
<td>124.95</td>
<td>4.610</td>
<td>5.401</td>
</tr>
<tr>
<td>8</td>
<td>DCX</td>
<td>A3</td>
<td>18 Jan 11</td>
<td>7.750</td>
<td>54.50</td>
<td>113.09</td>
<td>5.648</td>
<td>5.866</td>
</tr>
<tr>
<td>9</td>
<td>DD</td>
<td>Aa3</td>
<td>15 Oct 09</td>
<td>8.675</td>
<td>54.50</td>
<td>117.04</td>
<td>3.895</td>
<td>5.227</td>
</tr>
<tr>
<td>10</td>
<td>DT</td>
<td>Baa3</td>
<td>15 Jun 10</td>
<td>8.000</td>
<td>54.50</td>
<td>117.70</td>
<td>5.037</td>
<td>5.502</td>
</tr>
<tr>
<td>11</td>
<td>F</td>
<td>A3</td>
<td>01 Feb 11</td>
<td>7.375</td>
<td>54.50</td>
<td>92.04</td>
<td>8.800</td>
<td>5.670</td>
</tr>
<tr>
<td>12</td>
<td>FON</td>
<td>Baa3</td>
<td>30 Jan 11</td>
<td>7.625</td>
<td>54.50</td>
<td>104.45</td>
<td>6.878</td>
<td>5.805</td>
</tr>
<tr>
<td>13</td>
<td>FRTEL</td>
<td>Baa3</td>
<td>01 Mar 11</td>
<td>7.750</td>
<td>54.50</td>
<td>119.61</td>
<td>4.747</td>
<td>6.062</td>
</tr>
<tr>
<td>14</td>
<td>GE</td>
<td>Aaa</td>
<td>19 Jan 10</td>
<td>7.375</td>
<td>54.50</td>
<td>117.03</td>
<td>4.442</td>
<td>5.392</td>
</tr>
<tr>
<td>15</td>
<td>GM</td>
<td>A2</td>
<td>15 Sep 11</td>
<td>6.875</td>
<td>54.50</td>
<td>97.91</td>
<td>7.209</td>
<td>6.276</td>
</tr>
<tr>
<td>16</td>
<td>GS</td>
<td>Aa3</td>
<td>15 Jan 11</td>
<td>6.875</td>
<td>54.50</td>
<td>112.88</td>
<td>4.866</td>
<td>6.040</td>
</tr>
<tr>
<td>17</td>
<td>HSBC</td>
<td>A2</td>
<td>15 May 11</td>
<td>6.750</td>
<td>54.50</td>
<td>110.48</td>
<td>5.153</td>
<td>6.172</td>
</tr>
<tr>
<td>18</td>
<td>IADB</td>
<td>Aaa</td>
<td>15 Jan 10</td>
<td>7.375</td>
<td>54.50</td>
<td>122.60</td>
<td>3.590</td>
<td>5.438</td>
</tr>
<tr>
<td>19</td>
<td>JPM</td>
<td>A2</td>
<td>01 Feb 11</td>
<td>6.750</td>
<td>54.50</td>
<td>110.88</td>
<td>5.049</td>
<td>6.085</td>
</tr>
<tr>
<td>20</td>
<td>K</td>
<td>Baa2</td>
<td>01 Apr 11</td>
<td>6.600</td>
<td>54.50</td>
<td>113.34</td>
<td>4.588</td>
<td>6.308</td>
</tr>
<tr>
<td>21</td>
<td>MER</td>
<td>Aa3</td>
<td>17 Feb 09</td>
<td>6.000</td>
<td>54.50</td>
<td>110.04</td>
<td>4.060</td>
<td>4.947</td>
</tr>
<tr>
<td>22</td>
<td>NI</td>
<td>Baa3</td>
<td>15 Nov 10</td>
<td>7.875</td>
<td>54.50</td>
<td>114.28</td>
<td>5.549</td>
<td>5.689</td>
</tr>
<tr>
<td>23</td>
<td>ONE</td>
<td>A1</td>
<td>01 Aug 10</td>
<td>7.875</td>
<td>54.50</td>
<td>120.86</td>
<td>4.500</td>
<td>5.682</td>
</tr>
<tr>
<td>24</td>
<td>Q</td>
<td>A1</td>
<td>22 Jan 11</td>
<td>6.125</td>
<td>54.50</td>
<td>112.87</td>
<td>4.174</td>
<td>6.224</td>
</tr>
<tr>
<td>25</td>
<td>S</td>
<td>Baa1</td>
<td>01 Feb 11</td>
<td>7.000</td>
<td>54.50</td>
<td>103.24</td>
<td>6.464</td>
<td>5.928</td>
</tr>
<tr>
<td>27</td>
<td>ULVR</td>
<td>A1</td>
<td>01 Nov 10</td>
<td>7.125</td>
<td>54.50</td>
<td>117.91</td>
<td>4.327</td>
<td>5.852</td>
</tr>
<tr>
<td>28</td>
<td>USB</td>
<td>Aa3</td>
<td>01 Aug 11</td>
<td>6.375</td>
<td>54.50</td>
<td>112.64</td>
<td>4.534</td>
<td>6.496</td>
</tr>
<tr>
<td>29</td>
<td>VIA</td>
<td>A3</td>
<td>15 May 11</td>
<td>6.625</td>
<td>54.50</td>
<td>113.16</td>
<td>4.658</td>
<td>6.239</td>
</tr>
<tr>
<td>30</td>
<td>VZ</td>
<td>A2</td>
<td>01 Dec 10</td>
<td>7.250</td>
<td>54.50</td>
<td>116.04</td>
<td>4.728</td>
<td>5.883</td>
</tr>
<tr>
<td>31</td>
<td>WB</td>
<td>Aa3</td>
<td>18 Aug 10</td>
<td>7.800</td>
<td>54.50</td>
<td>121.16</td>
<td>4.407</td>
<td>5.744</td>
</tr>
<tr>
<td>32</td>
<td>WMT</td>
<td>Aa2</td>
<td>10 Aug 09</td>
<td>6.875</td>
<td>54.50</td>
<td>117.01</td>
<td>3.832</td>
<td>5.206</td>
</tr>
</tbody>
</table>
Because Tracers can be seen simply as a portfolio of corporate bonds, we can try to quantify the risk of holding this corporate bond portfolio over a 1-year horizon using the technique presented in Chapter 6. To simplify matters, I assume the asset return correlation between every obligor pair to be 30 percent when computing various portfolio credit risk quantities of interest under the migration mode. In performing the simulations, the joint distribution of asset returns was assumed to be multinormal with mean recovery rate of 47 percent across all bonds. To examine the impact on portfolio credit risk due to an increase in asset return correlation between obligors, a second simulation run was performed with an asset return correlation of 45 percent across obligor pairs. The weighted average rating factor for this portfolio based on current market values was also computed using Moody’s rating factors given in Exhibit 11.6. The aggregate portfolio risk characteristics of the series 2001-1 Tracer are shown in Exhibit 11.9.

Moody’s rated the series 2001-1 Tracer Baa1 as of April 2003. Given this information, an investor might be confronted with the following question: Is the investment risk in Tracers the same as the risk of holding a Baa1-rated corporate bond? I address this important question in the next section.

### Implied Credit Rating

Driven by the desire to reduce downside risk, investors hold a portfolio rather than a single security. Holding a diversified portfolio protects investors from large losses that may otherwise occur when only a single financial security is held. Given this observation, it is more likely that an investor would prefer to buy a Tracer with a Baa1 rating than a Baa1-rated bond having a similar duration risk and yield. This brings up the following

### Exhibit 11.9  Risk Characteristics of a Tracer Portfolio

<table>
<thead>
<tr>
<th>Description</th>
<th>Asset Return Correlation 30 Percent</th>
<th>Asset Return Correlation 45 Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average yield (%)</td>
<td>4.97</td>
<td>4.97</td>
</tr>
<tr>
<td>Modified duration</td>
<td>5.85</td>
<td>5.85</td>
</tr>
<tr>
<td>Moody’s WARF</td>
<td>181</td>
<td>181</td>
</tr>
<tr>
<td>Expected loss (bp)</td>
<td>32.1</td>
<td>32.1</td>
</tr>
<tr>
<td>Unexpected loss (bp)</td>
<td>90.3</td>
<td>113.0</td>
</tr>
<tr>
<td>CrVaR at 90 percent confidence (bp)</td>
<td>111.6</td>
<td>113.3</td>
</tr>
<tr>
<td>ESR at 90 percent confidence (bp)</td>
<td>229.4</td>
<td>272.1</td>
</tr>
</tbody>
</table>
question: How do rating agencies rate a portfolio of corporate bonds? Some insight into how rating agencies assess the risk of a portfolio of corporate bonds can be obtained on the basis of the rating agencies methodology for CDOs presented earlier. Both Moody’s and Fitch, for instance, use the expected loss of the portfolio as an input parameter to determine an appropriate credit rating.

This approach can be extended to Tracers; the implied credit rating for the underlying portfolio of bonds in a Tracer can be derived using the following simple rule:

- First, compute the expected loss of the corporate bond portfolio.
- In the next step, compute the set of expected losses for a bond having the same duration and yield as the portfolio, but with different credit ratings.
- Finally, identify the credit rating under which the expected loss for the bond is approximately equal to the corporate bond portfolio’s expected loss.

At first glance, this procedure may appear rather naive for computing a corporate bond portfolio’s credit rating. Even for a casual observer it will be evident that no risk measure is being used to derive the implied credit rating of the portfolio. To investigate whether this simple procedure will lead to a Baa1 rating for the series 2001-1 Tracer as assigned by Moody’s, consider a bond with the following characteristics as of trade date 2 April 2003: a 7.252 percent annual coupon, maturing on 20 September 2010, and trading at a clean price of $114.10. Such a bond will have an identical yield, modified duration, and convexity as the bond portfolio that constitutes the series 2001-1 Tracer. The expected and unexpected losses of this bond under the migration mode assuming different credit ratings for the bond are given in Exhibit 11.10. In deriving the expected and unexpected loss, a recovery rate of 47 percent was assumed.

Comparing Exhibits 11.9 and 11.10, one see infer that on the basis of the expected loss information, the series 2001-1 Tracer will be assigned a Baa1 rating. As mentioned earlier, this also happens to be the rating assigned by Moody’s to this structured portfolio. Note that we were able to

**EXHIBIT 11.10**  Credit Risk Measures for a Bond with Same Duration as a Tracer

<table>
<thead>
<tr>
<th>Description</th>
<th>A1 Rated</th>
<th>A2 Rated</th>
<th>A3 Rated</th>
<th>Baa1 Rated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected loss (bp)</td>
<td>22.5</td>
<td>24.4</td>
<td>38.7</td>
<td>32.9</td>
</tr>
<tr>
<td>Unexpected loss (bp)</td>
<td>196.4</td>
<td>224.3</td>
<td>267.0</td>
<td>301.9</td>
</tr>
<tr>
<td>ESR at 90 percent confidence (bp)</td>
<td>272.6</td>
<td>308.0</td>
<td>463.7</td>
<td>508.1</td>
</tr>
</tbody>
</table>
arrive at Moody’s credit rating for this portfolio without having to model the obligor asset return correlations. A similar conclusion holds for the implied credit rating of the portfolio if the WARF score is examined. For example, WARF for the portfolio is 181, and this is higher than the threshold value of 180 for an A3-rated bond. This also leads to the conclusion that the bond portfolio has a Baa1 rating.

Unfortunately, both WARF as well as the implied credit rating of the portfolio established on the basis of expected loss information lead to improper interpretation of the actual risk associated with the underlying portfolio. The credit risk facing an investor holding a single bond rated Baa1 is fundamentally different from the credit risk faced by an investor holding a Baa1-rated series 2001-1 Tracer even if they both have identical market risks. This is evident from examining the unexpected loss of the replicating bond shown in Exhibit 11.10 under different credit ratings. In fact, the unexpected loss of the Tracer assuming 45 percent asset return correlation between obligor pairs is only half of that of an A2-rated bond.

Having established that the true risks are not reflected in the credit rating assigned by rating agencies in the portfolio context, one can explore alternative methods of arriving at an implied credit rating for a portfolio that better reflect the risks. In arriving at this implied credit rating, assume that the investor is interested in comparing the potential downside risks between the series 2001-1 Tracer and a bond having the same market risk profile. One measure that can be used to quantify this downside risk is the expected shortfall risk introduced in Chapter 7.13 The ESRs at 90 percent level of confidence for the replicating bond are shown in Exhibit 11.10 assuming different credit ratings for the bond. Under the assumption that the bond has an A1 rating, the ESR at 90 percent level of confidence is equal to 272.6 basis points. This value is close to ESR at 90 percent confidence level for the series 2001-1 Tracer when the asset return correlation between obligors is assumed to be 45 percent.

Clearly, an investor worried about the downside risk will consider buying the series 2001-1 Tracer as being equivalent to buying a bond rated A1 with the same market risk characteristics. Because the numerical results suggest that the 1-year expected loss of an A1-rated bond is 10 basis points lower than that for the Tracer, the investor would break even even if the yield of the series 2001-1 Tracer is 10 basis points more than an A1-rated bond of comparable maturity. Finally, it is important to note that the use of a downside risk measure as opposed to expected loss to infer the credit rating of a portfolio leads to a three-notch rating difference for the example considered here. Such a large difference in the implied credit rating of a structured credit product suggests that further research is needed to resolve these differences and to find the best approach to be used for rating structured credit products.
QUESTIONS

1. What are the similarities and differences between CDOs and asset-backed securities?
2. What factors make a CDO attractive from an investor’s perspective?
3. What is subordination and how does it provide credit enhancement to senior CDO tranches?
4. Explain what “par-building” trades mean and how this practice can lead to worsening of collateral quality.
5. What is diversity score and what purpose does it serve?
6. What are the advantages and disadvantages of using market value tests for cash flow CDOs?
7. You are asked to provide a list of relative merits between buying an A1-rated cash flow CBO and an A1-rated Tracer, both maturing in 3 years, to your management. What are the important points you will list?
CHAPTER 2

1. This experiment leads to a random variable that has a binomial distribution. The random variable $X$ of a binomial distribution counts the number of successes in $n$ trials. If $p$ is the probability of an event occurring in a given trial, the probability of this event occurring $r$ times in $n$ trials is given by

$$P(X = r) = \frac{n!}{r!(n - r)!} \times p^r (1 - p)^{n-r}$$

The probability that the face 6 will show up at least two times is 1 minus the probability that the face 6 shows up once in 10 trials. These are given, respectively, by

$$P(X \geq 2) = 1 - P(X = 1) = 1 - \frac{10!}{9!} \times \left(\frac{1}{6}\right)^1 \times \left(\frac{5}{6}\right)^9 = 0.6770$$

and

$$P(X = 2) = \frac{10!}{2! \times 8!} \times \left(\frac{1}{6}\right)^2 \times \left(\frac{5}{6}\right)^8 = 0.2907$$

2. The mean and variance of the random variable are given, respectively, by

$$\mu = \sum_{i=1}^{n} x_i \cdot p(x_i) = \sum_{i=1}^{6} i \times \frac{1}{6} = 3.5$$

and

$$\sigma^2 = \sum_{i=1}^{6} (x_i - \mu)^2 \cdot p(x_i) = \sum_{i=1}^{6} (i - 3.5)^2 \times \frac{1}{6} = 2.917$$
3. The 10th percentile of the distribution corresponds to the 0.1 quantile. If \( x_p \) is the 0.1 quantile of a normal distribution, \( x_p \) solves the following equation:

\[
\frac{1}{\sqrt{2\pi}\sigma} \int_{-\infty}^{x_p} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) \, dx = 0.1
\]

For \( \mu = 0.5 \) and \( \sigma = 1.2 \), this gives \( x_p = -1.0378 \)

4. For a beta distribution, the mean and variance are given, respectively, by

\[
\mu = \frac{\alpha}{\alpha + \beta} \quad \text{and} \quad \sigma^2 = \frac{\alpha\beta}{(\alpha + \beta)^2(\alpha + \beta + 1)}
\]

For \( \alpha = 1.4 \) and \( \beta = 1.58 \), we have \( \mu = 0.47 \) and \( \sigma = 0.25 \).

If \( f(x) \) denotes the density function of a beta distribution, the probability that the recovery rate lies between 20 and 80 percent of par value during simulations is given by

\[
\int_{0.2}^{0.8} f(x) \, dx = \int_{-\infty}^{0.8} f(x) \, dx - \int_{-\infty}^{0.2} f(x) \, dx = 0.7095
\]

5. The mean and volatility of the recovery rate process are given, respectively, by

\[
\mu = \frac{a + b}{2} = \frac{0.2 + 0.8}{2} = 0.5
\]

and

\[
\sigma = \frac{b - a}{\sqrt{12}} = \frac{0.8 - 0.2}{\sqrt{12}} = 0.173
\]

6. Take, for example, \( 3 \times 3 \) matrices and show this is true. The general case follows easily. Let the matrices \( A \) and \( B \) be given by

\[
A = \begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{bmatrix}
\]
If $C$ denotes the product $A \times B$, then the first row of this matrix is given by

\[
\begin{align*}
c_{11} &= a_{11}b_{11} + a_{12}b_{21} + a_{13}b_{31} \\
c_{12} &= a_{11}b_{12} + a_{12}b_{22} + a_{13}b_{32} \\
c_{13} &= a_{11}b_{13} + a_{12}b_{23} + a_{13}b_{33}
\end{align*}
\]

For any Markov matrix, the sum of the row elements must add to one. To see if this is true, check the following identity:

\[
c_{11} + c_{12} + c_{13} = a_{11}(b_{11} + b_{12} + b_{13}) + a_{12}(b_{21} + b_{22} + b_{23}) + a_{13}(b_{31} + b_{32} + b_{33}) = a_{11} + a_{12} + a_{13} = 1
\]

This follows from the fact that $A$ and $B$ are Markov matrices. Similarly, one can show that the other rows of the matrix $C$ also add up to one, and hence, the result.

7. Applying a result from linear algebra, one can represent any matrix $A$ in terms of its eigenvector decomposition given by

\[A = S\Lambda S^{-1}\]

where $S$ is the matrix formed using eigenvectors of $A$ and $\Lambda$ is a diagonal matrix containing eigenvalues of $A$. Using this relation, one has

\[A^2 = SAS^{-1}\Lambda S^{-1} = SAS^{-1}\Lambda = S\Lambda^2 S^{-1}\]

Note that the eigenvalues of the matrix $A^2$ are the diagonal elements of the matrix $\Lambda^2$. The last exercise showed that if $A$ is Markov, then $A^2$ is also Markov. Denote the Markov matrix $A^2 = P$ and let the eigenvalues of $P$ be given by the diagonal matrix $\Lambda_p = \Lambda^2$. It follows then that

\[P^{1/2} = SAS^{-1} = S\Lambda_p^{1/2} S^{-1} = A\]

Because $A$ is by construction a Markov matrix, so is $P^{1/2}$, using the eigenvalue decomposition. In the general case, it follows that for any integer value $n$, the decomposition

\[P^{1/n} = S\Lambda_p^{1/n} S^{-1}\]
is a Markov matrix.

8. \[
P^{1/12} = \begin{bmatrix} 0.9555 & 0.0380 & 0.0065 \\ 0.0127 & 0.9681 & 0.0192 \\ 0 & 0 & 1 \end{bmatrix}, \quad P^{1/2} = \begin{bmatrix} 0.7670 & 0.1879 & 0.0451 \\ 0.0626 & 0.8296 & 0.1078 \\ 0 & 0 & 1 \end{bmatrix}
\]

9. The eigenvalues are \(\lambda_1 = 5.8284\), \(\lambda_2 = 2.0\), and \(\lambda_3 = 0.1716\). The eigenvectors are

\[
\tilde{x}_1 = \begin{bmatrix} -0.3827 \\ -0.9239 \\ 0 \end{bmatrix}, \quad \tilde{x}_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad \tilde{x}_3 = \begin{bmatrix} -0.9239 \\ -0.3827 \\ 0 \end{bmatrix}
\]

The Cholesky decomposition is \(A = LL^T\), where

\[
L = \begin{bmatrix} 1 & 0 & 0 \\ -2 & 1 & 0 \\ 0 & 0 & 1.4142 \end{bmatrix}
\]

10. The first two principal components explain a variance of

\[
\frac{\lambda_1 + \lambda_2}{\lambda_1 + \lambda_2 + \lambda_3} = \frac{7.8284}{8} = 97.85 \text{ percent}
\]

11. The normalized direction vectors are \(\ell_1 = [0.7071 \quad 0 \quad 0.7071]^T\) and \(\ell_2 = [1 \quad 0 \quad 0]^T\). Thus \(\sigma_1^2 = \ell_1^T A \ell_1 = 1.5\), \(\sigma_2^2 = \ell_2^T A \ell_2 = 1.0\), \(\rho = 0.5773\).

The variance explained by these factors is

\[
\frac{\sigma_1^2 + \sigma_2^2 (1 - \rho)}{\lambda_1 + \lambda_2 + \lambda_3} = 24.03 \text{ percent}
\]

**CHAPTER 3**

1. Different forms of bond collateralization used for securitization include the following:
   a. Mortgage bonds backed by real estate or other physical property.
b. Collateral trust bonds secured by financial assets such as stocks, bonds, and other securities, which are deposited with a trustee.

c. Equipment trust certificates, which are secured by ownership of specific equipment, usually capital in nature, with the title to this equipment held by a trustee.

d. Asset-backed securities, which are secured by home-equity loans, credit card receivables, and auto loans.

2. Major investment risks that face corporate bond investors can be classified under the following categories:
   a. Credit risk, which arises from either the bond obligor becoming bankrupt or the obligor being downgraded to lower credit quality.
   b. Market risk, which results from an increase in the general level of interest rates.
   c. Liquidity risk, which arises from the lack of marketability of a bond.
   d. Economic risk, which arises from a general slowdown of the global economy, which in turn leads to lower corporate profits and therefore lower debt-repaying capacity of many corporate borrowers.

3. Corporate bond trading is done through a broker/dealer market. Bonds not sold back to investors and held in inventory for longer time periods incur capital charges. Bond dealers also face the risk of the bond obligor being downgraded, which results in a lower trade price for the bond. Higher bid–ask spreads charged to compensate for these risks force investors to trade corporate bonds infrequently. This is turn reduces turnover in corporates, and, as a consequence, increases the risk of holding bonds in inventory by dealers longer than they would normally wish. The sum total of these effects contributes to higher trading costs for corporate bonds.

4. Trading cost per year is given by \(2.5 \times 5 \times 1.25 = 15.625\) basis points.

5. During periods of economic crisis, corporate bonds offer economic enterprises an alternative funding source when banks cut down on lending. This diversity of funding sources provides insurance against a financial problem turning into economywide distress. Furthermore, because funding in the capital markets competes with bank lending, borrowing costs for corporates are lower during normal times. Corporate bonds also provide investors with alternative investment opportunities. Finally, well-developed corporate bond markets bring market discipline and reduce the scope for misdirected credit allocations.

6. Carrying out a historical performance analysis of various asset classes can help identify relationships between them that are otherwise not evident. Experience suggests that historical performance analysis is very useful for predicting future volatility of returns of the asset class and reasonably useful for predicting the correlation between the returns of different asset classes. Furthermore, to evaluate the potential
risks associated with investment decisions, an analysis of historical performance is required.

7. Holding larger than necessary level of foreign currency reserves incurs costs in real resources. Reserve managers are faced with the challenge of reducing these costs by increasing return on reserves. However, given the public scrutiny of the investment returns, losses arising from investment decisions need to be kept to a minimum. This requires investments in high-grade, low-volatility assets, which, however, deliver low returns. The major challenge faced by reserve managers is to meet the objective of generating higher returns without taking much credit or interest rate risk.

8. Given the yield pickup over comparable-maturity U.S. Treasury securities, corporate bonds offer the opportunity to generate higher returns than investments in Treasury securities. Furthermore, investment in corporate bonds lowers the volatility of returns relative to an investment in Treasuries with similar duration. Finally, the correlation of corporate bond returns with Treasury and other high-grade credits being less than one will lead to some diversification benefit. This will have the effect of reducing the volatility of returns on the overall reserves if there is increased exposure to corporates in the reserves portfolio.

9. Under the new accounting rules, the pension fund assets have to be marked to market and the present value of pension liabilities has to be computed by discounting future liabilities by the long-term yield of corporate bonds. During periods of economic recession, these rules will have the effect of increasing the present value of liabilities due to a fall in long-term yields while at the same time producing lower valuations for the assets due to the falling equities market. The impact of these two will be quite serious for those pension funds that have greater exposure to equities, because the coverage ratio (pension assets divided by pension liabilities) will fall. In a defined benefit scheme, this will force corporations to increase pension contributions to keep the coverage ratio above the mandatory minimum level. To minimize this risk, pension sponsors may have a tendency to include a greater proportion of corporate bonds to serve as a better hedging instrument under the new accounting rules.

10. In a defined benefit pension scheme, the pension sponsor has to make additional pension contributions if pension assets do not generate sufficient returns to cover actuarial liabilities. This risk is referred to as surplus risk, which is the risk that the assets will fall short of liabilities. To reduce surplus risk, plan sponsors have to ensure that the sensitivity to modeled risk factors across assets and liabilities are broadly matched. For example, liabilities are higher if the long-term yields on corporate bonds decline. To ensure that pension assets are also higher under this scenario, greater exposure to corporate bonds is required in the pension assets. The amount of surplus risk, in practice, has to be balanced.
against the expected return on the pension assets, which has to be in line with the expected growth rate of real earnings. This is required to ensure that the pension contribution rate for the plan sponsor is not too high.

CHAPTER 4

1. The yield to maturity is 4.674 percent, the modified duration is 3.748, the convexity is 16.85, and the approximate price change is $0.955.

2. The yield to maturity is 4.412 percent, the modified duration is 5.623, and the convexity is 44.10. The bond manager’s view is that the yields will decrease and the yield curve will flatten.

3. The motivation for doing principal component analysis of the yield curve is to understand the correlation structure between yields across different maturities. Because yields across maturities are correlated, principal component analysis helps to reduce the number of independent factors required to explain the yield curve dynamics.

4. Let \( \bar{\ell}_s \) denote the normalized shift vector and \( \Sigma \) the covariance matrix of yield changes. The second factor \( \bar{\ell}_t \) can be determined by solving the following optimization problem: Maximize \( \bar{\ell}_t^T \Sigma \bar{\ell}_t \) subject to the constraints \( \bar{\ell}_s^T \Sigma \bar{\ell}_s = 0 \) and \( \bar{\ell}_t^T \bar{\ell}_t = 1 \).

5. The tracking error of a portfolio is the annualized standard deviation of the weekly or daily return differences between the portfolio and the benchmark. This definition leads to an ex post measure of tracking error. A monthly tracking error of 25 basis points corresponds to \( 25 \sqrt{12} = 86.6 \) basis points annualized tracking error.

6. The market value of the portfolio is \( M_p = $3,646,265 \); the market value after the yield curve shift is \( M_p^s = $3,666,849 \); and the market value after the yield curve twist is \( M_p^t = $3,650,741 \). Then,

\[
\text{shift sensitivity} = \frac{M_p^s - M_p}{M_p} = 56.45 \text{ basis points}
\]

\[
\text{twist sensitivity} = \frac{M_p^t - M_p}{M_p} = 12.27 \text{ basis points}
\]

CHAPTER 5

1. Given \( A_0 = $12 \), \( F = $10 \), \( \mu = 5 \) percent, and \( \sigma_A = 10 \) percent, use the equation

\[
D = \frac{\ln(A_0/F) + (\mu - 0.5\sigma_A^2)T}{\sigma_A \sqrt{T}}
\]
Substituting the foregoing values gives $D = 2.273$. The 1-year default probability is given by $PD = N(-D)$, or

$$PD = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{-D} \exp(-0.5x^2) \, dx = 0.0115$$

2. Many of the assumptions made under Merton’s approach to determine the default probability of a firm are violated in practice. These include the following: (a) firms seldom issue zero-coupon debt and there are usually multiple liabilities, (b) firms in distress may be able to draw on lines of credit that will result in a change in the liabilities, and (c) asset returns of firms may deviate from a normal distribution. As a result, applying Merton’s method in practice to determine the default probability of a firm is usually difficult.

The KMV approach resolves these difficulties as follows: (a) The default point that triggers bankruptcy is assumed to be the sum of the short-term and one half of the long-term liabilities and (b) the distance to default variable is mapped to a historical default statistics database to estimate the probability of default.

3. The structural approach leads to default probability estimates that are more responsive to current economic environment. The empirical approach, on the other hand, leads to default probability estimates that reflect long-term averages. Although increased responsiveness to changes in economic conditions on the firm’s default probability has many advantages, this feature may be undesirable if the estimates are used for the purpose of economic capital allocation. Another potential drawback of the structural approach followed by KMV is that default probability predictions for regulated banks tend to be higher than what historical data would suggest. This is primarily because the historical default database contains mainly corporates and not banks.

4. Recovery rates on defaulted bonds are estimated based on the trading price of the bond in the secondary market approximately 1 month after the default event. The factors that influence recovery rates include the seniority of the bond issue, the industrial sector to which the bond issuer belongs, the state of the economy, and the credit rating of the issuer 1 year prior to default.

5. Rating outlooks are forward-looking assessment of the creditworthiness of issuers over the medium term published by rating agencies. Rating outlooks assess the potential direction of an issuer’s rating change over the next 6 months to 2 years. Changes in rating outlooks influence bond prices, and sometimes significant price changes may occur after such changes in outlook are published. Price changes occur because a
change in rating outlook is considered by market participants as a signaling event used by rating agencies before eventually upgrading or downgrading an issuer’s credit rating.

6. Here, $P_{dirty} = 103.50$, PD = 0.002, RR = 0.47, $\sigma_{RR} = 0.25$, NE = $10$ million, and LD = $1.035 - 0.47 = 0.565$. Thus EL = NE × PD × LD = $11,300$

$$UL = NE \times \sqrt{PD \times \sigma_{RR}^2 + LD^2 \times PD(1 - PD)} = 276,075$$

7. Empirical evidence indicates that recovery rates are negatively correlated with default rates. Reduced-form models do not take this relationship into account. Reduced-form models assume that recovery rate and default rate processes are independent.

8. Yields on corporate bonds vary significantly across issuers. These yield differences for a given maturity can be significant even among issuers having identical credit rating and belonging to the same industrial sector. As a result, yield curves that are constructed for a specified credit rating introduce large pricing errors if bonds are priced off these yield curves. Because bonds have to be repriced under rating change scenarios, computing meaningful price changes under rating changes across all bonds would be practically impossible.

Although pricing bonds off generic yield curves runs into difficulties, generic yield curves for different credit ratings can still be constructed and used in a meaningful way if these yield curves are used primarily to compute yield spreads across different maturities and credit ratings. This gives a richer description of yield spreads, which are differentiated by maturity and credit rating. Moreover, this also reflects the current yield spreads when estimating credit risk under the migration mode rather than the static values used for illustration purposes in this book. Yield spreads derived using such curves could be used in conjunction with the duration and the convexity of the bond to compute the price changes.

9. 

$$EL = NE \times \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}$$

$$= 10,000,000 \times 0.001892 = 18,920$$

$$UL = NE \times \sqrt{PD \times \sigma_{RR}^2 + \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik}^2 - \left( \sum_{k=1}^{18} p_{ik} \times \Delta P_{ik} \right)^2}$$

$$= 10,000,000 \times \sqrt{0.002 \times 0.25^2 + 3.768 \times 10^{-4} - 0.001892^2}$$

$$= 223,208.5$$
1. Aggregation of portfolio credit risk requires estimating the standard deviation of loss (unexpected loss) of the securities held in the portfolio and the correlation between security losses. Aggregation of market risk requires estimating the standard deviation of returns of the securities held in the portfolio and the correlation between security returns. In this respect, aggregation of credit risk and market risk are quite similar in principle. The major difference, however, is that the distribution of security losses resulting from credit events is highly skewed, whereas the distribution of security returns driven by market-related events is approximately normal. The knowledge of the standard deviation of a normally distributed random variable is sufficient to derive tail risk statistics. Deriving tail risk measures for credit risk requires performing a Monte Carlo simulation. The other difference between market and credit risk pertains to the ease with which data required to compute these measures can be obtained. For market risk, one only needs daily or weekly time series of security returns, which is observed in the market. Variables that are required to aggregate credit risk are usually not observed and therefore require making assumptions.

2. As the term suggests, asset return correlation between two obligors is the correlation between asset returns of the obligors. Default correlation is the correlation between the default indicators for the two obligors, typically over a 1-year time horizon. Loss correlation is the correlation between the credit losses of the two obligors, where the credit losses are usually measured over a 1-year time horizon. Default correlation is typically an order of magnitude less than asset correlation. Loss correlation magnitude depends on whether the credit risk is to be aggregated under the default mode or the migration mode. Under the migration mode, the credit loss resulting from rating changes is also included and hence will be higher than under the default mode.

3. The assessment of the risk of financial securities is based on models that capture the price dynamics of these securities. Model risk refers to the risk that such models may not describe the price dynamics of the financial securities accurately. This could arise, for instance, when simplifying assumptions are made to keep the model complexity manageable. The model risk associated with quantification of credit risk is quite high. This is mainly due to the many simplifying assumptions that have to be made to keep the model tractable. Furthermore, many variables that are used for modeling credit risk are not directly observable. This tends to increase model risk further by introducing an additional layer of uncertainty.
4. Under the assumption that recovery rates are positively correlated, the expected value of the joint losses is higher. This results in higher loss correlation between the two obligors. One can verify this from the following relation for the joint expected value of two random variables:

\[ E(XY) = E(X)E(Y) + \rho_{XY}\sigma_X\sigma_Y \]

Clearly, \( E(XY) \) is higher if the random variables are positively correlated.

5. The joint default probability in this case is \( 5.7033 \times 10^{-6} \). The expected loss of the portfolio is $1,009.6. The unexpected loss using the default correlation is $26,135.5. The unexpected loss using the loss correlation is $6,123.8.

6. The leverage ratio of a firm is defined as the ratio between the face value of outstanding debt and the asset value of the firm. If \( w_i \) denotes the leverage ratio of the \( i \)th firm, the asset return of the \( i \)th firm can be approximated as follows:

\[ r^i_A = (1 - w^i_A) \times r^i_S + w^i_A \times r^i_F \]

Here, \( r^i_S \) is the equity return of the firm and \( r^i_F \) is the return on a risk-free bond issued by the firm. This equation allows one to approximate the asset return covariance between two firms \( i \) and \( k \) using the equity return covariance between these firms as follows:

\[ \text{cov}(r^i_A, r^k_A) = (1 - w^i_A) \times (1 - w^k_A) \times \text{cov}(r^i_S, r^k_S) + w^i_A \times w^k_A \times \text{cov}(r^i_F, r^k_F) \]

If the leverage ratio is high, the last term in the above equation will dominate. Because the correlation between two risk-free bonds will be much higher than the equity return correlation between two firms, the asset return correlation between two firms with high leverage ratio will be much higher than the equity return correlation between the firms.

7. Because asset returns are not observable, computing the asset return correlation between obligors requires inferring this value using indirect approaches. Factor models render the task of estimating the asset return correlation between obligors easy by identifying common factors to which the business risks of two companies are exposed. Moreover, if a company’s business changes as a result of mergers and acquisitions, the future prospects of the company change. This leads to a change in the asset return correlation against other companies. Factor models capture these changes by recognizing the changes in the sensitivities to common factors for the company.
8. The $z$-threshold values will be different if the true mean and standard deviation of asset returns are used in the calculations. One can show using change of variables that if $z_i$ is the $z$-threshold under the true mean and standard deviation of the asset returns, then the new threshold will be given by

$$w_i = \frac{(z_i - \mu)}{\sigma}$$


CHAPTER 7

1. The convergence of a Monte Carlo simulation can be speeded up by using quasi-random sequences or by performing importance sampling. Quasi-random sequences are sequences of $n$-tuples that fill $n$-dimensional space more uniformly than uncorrelated points generated by pseudo-random sequences. Hence, fewer simulations are required to get the same convergence efficiency with quasi-random sequences than with pseudo-random sequences. Importance sampling helps to speed up the simulations by generating random numbers around the region of interest. This is useful when one is interested in computing tail risk measures.

2. The loss distribution resulting from credit risk is a skewed distribution with a long, fat tail. Given the first two moments of this distribution, it is not possible to gain much insight into the credit losses around the tail of the distribution. For a fat-tailed distribution, a measure of the tail risk is critical for examining the scope for large losses to occur. The only way to measure this risk is by performing a Monte Carlo simulation to generate the credit loss distribution.

3. The main computational steps involved in simulating the credit loss distribution are the following:
   a. Simulate correlated random numbers that model the joint distribution of asset returns of the obligors in the portfolio
   b. Infer the implied credit rating of each obligor based on simulated asset returns
   c. Compute the potential loss in value based on the implied credit rating, and in those cases where the asset return value signals an obligor default, compute a random loss on default value by sampling from a beta distribution function.
Repeating the above simulation runs many number of times allows one to compute the distribution of credit losses.
4. The expected and unexpected losses are the same in both cases. This is because the expected and the unexpected loss of the portfolio are dependent only on the mean and the standard deviation of the recovery rates. Evidence for this follows from the analytical expressions derived for expected and unexpected loss where the knowledge of the recovery rate distribution was not required to derive these expressions.

5. The only modification required in the Monte Carlo simulations is to draw correlated recovery rate vectors during the simulation runs. This, of course, requires making an assumption on the appropriate joint distribution for the recovery rate variables.

6. For a normal distribution, knowledge of the mean and the standard deviation of the distribution allows one to completely characterize the shape of the distribution. Hence, any tail statistic of interest can be derived knowing the mean and the standard deviation of the distribution. This suggests that if the distribution of credit losses happened to be normally distributed, performing a Monte Carlo simulation for computing tail risk measures will be not necessary if the expected and the unexpected loss of the distribution are given.

7. Yes, one should be willing to play the game. Because the expected payoff is equal to the initial investment to play the game, this is a fair game.

8. Because the expected payoff is still equal to the initial investment, it is still a fair game. However, because there are eight balls with zero payoff, there is 8 percent chance of losing $5 and 13 percent chance that the loss will be $4 or more. This increases the downside risk considerably. If, as an investor, one focuses on the downside risk, one should not be willing to play this game.

9. The various statistical parameters of interest for Question 7 are mean = $5, \( \sigma = $1.378 \), VaR(90%) = $2, and ESR(90%) = $3. The statistical parameters of interest for Question 8 are mean = $5, \( \sigma = $1.851 \), VaR(90%) = $3.333, and ESR(90%) = $4.667.

1. Financial time series data exhibit a property known as tail dependence. Under tail dependence, there is greater degree of co-movement of returns across firms during periods of large market moves compared to those observed during normal market conditions. Because multivariate normal distributions do not exhibit tail dependence, modeling the joint distribution of asset returns as multivariate normal will fail to model herding and contagion behavior in financial markets, which represent large correlated market moves.
2. The multivariate $t$ distribution exhibits tail dependence and hence will be able to capture correlated extreme market moves. Moreover, Student’s $t$ distribution inherits the correlation matrix of normal distributions. Hence, the correlation matrix for multivariate $t$ distribution is easy to calibrate. Finally, it is quite easy to generate sequences of multivariate $t$-distributed random variables, which makes the task of performing numerical simulations to evaluate credit risk fairly simple.

3. As the number of degrees of freedom in the multivariate $t$ distribution is reduced, the degree of tail dependence increases. This has the implication that the portfolio credit loss distribution will have fat tails and hence tail risk measures will increase significantly.

4. (a) $-2.576$; (b) $-3.355$.

5. (a) $26,803$; (b) $26,680$.

6. The following are the steps involved in generating an $n$-dimensional sequence of multivariate $t$-distributed random variables with $\nu$ degrees of freedom:

   **Step 1.** Compute the Cholesky factor $L$ of the matrix $C$, where $C$ is the $n \times n$ asset return correlation matrix.

   **Step 2.** Simulate $n$ independent standard normal random variates $z_1, z_2, \ldots, z_n$ and set $\tilde{u} = Lz$.

   **Step 3.** Simulate a random variate $\omega$ from a chi-square distribution with $\nu$ degrees of freedom that is independent of the normal random variates and set $s = \sqrt{\tilde{u}}/\sqrt{\omega}$.

   **Step 4.** Set $\tilde{x} = s \cdot \tilde{u}$, which represents the desired $n$-dimensional $t$ variate with $\nu$ degrees of freedom and correlation matrix $C$.

Repeating steps 2 to 4 allows one to generate the sequence of multivariate $t$-distributed random variables.

---

**CHAPTER 9**

1. The important attributes of a good risk report are the following:
   - Provides insight into the main sources of relative risk between the portfolio and its benchmark.
   - Is simple and intuitive so that it improves the effectiveness of risk communication.
   - Makes it possible to quantify the magnitude of potential underperformance of the portfolio against its benchmark and the probability of this occurring.
   - Provides different levels of granularity to meet reporting requirements of different interest groups.

2. The standard risk measure used to quantify relative credit risk is tracking error. A forward-looking or ex ante tracking error is usually estimated
based on a risk model. Such a risk model, however, is merely a representation of market-driven volatility and correlation observed among the modeled risk factors and estimated using daily or weekly time series data. Because credit risk is the risk of a rare event occurring, a risk model based on a few years of historical data will not adequately capture the risk.

3. The relative credit risk of a portfolio against a benchmark is defined as the risk of a new portfolio constructed such that it has net long and short exposures to the bonds contained in the benchmark and the portfolio. These net long and short positions can be seen as resulting from taking the difference between the relative weights of the bonds in the portfolio and the relative weights of the bonds in the benchmark. Relative credit risk can be quantified using the following measures: expected loss, unexpected loss, credit value at risk, and expected shortfall risk.

4. The main advantage of the relative credit risk measures introduced here over traditional measures is that it allows one to compute both the magnitude and the probability of underperformance of the portfolio against its benchmark. Under a lack of knowledge of the shape of the credit loss distribution, a standard relative risk measure such as tracking error will fail to provide any confidence estimates to the estimated credit loss.

5. The marginal risk contribution of a bond is defined as the rate of change in risk for a small percentage change in the bond holdings. The unexpected loss contribution of the $i$th bond in the portfolio is given by

$$\sum_{i=1}^{n} \text{ULC}_i = \sum_{i=1}^{n} \text{UL}_i \times \sum_{k=1}^{n} \text{UL}_k \times \rho_{ik}$$

$$= \frac{\sum_{i=1}^{n} \sum_{k=1}^{n} \text{UL}_i \text{UL}_k \rho_{ik}}{\text{UL}_P} = \frac{\text{UL}_P^2}{\text{UL}_P} = \text{UL}_P$$

6. The relative credit risk between the portfolio and the benchmark arises because of net long and short positions in the individual bonds. Under the multivariate $t$ distribution, there is greater correlation among asset returns when large market movements occur. This effect tends to mitigate the relative risk exposure arising from net long and short positions because asset returns tend to move more in tandem during extreme market conditions. This explains why the relative tail risk
measures are lower under the multivariate t-distribution assumption for asset returns.

7. Obligor asset returns tend to be more correlated during periods of large market moves when their joint distribution is modeled as a multivariate t distribution than when they are modeled to have a multivariate normal distribution. Hence, the credit risk measures of the portfolio are higher under the multivariate t-distribution assumption than under the multivariate normal distribution assumption for obligor asset returns.

8. As a portfolio manager, I would like to send the following risk reports to the clients:
   - A market risk exposure report that presents measures such as yield, duration, and convexity for the portfolio and the benchmark and the tracking error arising from exposure to market risk factors.
   - A credit risk exposure report that quantifies risk measures such as unexpected loss and expected shortfall risk for both the portfolio and the benchmark, and the relative credit risk quantified using these measures.
   - A marginal credit risk exposure report highlighting the sources that contribute to the relative credit risk between the portfolio and the benchmark.
   - A credit risk report that is applicable during economic contractions, where the recovery rates are lower and asset return correlations are higher than under the normal economic environment.

9. At the 95 percent level of confidence, the scaling factor $\alpha$ for computing VaR is determined by solving the following integral expression:

$$0.05 = \frac{1}{\sqrt{2\pi}} \int_{\alpha}^{\infty} \exp(-0.5x^2) \, dx$$

This gives $\alpha = 1.645$. The appropriate scaling factor for computing ESR at the 95 percent level of confidence is given by

$$\lambda = \frac{1}{1 - 0.95} \frac{1}{\sqrt{2\pi}} \int_{1.645}^{\infty} x \exp(-0.5x^2) \, dx = 2.06$$

10. In the portfolio management context, performance attribution refers to the process of attributing the excess returns of the portfolio against the
benchmark to various sources that contributed to this excess return. Risk attribution, on the other hand, refers to the process of attributing the relative risk (measured in terms of tracking error or relative VaR) to various risk factor sources. The performance attribution report helps the portfolio manager to communicate the investment management process more effectively to the client and to attribute the value added against the benchmark to the investment decisions. Such a report not only helps to increase the transparency of the investment process, but also allows for more disciplined investment decisions by the portfolio manager.

11. In a high-grade government bond portfolio, performance is usually attributed to the yield curve risk factors such as duration and curve risk. The main risk drivers in a corporate bond portfolio, however, are changes in the perceived credit quality of the obligors. Because yield curve risk factors do not model obligor creditworthiness, a performance attribution report designed for high-grade government bond portfolios will be inappropriate for a corporate bond portfolio.

12. Relevant factors to which performance can be attributed for a corporate bond portfolio include industry sector and obligor credit ratings. These factors primarily capture the excess returns resulting from credit selection. For market risk factors, one could attribute the excess returns resulting from yield curve exposures versus the benchmark. However, in a corporate bond portfolio context, the excess returns from yield curve exposures are usually small and hence could be integrated into the factors used for explaining credit selection.

CHAPTER 10

1. The benefits of taking a quantitative approach to portfolio selection are the following:
   - It allows risk analysis to be performed at the portfolio level rather than at the bond level.
   - The operational costs are lower because this approach does not require maintaining a large pool of credit analysts.
   - As the number of bond issuers in the benchmark increases, it becomes practically impossible to perform a thorough credit analysis of all issuers, and hence taking a quantitative approach provides a reasonable alternative for bond selection.

2. In a quadratic programming problem, the objective function is quadratic and the constraint functions are linear. In a nonlinear programming problem, the objective function and the constraint functions can
be any nonlinear function in the design variables. The optimal solution to a nonlinear programming problem usually occurs at the interior point of the hypercube formed by the constraint functions. Searching for a solution inside the hypercube is a time-consuming exercise.

3. Because tracking error is a quadratic function in the portfolio weights and the constraint functions are linear in the portfolio weights, this is a quadratic programming problem.

4. The practical difficulties that can arise when a quantitative approach is used for portfolio construction or rebalancing are the following:
   - Many bonds in the optimal portfolio composition may be illiquid and hence difficult to transact.
   - In a portfolio-rebalancing context, the required number of transactions and/or turnover may be too large, and therefore, not implementable.

5. The answer is no, because the credit risk of the portfolio cannot be modeled as a linear function.

6. An important requirement when portfolio rebalancing is performed is to keep the turnover small. Because the optimal portfolio construction problem formulation does not take into consideration the existing bond holdings, the portfolio turnover will be large if the portfolio construction problem is used to rebalance an existing corporate bond portfolio.

7. When portfolios are rebalanced, turnover of the portfolio has to be kept to a minimum in order to reduce transaction costs. Imposing turnover constraints in a corporate bond portfolio optimization problem is difficult. To overcome this difficulty, one can pose the rebalancing problem such that a set of potential sell transactions is first identified from the existing portfolio that does not exceed a specified maximum turnover. During the second step, the actual rebalancing trades can be identified taking into account the sell recommendations. Breaking the rebalancing problem into two steps keeps the complexity of the optimization problem simple while simultaneously imposing the turnover constraint.

8. If the objective function of the portfolio-rebalancing problem is chosen to minimize the portfolio turnover, then the optimization problem is a nonlinear programming problem. This is because one of the constraint functions in the optimization problem is the reduction of the active portfolio’s unexpected loss. Because such a constraint function is quadratic in the design variables, the optimization problem is a nonlinear programming problem.

9. The recovery rate for the obligor is the one that has to be carefully selected because the composition of the optimal portfolio is most sensitive to this parameter.
1. The major similarities between ABSs and CDOs are the following:
   - Both are backed by a collateral pool of assets held in a bankruptcy-remote special-purpose vehicle.
   - The rating of each tranche of an ABS or a CDO is a function of the credit enhancement, interest and principal payment priorities, and ongoing collateral credit performance.

   The major differences are the following:
   - Unlike in the case of ABSs, CDOs do not have a service provider.
   - The collateral assets of a CDO can be traded, whereas for ABS this is not the case.

2. The factors that make a CDO attractive from an investor’s perspective are the following:
   - A diversified portfolio can be purchased through one trade execution, resulting in reduced transaction costs.
   - CDO debt tranches have higher yields than many corporate bonds or asset-backed securities of similar rating and maturity.
   - Arbitrage CDOs provide an opportunity to gain exposure to the non-investment-grade market on a highly diversified basis without committing significant resources.

3. Subordination is a form of internal credit enhancement that is used to protect senior tranches against credit losses. This is achieved by giving priority to senior tranches in the event of bankruptcy and in cash flow timing. Priority in the event of bankruptcy is always strict. Priority in cash flows is achieved either through a sequential paydown structure for the different tranches or through a pro rata principal paydown mechanism.

4. Par-building trades are those in which collateral asset managers sell bonds that are close to par value and buy bonds that sell at deep discounts. Because for cash flow CDOs collateral coverage tests are based on the par value of the collateral pool, this practice leads to a declining credit quality for the collateral pool, but ensures that the coverage tests are passed. Par-building trades tend to favor equity investors at the expense of senior tranche holders.

5. The diversity score of a portfolio represents the equivalent number of uncorrelated assets in a comparison portfolio that exhibits a similar degree of default risk as the original portfolio containing correlated assets. The diversity score makes it possible to estimate the loss distribution of a portfolio of correlated assets using a binomial distribution rather than through simulation.

6. The main advantage of using market value tests for cash flow CDOs is that they prevent par-building practices, which tend to favor equity tranche holders at the expense of debt tranche holders. However, the
use of market value tests may force an asset manager to trade more frequently due to changes in the market value of the collateral arising from interest rate changes or rating changes.

7. The relative merits between buying a CBO and a Tracer of similar maturity are as follows:
   - Evaluating the market and credit risks of a Tracer is simpler than for a CBO.
   - Computing a fair market price for a Tracer is easy and there is greater pricing transparency.
   - For a CBO, it is possible to choose among different tranche ratings, but this option does not exist for a Tracer.
   - CBOs are exposed to asset manager risk, but Tracers do not have this.
   - There is considerable market liquidity for Tracers, but CBOs are quite illiquid.
CHAPTER 3

1. Euro-denominated corporate bonds are quoted as a spread over the euro swap curve. The practice of quoting U.S. dollar-denominated corporate bonds as a spread versus U.S. Treasuries is on the decline and some market players are willing to quote corporate bonds as a spread over the U.S. dollar swap curve.

2. The modified duration concept is discussed in Chapter 4.

3. Portfolio turnover is defined as one half of the market value of the buy and sell transactions divided by the market value of the portfolio. A simpler definition, assuming no injections or withdrawals from the portfolio, is the sum of all buy transactions divided by the size of the portfolio.


6. The Lehman Brothers multiverse index is representative of the investible universe of fixed-income securities in all currencies including high-yield bonds.


9. The duration of reserve portfolios of most central banks is typically between 6 months and 21 months.

10. This statement is true under the assumption that the central bank is able to replicate the returns of a broad corporate benchmark. How this can be done using a subset of bonds contained in the benchmark is dealt with in Chapter 10.

11. These changes are reflected in the accounting rule International Accounting Standard 19 and, in the United Kingdom, in Financial Reporting Standard 17.
CHAPTER 5
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3. If the estimated covariance matrix $C$ happens to be singular, one can add a small diagonal perturbation matrix to $C$ as explained in Chapter 2 to make it positive definite.


CHAPTER 8

1. For an empirical study of fitting alternate joint distribution functions to model correlated defaults, see Sanjiv R. Das and Gary Geng, “Modeling the Processes of Correlated Default” (Working Paper), Santa Clara University, Santa Clara, CA, May 2002.
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CHAPTER 11

1. Market value transactions use instead a minimum net worth test. This test requires that the excess market value of the collateral after taking into account all debt due never falls below a certain percentage of the equity face value. This test is performed for each debt tranche, with a typical percentage for senior debt at 60 percent of equity.

2. Collateral quality guidelines will indicate whether this is permitted or not.

3. Excess spread refers to the difference between the interest rate earned on the collateral assets and the interest rate paid to the CDO debt holders. Excess spread provides an additional layer of loss protection to senior debt holders.


5. In Chapter 6, I showed that the expected loss of a portfolio comprising defaultable securities is not dependent on the correlation between obligor defaults in the portfolio. On the basis of this information, one may suspect that the notion of diversification in the underlying collateral portfolio is irrelevant for purposes of estimating expected loss. In fact, by taking a bond portfolio for which Moody’s assigns a rating, I show in the last section of this chapter that Moody’s credit rating can be inferred without modeling the asset return correlation between the obligors in the portfolio.


10. Exposure to a broad basket of corporate bonds can also be acquired by trading synthetic Tracers issued by Morgan Stanley. Recently issued synthetic Tracers use a pool of 100 equally weighted credit default swaps to represent the exposure to the U.S. investment-grade corporate bond market.

11. For exchange-traded bond funds, the administrative fee is around 15 basis points.

12. This tends to make the accrued interest calculations for Tracers different from those for conventional bonds, and sometimes these are a challenge to back-office accounting.

13. The use of a tail risk measure to derive an implied credit rating for the portfolio shares many common principles with the way economic risk capital is allocated in banks to target desired solvency standards.
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Beta. See Scale parameter functions, finite sums (usage). See Incomplete beta functions
Beta distribution, 9, 22, 129, 238
choice, 76
mean/variance, 9
usage, 10
Bhatia, Mickey, 258
Bid prices, decrease, 30
Bid-ask spread, 27, 50
  decrease, 29
  increase, 28
Binomial distribution, 237
Binomial expansion technique (BET), 222–225
Bivariate $t$ distribution, 144–146
Bivariate $t$ probability computation, C program
Bonds. See Investment-grade bonds; Noninvestment-grade bonds
  auctions, 231
  certificate, 23
  collateralization, 3, 24–26
  convexity, 90
  coupon, 89
  dirty price, 185
  duration, 90
  embedded options, inclusion, 52, 54–56
  yield changes, 54
  expected losses, 234
  expected recovery rate, 89
  face value, 52
  holding, change, 161
  insurer, 215
  investment, nominal amount, 65
  issuers, credit analysis, 179
  issues, nominal exposure, 187
  marginal risk contribution, 251
  market. See Corporate bond market
  turnover. See Government bonds
  mark-to-market value, 128
  modified duration, 29
  nominal amount, 94
  nominal exposure, 163
  par value, 10, 22
  portfolio. See Government bond management, 118
  price
    change, 53
    sensitivity, 52
    price-yield relationship, 53
    relative weights, 181
  repricing, 89
  selection, 2
  trading cost, 29
  unavailability, 219
  unexpected losses, 234
  yields, 49, 90
Book-entry bonds, 24
Book-entry securities, 24
Box-Muller method, 125
Boyle, Pheim, 124
Call option, 54
  Call provision, 27
Callable bonds
  dirty price, 35
  Callable bonds, price, 54
  Cantor, Richard, 258
Capital
  markets, 41
  development, 32
  structure, 211–218. See also Collateralized debt obligations
  Captive finance companies, 75
Cash CDOs, synthetic CDOs (contrast), 210
Cash deposits, earnings, 219
Cash flow
  analysis, 228
  capacity, 24
  CDOs, 216
  market value CDOs (contrast), 209
  tranche, credit rating (determination), 222
  priorities, 221
Cash injections, reinvestment, 183
Cash, interest rate (earnings), 57
CBOs. See Collateralized bond obligations
CCL. See Consumer cyclical
Cassini, Carl, 258
Central banks
  objectives, change, 41–43
  reserves, 40–47
Central moments, 7. See also Second central moment
Charitable trusts, 212
Chi-square-distributed random variable, degrees of freedom, 9, 141
Cholesky decomposition, 16–17, 240
Cholesky factor, 127
Cholesky factorization, 16
Clean price, 52
Client-reporting requirements, 172
CLOs. See Collateralized loan obligations
Closed-end mortgage bonds, 25
CNC. See Consumer noncyclical
Coefficient of correlation, 11
Coins, tossing, 5, 12
  outcomes, 6
Collateral. See Debt
  assets, 220
  pool, 222
  values, 226
  coverage test, 217–218
  pledge, 23
  quality, 236
  tests, 216–217
  trust bonds, 25
  value, 26
Collateral pool, 209
  deterioration, 220
  issuers. See Collateralized debt obligations
  leveraged instrument, 211
  par value, 255
  price volatility, 226
  risk-return profile, 220
Collateral portfolio, 217
  default rate distribution, 226
  diversification, 223
  diversity score, 222–223
  market value, 223
  SDR, 228
Collateralization. See Bonds
Collateralized bond obligations (CBOs), 209, 256
Collateralized debt obligations (CDOs), 4, 207–211, 255
  attractiveness, 236
  capital structure, 213
  collateral pool issuers, 221
  contrast. See Balance sheet CDOs; Cash CDOs;
  Cash flow
  credit risk, evaluation, 206
  debt tranches, 211, 215. See also Subordinated CDO debt tranches
  investor motivations, 210–211
  life, 224
  notes, 215
  issuance, 220
  liabilities, 219
Collateralized debt obligations (continued)

parties, 214–215
rating. See Market value CDOs
risk, sources, 218–220
securities, collection, 206
structure, 212, 221, 225
subclassification, 207
tranches, 212, 217, 227
expected loss, computation, 225

Collateralized debt obligations (CDOs) transaction
anatomy, 211–218
closing date, 214
evolution, 213–214
Fitch, ratings method, 229–230
Moody's, method, 222–226
rating, 221–229
Standard & Poor's, method, 226–228

Collateralized loan obligations (CLOs), 208

Communication and technology (COT), 110
Compact notation, usage, 14
Computational efficiency, improvement, 132
Concentration limit. See Industry
Conditional VaR, 134
Confidence level, 134, 168. See also Expected
shortfall risk; Loss measurement, 133
Conglomerates, 23
Constraints. See Market risk; Turnover
functions, 185. See also Portfolio
setup. See Optimization problems
Consumer cyclical (CCL), 110
Consumer noncyclical (CNC), 110
Contagion behavior. See Financial markets
Contemporaneous defaults, probability, 80
Continuous distribution, 6–7
Continuous-time stochastic process, 12
Convexity, 53. See also Bonds; Effective convexity;

Effective portfolio; Option-adjusted convexity
measures, 53
Corporate action, 231
Corporate benchmark, 257
Corporate bond market, 3, 23
endnotes, 257
questions, 50
solutions, 240–243
Corporate bond portfolio, 253
base currency, 61
credit risk, quantification, 8
downside risk, 47
expected return, 186
management, 2
managers, 132, 172
market risk, 156
risk exposures, 1
selection, 177
Corporate bonds. See Unsecuritized corporate bonds;
U.S. dollar-denominated investment-grade
corporate bonds
baskets. See Tradable corporate bond baskets
trading, 230–235
benchmark, 65
bid sizes, decrease, 28
credit risk determinants, 3
credit spreads, 47
evidence, 40–50
features, 23–28
holding period, increase, 27
index, 38
return, 40
investment, 44
downside risk, computation, 46
issuance, 36
liquidity, fluctuations, 29
market capitalization, 35, 36
outperformance. See U.S. Treasuries
portfolio
management, 31
managers, 30
reasons, 45–47
role, 32–35
trading, 28–32
costs, 28–30, 50, 241
turnover, frequency, 29
yield, 245
Corporate borrowers, credit spreads (increase), 28
Corporate credit exposures, 230
Corporate portfolio managers, 30
Corporate portfolios, performance, 47
Corporate reorganization, 34
Corporates, assessment, 34
Corporations
contribution, 47
funding sources, 35
Correlated asset returns, generation, 126–127
Correlation. See Asset classes; Coefficient of
correlation; Default; Equity returns
correlation coefficient, 38
estimation. See Asset return correlation
matrix, 127
structure, 143
Cost-benefit analysis, 42
COT. See Communication and technology
Counterparty. See Hedge counterparty
Covariance, 11. See also Equity returns; Random
variable
Covariance matrix, 16–17, 19, 127, 259. See also
Security; Yield
eigenvalues. See n \times n covariance matrix
eigenvector decomposition, 21
normalized eigenvectors, 20
Coverage test. See Collateral
Credit
allocation preferences. See Government-induced
credit allocation preferences
assessment skills, 34
crunch, 33
default swap, 210
enhancement. See Structural credit enhancement
internal/external forms, 26
event. See Issuer-specific credit events; Multistate
credit event
correlation, 95
probability, determination, 8
migration, 229
rating, inferring. See Implied credit rating
selection, 253
spreads, 219
narrowing, 40
underwriting skills, 229
Credit card receivables, 26
Credit loss. See Two-bond portfolio
computation, 128–130. See also Joint credit loss
distribution, 97, 138, 248. See also Portfolio
standard deviation, 132
simulation, 125–132
Credit rating, deterioration, 74
Credit risk, 26, 27, 218. See also Bond-level credit
risk; Portfolio credit risk
computations, 9
contribution. See Marginal credit risk contribution determinants. See Corporate bonds elements, 67–81
estimation, 80
evaluation. See Collateralized debt obligations increase, 45
level, 69
measures, 198. See also Relative credit risk illustration. See Interest increase. See Active portfolio migration mode, 111–118
parameters. See Two-bond portfolio quantification, 10, 81–92, 95, 199. See also Corporate bond portfolio reporting, 4
Credit risk management mathematics, 5
questions, 21–22
solutions, 237–240
motivation, 1–2
Credit risk model input variables, 167
parameters, 199
change, 191
Credit risk modeling, 67
endnotes, 258
questions, 94
solutions, 243–245
Credit spreads, increase. See Corporate borrowers
Credit value at risk (CrVaR), 132–133. See also Relative CrVaR
Credit-event-driven scenario analysis, 221
CreditMetrics, 108
Technical Document, 200
Creditworthiness. See Issuers
Crosbie, Peter, 258
Cross-default clauses, 70, 71
CrVaR. See Credit value at risk
Currency markets, 63
Currency reserves, composition, 43–45
Curvature, 58
Das, Sanjiv, 258, 259
Data reduction, achievement, 58
Debenture bonds, 24–25
Debenture holders, position, 25
Debt components. See Risk-free debt components
face value, 104
financing, 32
issue
collateral/seniority, 70
seniority, 89
obligations
securing, 25
servicing, 28
payment obligations. See Outstanding debt tranches. See Collateralized debt obligations; Senior debt tranches
valuation, structural model (Merton), 104
Debt-to-equity ratio, 32, 102
Decomposition. See Cholesky decomposition;
Eigenvalues; Matrix
Default. See Probability of default
 correlation, 98–104, 145
differences, 121
estimation, 100–102
relationship. See Loss event, 23. See Issuers
joint probability, 101
LD, 91, 116
Merton approach, 71–73, 244
mode, 126. See also Expected loss; Portfolio credit risk; Two-bond portfolio; Unexpected loss usage, 187
point, logarithm, 72
probability, 80
probability estimates, 81
rates. See Scenario default rates distribution, 226–227. See also Collateral portfolio simulation, 227
risk, 27
Default mode (PDM), 189
Defaulted bonds, recovery rate, 244
process, 10
Defaulted securities, supply, 88
Definite matrix. See Positive-definite matrix
Degrees of freedom, 149–151. See also Chi-square-distributed random variable
Delta, 55. See Options
Density function, 149. See also Joint density function; Probability
Design variables, 254. See also Optimization problems
Diagonal elements, 14, 15. See also Off-diagonal elements
Diagonal matrix, 15, 17–18
Diagonalization. See Matrix
Die, rolling, 5, 12, 21–22
outcomes, 6
Direction vectors, 19–22. See also Normalized direction vectors
Dirty price, 54, 65, 85. See also Bonds; Callable bonds
Disability rates, assumptions, 48
Discount rate, usage. See Pension liabilities
Discrete distribution, 6
Discrete joint probability distribution, 114
Discrete probability tree, variables (number), 125
Discrete zero-one random variable, 8
Discrete-state stochastic process, 12
Discrete-time Markov chain, 13
Discrete-time stochastic process, 12–13
Distressed debt, 209
Distributed random variable, 22
Distribution. See Beta distribution; Continuous distribution; Credit loss; Discrete distribution; Joint probabilities
computation. See Returns
flatness, 7
kurtosis, 7
mean, 6–8
peakedness, 7
pth quantile, 7
simulation. See Loss distribution
skewness, 7
symmetry, 8
variance, 7, 8
Diversification, 38. See also Industry benefits. See Reserves
degree, 226
efficiency, 2
increase, 40
Diversity score, 255. See also Collateral calculation, 223
Dollar-denominated assets
composition, 45
official holdings, 43–44
Dollar-denominated reserve assets, equities (proportion), 44
Downgrade risk, 27
Downside risk, 156, 172. See also Benchmark; Portfolio control, 51

Dunnett, Charles, 259
Dupire, Bruno, 258

Duration. See Bonds; Effective duration; Effective portfolio; Modified duration; Option-adjusted duration bet. See Active duration bet
Dynkin, Lev, 259

Economic contractions periods, 27
risk reporting, 165–167
Economic crises, 33, 42
Economic downturn, 102
Economic recession, 242
Economic risk, 26–28

EDF. See Expected default frequency
Effective convexity, 55–57. See also Portfolio convexity, 56
duration, 56
effective yield, 56
Efficient portfolio selection, conceptual framework, 184

Eigenvalues, 15, 18. See also Matrix; covariance matrix; Non-negative eigenvalues; Square matrix decomposition, 239
Eigenvectors, 15. See also Symmetric matrix decomposition. See Covariance matrix

EL. See Expected loss
ELp. See Expected portfolio loss
Elton, Edwin J., 89, 258

Equities components, 106
investments, 44
market, 81
rally, 40
prices, changes, 105
proportion. See Dollar-denominated reserve assets tranches, 212

Equity returns correlation, 105, 109–110
covariance, 247
volatilities, 45

ESR. See Expected shortfall risk
ETF. See Exchange-traded fund
Euro swap curves, 64
Euro-denominated corporate bonds, 257
Ex ante tracking errors, 156, 250–251
Excess kurtosis, 139
Excess returns, 174
Exchange rates, 41
risk, 61
factor, 64
Exchange-traded bond funds, 261
Exchange-traded fund (ETF), 230

Expected asset value at maturity, logarithm, 72
Expected default frequency (EDF) (KMV Corporation)
one-year, usage, 200
usage, 72–74, 103–104, 145
values, 74, 204

Expected loss (EL). See Two-bond portfolio computation, 85, 130–131. See also Collateralized debt obligations illustration, 92–94
default mode, 83–86
denotation, 117
derivation, 91
migration mode, 88–91
ratio, 204
usage, 249

Expected portfolio loss (ELp), 96, 130, 145, 148

Expected recovery rate. See Bonds
Expected return. See Corporate bond portfolio
Expected shortfall risk (ESR), 132–135, 151, 163. See also Relative ESR
useage, 249, 252
Expected value, 6–8, 38
definition. See Random variable product, 11

Face value, percentage, 75
Factor models, 106–109, 247

Factor variances, 60
Fat tails, 248
Fat-tailed distribution, 248
Finance, open problem, 142
Financial assets, 25
Financial institutions, 109
Financial loss, 81
Financial markets, contagion/herding behavior, 140
Financial obligations, honoring, 24. See also Senior unsecured financial obligations
Financial sector, subclassifications, 111
Financial securities, risk assessment, 246
Financial services (FIN), 111
companies, 23
Financial statements. See Employers
Financial subsidiary, 75
Financials, 173
Financing costs, 48
Finger, Christopher, 258
Finite sums, usage. See Incomplete beta functions
Firm-specific component, 107
First mortgage bonds, 25
Fitch Ratings factors, 229
method. See Collateralized debt obligations transaction
ratings, 234, 261
Fixed yield spread, 89
Fixed-income assets. See U.S. dollar-denominated fixed-income assets classes, 35
Fixed-income securities, pension assets (proportion), 49
Fixed-rate coupons, payment, 218–219
Flannery, Brian, 259
Ford Motor Credit, 106
Foreign currency reserves holding, 242
level, 42–43
proportion, 41
Foreign debt. See Short-term foreign debt
Forward-looking estimates, 106
Freed, Laurence, 258
Frey, Rüdiger, 259
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Funding requirements, 41
Fung, Ben, 44

Gamma, 55. See also Options
  function, 76, 142
Gamma distribution, 8–9, 149
  mean, 9
  variance, 9
  Generalized hyperbolic distribution, 141
Geng, Gary, 258, 259
Glasserman, Paul, 259
Government bonds, 50, 90. See also High-grade government bonds
  issuance, 34
  market, turnover, 28
  portfolio, 1
  management, 30
Government interference, absence, 34
Government-induced credit allocation preferences, 34
Greenspan, Alan, 33, 257
Growth rate, 71
Gruber, Martin J., 89, 258
Gupton, Greg, 258, 260
Hakansson, Nils, 33, 34, 257
Hamilton, David, 258
Hedge counterparty, 215
Heidelberger, Philip, 259
Herding behavior. See Financial markets
High-default periods, 88
High-grade government bonds, 176
High-return asset, 208
High-yield assets, 209
High-yield bonds, 24, 211
  self-amortizing pool, 209
Historical data, limitation, 8
Historical default, 70
  probabilities, 118
Historical PD, usage, 103–104, 145
Historical performance, 37–40. See also Asset classes;
  Investment-grade corporate bonds
  analysis, purpose, 50, 241
Historical tracking errors, 156
Historical transition probability, 78
Historical volatilities, usage, 62
Home-equity loans, 26
Homogeneous Markov chain, 13
Hyman, Jay, 259

IC. See Interest coverage
Identity matrix, 14–15
Illiquidity, 29
Implied credit rating, 233–235. See also Structured credit products
  inferring, 128
Implied yield volatility
  increase, 169
  risk factor, 63
Importance sampling, 131–132
Incentive structure, absence, 45
Incomplete beta functions, finite sums (usage), 151–154
Indentures, 23
Independence assumption, 87–88
Industrial companies, 23
Industrial sector
  physical asset, 76
  subclassifications, 110
  Industrials, 173
Industry
  concentration limit, 216–217
  diversification, 229
  exposures, 229
Inflation rates, progression, 48
Input parameters, 191
Input variables. See Copula
INR. See Insurance and reits
Institutional investor base, stability (absence), 34
Insurance and reits (INR), 111, 164
Integral limits, 144
Interest
  credit risk measures, illustration, 135–138
  investment horizon, 24
  portfolio credit risk quantities, 118, 233
  risk-free rate, 104
Interest coverage (IC) tests, 217–218, 229
Interest rate risk, 27, 51–56, 218–219
  control, 53
  increase, 45
Interest rates
  changes, 210
  payment, 42
  swaps, 219
Intermediaries, 29
Intermediation, failure, 33
Inverse. See Matrix
Investment
  decisions, 253
  risks, 37
  horizon. See Interest management process, 171
  manager, 170
  maturity, 45–46
  risks, 26–28
Investment-grade benchmark, 178
Investment-grade bonds, 70
Investment-grade commercial/industrial loans, 208
Investment-grade corporate bonds, 30
  historical performance, 37
  index, 40
  performance, 45
  portfolio, 230
  returns
    correlation coefficient. See Standard & Poor’s U.S. Treasury returns, correlation, 38
Investment-grade obligor, 18
Investors. See Long-term investors
  motivations. See Collateralized debt obligations
  iShares GS InvesTop (Barclays Global Investors), 230
Issuers
  bonds, investment, 86
  credit analysis. See Bonds
  creditworthiness, 88
  default, 84
  event, 31
  probabilities, 73
  nominal value, 85
  PD
    assessment, framework, 77
    increase, 88
    placement, 31
    static pool, 70
Issuer-specific credit events, 88
Issuer-specific risk, 61
Joint credit loss, computation, 114–116
Joint default, probability, 99, 102–104, 140
  computation, 145
  estimation, 100–101
Joint density function, 11
Joint distributions, 10–12. See also Asset return functions, 5
states, 112
Joint migration probabilities, computation, 114, 145–148
Joint probabilities, 116
distributions, 10–11. See also Discrete joint probability distribution
Junior mortgage bonds, 25
Kapadia, Nikunj, 258
Kealhofer, Stephen, 258
Keisman, David, 258
Kishore, Vellore, 260
KMV Corporation. See Expected default frequency;
approach, 94, 244
factor model concept, 108
framework, 143, 190
study, 106, 109
Konstantinovsky, Vadim, 259
Kurtosis. See Distribution; Excess kurtosis;
property. See Leptokurtosis
LD. See Loss on default
Lehman Brothers. See Targeted Return
Index Securities
corporate bonds
database, 89
index, market capitalization, 27
global multiverse index, 35
Leptokurtosis, property, 139
Leverage ratio, 105, 109, 247
LGD. See Loss given default
Liabilities. See Pension liabilities
book value, 73
covering. See Actuarial liabilities
Linear algebra, 2, 13–21
Linear factor model, 107
Linear programming, 180–181
problems, 180
solving, 181
Liquidation, 34
loss, 210
Liquidity
fluctuations. See Corporate bonds
management, 41–42
portfolio, 41
requirements, 43
risk, 26, 27, 219
Local bond issuance, access restriction, 34
Local issuance, costs, 34
Log-normal process, 71
Long-term dollar-denominated reserves, non-Treasury component, 44
Long-term investors, 40
Long-term liabilities, 72
Loss
computation. See Credit; Joint credit loss data, usage. See Simulated loss data
distribution, 83
scenario. See Worst-case loss scenario
severity, measurement, 134
simulation, 149–151. See also Credit
standard deviation, 86
variable
confidence level, 138
variance, 92
Loss correlation, 145. See also Bonds; Obligors
differences, 121
migration mode, 103–104, 111
default correlation, relationship, 99–100
inferring, 98, 102
Loss distribution, simulation, 123
endnotes, 258–259
questions, 138
solutions, 248–249
Loss given default (LGD), 75, 85, 93
definition, 86
Loss on default (LD), 85–87
usage. See Quantity LD
Low-default periods, 88
Low-yielding assets, 220

\[ m \times m \] matrix. See Probability
\[ m \times n \] matrix, 13, 181
Macroeconomic factors, 107
Mahadevan, Sivan, 260
Manhattan Project, 124
Mann, Christopher, 89, 258
Manufactured-housing contracts, 26
Marginal credit risk contribution, 160–162
Market
asset values, global database, 109
capitalization. See Lehman Brothers; U.S. Treasury bonds
discipline, 34
price, 31
size. See Relative market size
value. See Portfolio
transactions, 260
yields, reference, 48
Market risk, 26–27, 56, 83
exposures, 61
factors, 62, 252
constraints, 196
measures, 3, 198
model, 61–65
modeling, 51, 67
questions, 65–66
solutions, 243
report. See Portfolio
reporting, 4
sources, 61
tail risk measures, 168
Market value CDOs contrast. See Cash flow
rating, 225–226
Market-driven volatility, representation, 157
Markov chains, 12–13. See also Discrete-time
Markov chain; Homogeneous Markov chain
Markov matrix, 17–19, 22, 239–240
non-negative row, 17
Markov process, 12
Markowitz portfolio theory, 97
Mark-to-market
loss, 67
value. See Bonds; Portfolio
Matrix. See Correlation; Diagonal matrix; Identity matrix; Markov matrix; Singular matrix;
Square matrix
decomposition, 19
diagonalization, 15
eigenvalue, 15. See also Square matrix
elements, 17, 193
inverse, 14–15
normalized eigenvectors. See Covariance
Index

notation, 195
product, 14–15
properties. See Symmetric matrix transpose, 14, 15
Maturity
quoted swap rates, 58
test. See Weighted average maturity test
MBS. See Mortgage-backed securities
McCaeley, Robert, 44
McNeil, Alexander, 259
Mean, 238. See also Beta distribution; Distribution; Gamma distribution
Mean recovery rate, 92
Merton approach. See Default framework, 112, 126
modifications, 72
underpinnings, 143
model, 128
options theory framework, 68
Metropolis, Nicholas, 124
Mezzanine notes, 212
Mezzanine tranches, 213
Migration
matrix. See Rating migration
mode, 89, 118, 122, 135, 148. See also Credit risk; Expected loss; Loss correlation; Portfolio credit risk; Two-bond portfolio; Unexpected loss
usage, 137, 187–188, 203, 233
probabilities, computation. See Joint migration probabilities
Migration mode (PMM), 189
portfolio, 190–191
Minima, exhibition, 182
Minimum average rating test, 216
Minimum recovery test, 216
Mixture distributions, 141. See also Multivariate normal mixture distributions
Model risk, 121
Modified duration, 52, 234. See also Bonds usage, 53
Monte Carlo methods, 123–125
Monte Carlo simulation, 123, 135
convergence, 248
methods, 127
performing, 131
techniques, 221, 226
usage, 125–126
Monte Carlo techniques, 258
Moody’s Investors Service, 68, 228–229
default, definition, 70
evaluations, 222
method. See Collateralized debt obligations transaction ratings, 24, 234, 260
contrast. See Standard & Poor’s Corporation recovery rate, proxying, 75–76
Morgan Stanley. See Tradable Custodial Receipts
Morgan Stanley Capital International (MSCI), 201–202
Mortality rates, assumptions, 48
Mortgage bondholders, 25
Mortgage bonds, 25. See also Closed-end mortgage bonds; Open-end mortgage bonds
issuers, 25
types, 25
Mortgage debt, 25
Mortgage-backed securities (MBS), 26
MSCI. See Morgan Stanley Capital International
Multinormal distribution, 165
Multistate credit event, 77
Multivariate normal distribution, 140–143
assumption. See Asset return
Multivariate normal mixture distributions, 140
Multivariate t distribution, 143, 148, 164, 251
assumptions, 175, 252. See also Asset return
Multivariate t-distributed random variables
n-dimensional sequence generation, 150
usage, 250
Multivariate t-distributed random vectors, 149, 154
\( n \times n \) covariance matrix, eigenvalues, 19
\( n \times n \) matrix, 14, 17, 181
NAG. See Numerical Algorithms Group
National Association of Securities Dealers (NASD), 31–32
n-bond portfolio, 97, 128–130
n-dimensional t variate, 250
NE. See Nominal exposure
Negative carry, 219
Negative pledge provision, 25
Net cumulative unrecognized actuarial gains/losses, 48
Nominal amount, 195. See also Bonds
Nominal exposure (NE), 56, 84–85. See also Bonds; Portfolio calculations, 91–94
default mode, 99
loss variable, 96
Nominal value. See Default
Nonbank funding sources, 32
Nondefaulted assets, 229
Noninvestment-grade bonds, 70
Non-investment-grade bonds, 24
Non-investment-grade issuer, 74
Non-investment-grade rating, 18
Nonlinear function, 53
Nonlinear programming, 181–182
problem, 180, 182, 204, 254
Non-negative eigenvalues, 181
Nonperforming loans, 33
Non-Treasury component. See Long-term dollar-denominated reserves
Nontrivial solutions, 15
Nonzero values, 14
Normal distribution, 8, 249. See also Multivariate normal distribution function, 97
motivation, 140–142
Normal distribution assumption, relaxation, 139. See also Asset return
endnotes, 259
questions, 154
solutions, 249–250
Normal random variables. See Uncorrelated standardized normal random variables
Normalized direction vectors, 240
Normalized eigenvectors. See Covariance matrix; Symmetric matrix
Normalized shift risk vector, 60
Normalized vector, 60
 Normally distributed random variables, 72, 125
uncorrelation, 12
zero mean, 71
Numerical Algorithms Group (NAG), 4
Nyfeler, Mark, 259
OAS. See Option-adjusted spread
Obligation, face value, 68
Obligors. See Investment-grade obligor asset returns, 246
credit
improvement, 128
ingrating, 17, 114, 146
joint default, probability, 144
loss correlation, 189
number. See Portfolio pairs, 95
default correlation, 144
PD, 101
rating, 162
migrations, modeling, 12
recovery rate, 100, 138, 234
OC. See Overcollateralization
O’Connor, Gerard, 223, 224
Off-diagonal elements, 14
Off-the-run securities, 30
One-notch rating downgrade, 70
Open-end mortgage bonds, 25
Open-ended assets, 25
Open-ended issues, 25
Operating costs, 48
Optimal portfolio composition, 188–191, 203
risk profile, 188
Optimization. See Portfolio optimization methods, 180–182
techniques. See Portfolio selection
Optimization problems, 187–188
constraints, 194
functions, 196
setup, 185–187
design variable, 188
difficulties, 182–183
Option-adjusted convexity, 55
Option-adjusted duration, 55
Option-adjusted risk measures, 55
Option-adjusted spread (OAS), 54
Options
delta, 54
gamma, 54
Origination risk, 219
OTC. See Over-the-counter
Ou, Sharon, 258
Outperformance, 158, 170. See also Benchmark; U.S. Treasuries
Outstanding debt, payment obligations, 27
Overcollateralization (OC) tests, 217–218, 229
Over-the-counter (OTC)
market, 23
trades, 32
Par value. See Bonds; Collateral pool
Par yield curve, 57
Par-building, 236, 255
Parent company, bankruptcy, 75
PCA. See Principal component analysis
PD. See Probability of default
PDM. See Default mode
Pension assets, 47
proportion. See Fixed-income securities
Pension expense/obligations, measurement, 48
Pension funds, 47–50
accounting rules, 50
actuarial liabilities, 47–48
deficit/surplus, 48
implications, 49–50
plan sponsors, 40
surplus, volatilities, 49
Pension liabilities, 47
valuation, discount rate usage, 49
Performance. See Historical performance monthly reports, 133
Performance attribution, 155, 170–175
endnotes, 259
model, 156
style factors, 173
questions, 175–176
report, purpose, 171
solutions, 250–253
style factor, 172
Performing assets, 217
Physical property, 240
Picone, Domenico, 261
Plan assets, fair value measurement, 48
Pledge provision. See Negative pledge provision
Pledged property, 25
PMM. See Migration mode
Pool. See Collateral pool
Portfolio. See Active portfolio; Rebalanced portfolios aggregates, 56–57
base currency, 192, 197
benchmark, relative credit risk, 158
composition, 231–233. See also Optimal portfolio composition
robustness, 191
construction, 183–191
problem, 205
credit loss, distribution, 126, 134
shape, 158
default mode. See Two-bond portfolio
downside risk, 163
effective convexity, 57
injections/withdrawal, 192
level, 96
loss correlation, 187
loss distribution, 96
simulation, 135
management skills, 229
style, 28, 30–31
managers, 252. See also Corporate portfolio managers
performance, 65
market
risk report, 168–170
value, 192
mark-to-market value, 133, 136
nominal exposure, 158, 186
obligors, number, 131
performance, analysis, 156
quantification, subjectivity, 101–102
rebalancing, 4, 191–198
illustration, 197–198
problem, 192, 205
returns, standard deviation, 98
risk, management, 51
risk-adjusted return, 195
turnover, 234
size, 192
unexpected loss, aggregation, 103–104
yield, constraint function, 196
Portfolio credit risk, 3, 95, 116–117, 142–149
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