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Preface

The most fundamental responsibilities of general man-
agers are setting strategy and designing the organization
to implement it. Over the last decades the great value of
economics for the study of strategy and the practice of
strategizing has become evident. This book attempts to
show how economics can contribute in a similar way and
at a similar level to organizational design.

I hope that practicing managers will read and benefit
from this book. It is not, however, a “how to” book offer-
ing the final, simple answer about how to succeed.
Instead, it offers ways to think about the problem of
designing business organizations for performance and
growth. Both students of organizations and management
and practicing managers can benefit from having an
understanding of the basic principles of the economics of
organization and its application to business enterprises.
The book tries to offer this. It mixes case studies and
shorter examples with fundamental conceptual and theo-
retical material that is developed and presented in a non-
technical manner and then applied to the design problem.
It also seeks to explain some of the very great changes in
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actual companies that are creating the new model of the
modern firm.

The lectures on which this volume is based were given
at Oxford in the spring of 1997, and it is the summer of
2003 as I write this preface. Clearly, it has taken me a long
time to write up my lectures! Yet, I believe the delay was
probably worthwhile. In the intervening time, there has
been much progress on the subject of how to put together
effective organizations, and I personally have learned a
lot. Consequently, this volume is radically different than
it would have been if I had written it five or six years ago.
In particular, three lectures have grown into seven chap-
ters. There is new theory, and there are rich examples of
practice that were not available then.

I owe much to many people. First, I am grateful for the
honor of having been invited to give the first Clarendon
Lectures in Management Studies, and I thank Colin
Mayer, the Oxford University School of Management
Studies, and Oxford University Press. Second, almost all
the work I have done in organizations was collaborative,
and I am indebted to each of the people with whom I have
thought, taught, and written. I learned from all of them,
but especially from Susan Athey, Jonathan Day, Bengt
Holmström, Paul Milgrom, and Joel Podolny. They will
recognize their ideas here and know how greatly I have
benefited from working with them. The Stanford
Graduate School of Business provides an unmatched envi-
ronment for teaching and research in organizations, and I
am grateful to the School for its support and to my faculty
colleagues and the students in the Ph.D., MBA, Sloan, and
Executive programs for their huge contributions to my
learning. I am especially pleased to acknowledge my debts
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to Bill Barnett, Dave Baron, Jim Baron, Robert
Burgelman, Katherine Doornik, David Kreps, Ed Lazear,
John McMillan, Charles O’Reilly, Paul Oyer, Garth
Saloner, Scott Schaefer, Eric Van den Steen, and Bob
Wilson. During the writing of this book I also spent time
at Nuffield College and at McKinsey & Company,
London, and I want to express my gratitude to both those
institutions and their members. I am also grateful to the
executives and managers at the many companies I have
been able to visit and study, especially BP, General
Motors, Johnson Controls, Nokia, Novo Nordisk, Sony,
and Toyota. The cases I co-authored on these companies
helped to shape my thinking and are the basis for much of
this book. My editor at Oxford University Press, David
Musson, has shown immense patience with my tardiness
(but not so much that I ceased feeling guilty!) and is owed
thanks. Paul Coombes, John McMillan, Andy
Postlewaite, Richard Saouma, and especially Jonathan
Day read the manuscript and offered useful comments.
Ayca Kaya provided valuable research assistance and Jen
Smith was helpful putting the manuscript in final form.
Finally, my wife, Kathleen Roberts, has suffered my
interminable dragging out of this project all these years
with her usual grace and humor. Thank you, Kathy.
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xiii

Preface to the Paperback Edition

It is over three years since the initial publication of The
Modern Firm and four years since I finished writing it. In
that time, a number of significant developments have
occurred in the study and practice of organizational design,
particularly as informed by economics.

First, companies continue to develop the practice of
organizational design. The basic point of this book is that
it is the most fundamental responsibility of a general man-
ager to craft a strategy and create an organization through
which that strategy can be successfully implemented in
the economic, political, legal, regulatory, social, and tech-
nological environment in which the firm operates.
However, the problem of finding alignment among the
environment in which a firm operates, its strategy, and its
organizational design is not one that can be solved once
and for all. Rather, it involves an on-going process of
adjustment as the environment changes, as the strategy
develops, and as the organization evolves. Certainly that is
the case with many of the firms I discuss in the book: they
have adjusted their strategies and organizational designs
since I first described them.



A prime example is BP, a company that features promi-
nently in The Modern Firm. The discussion in the book is
focused on an especially innovative and effective organiza-
tional design implemented in the early to mid 1990s. In the
late 1990s, however, BP made a number of very large acqui-
sitions that doubled its employment, complicated its busi-
ness and activity mix tremendously, and brought it into new
and difficult geographies and political environments. The
clean, simple organizational model that had been so success-
ful did not fit the new, complex environment and strategy
nearly so well. Consequently, BP has been experimenting
with adjustments to the model to regain alignment. The
fundamental principles on which BP operates have not
changed, and the tools that BP has employed in thinking
about organizational design, many of which are laid out in
this book, remain in use. But BP’s executives and managers
are working to adapt them to the company’s new scale and
complexity and achieve effective coordination between the
company’s center and its far-flung operations.

On the academic side, there have been important new
ideas emerging that will, I forecast, ultimately affect our basic
understanding of the nature of the firm and of motivation
problems. Particularly exciting here are a set of ideas due to
Eric Van den Steen (see http://web.mit.edu/evds/www/)
about the importance of differences of opinion among peo-
ple in the company (about, for example, where is the best
place to invest or what technologies will succeed) that are
fundamental and not simply the result of the different people
having different information. Van den Steen has used these
ideas to explain formally why having a visionary manager –
one who believes especially strongly in a particular vision of
the future – can be motivating and rewarding for employees
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and thereby good for investors. He has also used them to
investigate the emergence of shared belief systems in organi-
zations. And he has most recently employed them to give a
totally new understanding of the nature of authority within
the firm, why it is that the firm owns the tools with which
the employees work, and why employees receive relatively
muted performance pay. These insights are fundamentally
important.

New evidence is also emerging. There is, as readers may
rightly complain, a dearth of systematic empirical research
by economists on organizations, and that is reflected in the
importance of case studies in the book. But recently a num-
ber of scholars have been producing really very exciting
results. These involve immense amounts of work, because
the data must typically be collected directly from individual
firms by the researchers, who cannot rely on trade associa-
tions or governments to do it. Among the most striking is a
major project led by Nick Bloom (see http://www
econ.stanford.edu/faculty/bloom.html) and John Van
Reenen (see http://cep.lse.ac.uk/people/bio.asp?id=1358).
They have collected data on managerial practices (such as
performance evaluations, budgeting, and performance
rewards) and organizational architecture (the number of
layers in the hierarchy, who makes what decisions) in thou-
sands of firms across many countries and then related these
to performance. There is much still to do, but this work is
tremendously promising.

Both the new theory and the new evidence are reflective
of the fact that more and more economists are being drawn
to study organizations. Indeed, there is a legitimate sub-
field of organizational economics that is emerging within
the economics discipline, initially in business schools but
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increasingly in traditional economics departments. A signal
of this is that over forty distinguished economists are now
at work producing a Handbook of Organizational
Economics, which is meant to introduce the field to young
scholars. To be edited by Bob Gibbons and me, the volume
should appear reasonably soon (by academic standards)!

At the end of 2004, the management editor of The
Economist, not himself an economist by training,
announced he thought The Modern Firm was the best
business book of the year. This was of course an incredi-
ble thrill for me: when I came across the review, late one
night, I rushed in and woke my wife, then breathlessly
called friends in London because they would be awake,
whereas my North American friends were all asleep, and
I needed to share my joy. As gratifying as the recognition
was, however, more important was the evidence it offered
that there was a real chance that the book would be use-
ful to practitioners, as I had hoped it would be. In fact, a
number of particularly insightful and generous execu-
tives and consultants from several countries have let me
know they do indeed use the ideas from the book and
have invited me to meet with them and their colleagues.
I thank them for their interest and support. Especially
striking to me was that managers in the not-for-profit
sector and in government have found these ideas useful.
I also thank the canny publishers in some dozen different
countries, from Estonia to Brazil and from China to
France, who are producing translations of the book.

This paperback edition is meant to make my book
more widely available. I seek your comments and welcome
your questions. Please contact me at roberts_john@gsb.
stanford.edu.

Preface to the Paperback Edition
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Strategy and Organization

During the first two decades of the twentieth century,
managers at Standard Oil of New Jersey, Dupont, Sears
Roebuck, and General Motors invented a new way of orga-
nizing and managing their businesses. Their creation—the
now ubiquitous multidivisional form—involved funda-
mental changes in the design of the firm. While the most
visible change was structuring the organization on the
basis of divisions defined by product or geography, rather
than functionally, the new form also involved new sys-
tems for collecting and recording information, for allocat-
ing resources, and for controlling behavior. This new
model permitted an efficient solution to the incredibly
complicated problem of coordinating and motivating
large numbers of people carrying out a complex of inter-
related activities, often in different locations. It thus
allowed giant, multiproduct business organizations to
emerge and function effectively on a continental and then
global scale. The new design also led to a huge growth in
the number of people working as managers and to the
emergence of the set of values and norms that mark man-
agement as a profession. In terms of its impact, not just



on economic activity, but also on human life as a whole,
the multidivisional organizational design must rank as
one of the major innovations of the last century.1

Yet the last two decades have seen a set of innovations
in the organization of the firm that is similarly funda-
mental and that may ultimately be as momentous. All the
elements of the design are not yet in their final form.
Managers continue to experiment with improving it as
they implement changes in their organizations. Still,
some broad outlines are clear. Firms have changed the
scope of their activities, typically refocusing on their core
businesses and outsourcing many of the activities that
they previously regarded as central. These changes are
reflected in the immense volume of merger, acquisition,
and spin-off activity that marked both the 1980s and
1990s and that may now be building again. Many have
also redefined the nature of their relationships with
customers and suppliers, often replacing simple arm’s
length dealings with long-term partnerships. They have
eliminated layers of management and associated staff
positions, redefined the units into which they divide
themselves internally, dispersed functional experts to the
business units, and increased the authority and account-
ability of line managers. By these measures, coupled with
improved information and measurement systems and
redesigned performance management systems, they have
sought to increase the speed of decision-making and to
tap the knowledge and energy of their employees in ways
that have not been tried before. To facilitate coordination
and learning, they have experimented with linking
people in different parts of their organizations directly,
so that communications are more horizontal and not
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just up and down the hierarchy. Many have also tried to
redefine the nature of the relationship they have with their
employees while redesigning jobs and the very nature of
work.

These changes are aimed at improving the performance
of the firms adopting them. Increased competitive pres-
sures drive their adoption, and new technology makes
many of them feasible for the first time. Falling barriers to
international trade and investment, the rise of informa-
tion technology (especially the Internet), and improved
transportation mean that a firm’s competitors are not just
the old local rivals, but may be from anywhere. With more
competition, the need to improve performance increases.
These same developments also open new opportunities to
do business far from home, and the new organizational
designs support taking advantage of these opportunities.
Capital markets, too, are increasing the performance pres-
sures on firms. Especially in the United States, but
increasingly elsewhere as well, the increased power of
institutional investors and their increased willingness to
use this power are pushing companies to do better. In
some cases, the changes are also responses to greater com-
petition for talent as more firms seek to attract and retain
especially skilled and gifted people. Meanwhile, the mas-
sive advances in the technology of communication and
computation make feasible many of the key changes in
organization and management that are being adopted.

These organizational innovations, when properly
applied, do lead to better economic performance, affect-
ing the material well-being of the people of the world.
Moreover, they alter the ways work is done, changing
people’s lives in fundamental ways. Ultimately, they can

Strategy and Organization

3



affect every aspect of how business is accomplished in the
modern firm. 

Many of the principles underlying this new model are
not in fact completely new, however, as the following
example will show.

The example involves two firms in a service industry—
trade. One, the long-established “HB Company,” had
completely dominated the market for years. Its leaders
were politically as well as economically powerful, and the
firm was favored by successive governments. The newly
established “NW Company,” the upstart rival, had none
of these advantages. Its leaders were immigrants and
refugees, its headquarters was in a distant, provincial
town, and it had no powerful friends. In fact, the NW Co.
was arguably breaking the law in even attempting to com-
pete with the HB Co. Further, in addition to its advan-
tages in an established customer base, in business
experience, and in political and legal matters, HB Co. had
vastly superior technology and better access to financing.
The result was that HB’s costs were estimated to be in
the order of one-half those of its rival.

Yet, in a relatively brief time after entering the busi-
ness, NW Co. had seized 80 percent of the market from
its rival and was very profitable, while the once-dominant
monopolist was near bankruptcy. How did this happen?

The answer will be unsurprising to anyone familiar
with the changes that have gone on in business recently.
The NW Co. found a way to serve the customers better
by getting closer to them, where it could be more respon-
sive to their differing needs and to ever-changing market
realities. It also carried out a number of organizational
innovations. It simplified the supplier structure and
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eliminated traditional middlemen. It avoided excessive
bureaucracy while developing systems to ensure that
relevant information was shared broadly within the
company and that all the relevant parties had a role in and
understood decisions. It recruited people for operating
positions who were willing to take responsibility and ini-
tiative, and then gave them the authority to act on their
knowledge and intelligence without checking every detail
with hierarchic superiors. Finally, it put in place reward
systems that encouraged entrepreneurial behavior. In
other words, it developed a new strategy and then put in
place the people, organizational structure, managerial
processes, and corporate culture to support the strategy.
These managerial innovations allowed it to overcome an
apparently prohibitive cost disadvantage.

HB Co. was initially unperturbed by the challenge from
NW. It knew that its ways had worked for years and that it
had tremendous advantages. It probably also failed to see the
competitive advantage that NW’s new strategy and organ-
ization provided. So its response was very slow in coming.
Even after the upstart rival had gained a huge market share,
the leaders of the old firm did little. This, too, should be a
familiar story to those who have followed the experience in
a number of different businesses in recent decades.

Eventually, however, HB did respond to the threat,
essentially by copying NW’s new approach. It did so,
however, only after the leaders of the firm had been
replaced by new ones who understood the nature of the
threat and who were not tied to the old ways that had
worked so well for so long.

NW Co. had always known that it would be doomed by
its cost disadvantage if HB Co. were to copy its rival’s

Strategy and Organization
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customer-oriented strategy and replace its centralized,
command-and-control processes with ones that fit the
new strategy. So NW attempted a preemptive takeover of
HB before the new leadership could take control. This
failed, however, and ultimately HB Co.’s huge cost
advantage did overwhelm the NW Co.

The outcome was a deal uniting the two firms that, for
public relations reasons, was labeled a merger. But every-
one in Canada in 1820 (and those in the United Kingdom
who were aware of the matter) knew that the North West
Company of Montreal had been absorbed by the victori-
ous, London-based Hudson Bay Company, or more
properly, the Governor and Company of Adventurers of
England Trading into Hudson’s Bay.2

The Hudson Bay Company continues in business to
this day as one of the leading retailers in Canada.
Established by Charles the Second’s royal charter in 1670
under the leadership of Prince Rupert, the HBC had been
given exclusive rights to trade in the lands draining into
the giant Hudson Bay. This monopoly grant covered an
area of 1.5 million square miles, more than fifteen times
the size of the United Kingdom and significantly larger
than the European Union before its expansion in 2004. At
that time there were no Europeans resident in this area,
which was a trackless wilderness of rocks and trees and
water (as much of it still is today!). What it did contain
was a relatively small number of aboriginal people and
untold amounts of animal furs, especially beaver, which
were in high demand in Europe.

The Company exploited its franchise by a very passive
strategy: It built half a dozen forts on the shores of the
bay and waited for potential customers to come to it,
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seeking European-made goods for their furs. The trade
goods were brought in from England through Hudson
Bay in ocean-going ships that made annual voyages,
bringing the furs back to England on their return trips.
(More frequent trips were impossible because of the tech-
nology of shipping and the fact that the bay was frozen
solid for most of the year.) The HBC stuck to this
approach over the next century, during which a trade net-
work developed in which aboriginal tribes, whose home-
lands were located away from Hudson Bay, traded with
ones nearer the forts, who then traded with the HBC.

This approach to business was hardly very bold, but it
was a sensible strategy, given the market conditions and
technology of the seventeenth and eighteenth centuries
and the risks and opportunities they implied. Moreover,
the HBC built an organizational system that fit the
strategy very well and that allowed it to be implemented
very effectively.

Key decisions were centralized in London. This meant
that decision-making was slow and unresponsive to local
conditions (especially since none of the senior decision-
makers ever set foot in the company’s territory, called
Rupertsland), but it did ensure coherence and control.
Moreover, with an unchallenged legal monopoly, a pas-
sive approach to business development, and an unsophis-
ticated, slowly changing market, there was little obvious
need for speedy decisions. Rather, the danger was that
local employees, far from the oversight of senior manage-
ment, would fritter away the profits, or, worse yet, misap-
propriate them. So the Bay’s people in Rupertsland were
selected as much for their lack of imagination and their
ability to bear tedium as for their talent, initiative, and
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diligence. They were sent out under contracts that were
close to indentured servitude, given a specific set of
detailed instructions that governed every aspect of their
work (including the allowable prices to pay and charge),
paid a fixed amount, required to stay near the company’s
forts, and punished physically for any infractions.

The system seems brutal and stupid, and yet it must
be recognized that it worked very well: The Company
was very profitable from the outset and remained so
throughout its first century of existence.

There was, however, an inherent inefficiency in this
system. It did not do a good job of exploiting the oppor-
tunities for trade with people far from the bay, leaving
their (perhaps unimagined) desires for European goods
unmet and the furs they collected in hunting for food
underused. Indirect trade through middlemen from the
peoples living between the Company’s forts and the rich
fur areas allowed partial realization of these potential gains
from trade, but the system was arguably inefficient. The
first reason to expect inefficiency is that the middlemen
had monopoly positions that they likely exploited, so that
markups were taken on markups and the volumes trans-
acted were too low. The second is that the middlemen
were poorly positioned to bear the risk associated with the
trade. They lacked access to finance to support their market
positions and had to face the uncertainties of demand and
supply on their own. Both these effects limited the actual
volume of trade to inefficiently low levels.

The founders of the North West Company—recent
immigrants to Montreal, either directly from Britain or as
refugees from the revolution in the thirteen American
colonies—may have seen the profit opportunities that
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were inherent in these inefficiencies. They probably were
aware that French Canadian traders had profitably traded
more directly with the native people before the British
conquest of Canada, and they certainly saw the profits
that the Hudson Bay Company had been racking up for
more than a century despite its passive strategy. A
decently effective competitor ought to have been able to
do very well.

The Nor’Westers’ big disadvantage, however, was that
they could not ship directly in and out of the center of
the fur-trading area: Hudson Bay was closed to them by
the HBC’s monopoly grant. Instead, they would have to
bring the trade goods in from Europe and the furs back
out through Montreal, the head of navigation on the
St. Lawrence River. But Montreal was thousands of miles
from the areas where furs were richest and most plentiful,
and, in particular, almost a thousand miles further from
them than were the HBC forts. The Nor’Westers could
not expect the potential customers to come to them, and
so they were forced to go to their customers.

This was the origin of their strategy, and the source of
their huge cost disadvantage. In the last decades of the
eighteenth century the Nor’Westers set up dozens of
trading posts right in the lands where the furs were col-
lected, reaching all the way to the Athabaska region in
what is now the far north of Saskatchewan and Alberta.
Then, in birch-bark canoes and small open boats paddled
by French-Canadian voyageurs, they brought the trade
goods into the wilderness and the furs out to market,
from Montreal to the Athabaska and back, through the
Great Lakes and along the untamed rivers of the
Canadian North.
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This strategy, operating in a now-competitive
environment, required very different structures, proce-
dures, and behavior to make it work from those the HBC
had used for 120 years. Given the communications
technology of the period, coordinating such a complex
operation could not be done through central decision-
making. Instead, individuals in the field would need to take
responsibility for coping with unforeseen eventualities and
changing conditions as they arose. To ensure that this was
done effectively, the men who actually ran the posts in the
fur country were partners in the company (“wintering
partners”) with broad authority over their operations
backed by the incentives of ownership to do a good job.
Also, getting the trade goods in and the furs out was a mon-
umental task that relied on near superhuman physical
efforts. The wintering partners had the direct incentive of
a profit share to ensure that these tasks were fulfilled and
the efforts exerted, and they in turn gave strong incentives
to the voyageurs to carry out the work (including the pos-
sibility of becoming a partner). Meanwhile, the Montreal-
based partners handled the acquisition of trade goods, sale
of the furs, and financing the operations. They also handled
getting the trade goods to the company’s inland headquar-
ters at the head of Lake Superior, where they met each
summer with the wintering partners, who had brought out
the furs from the North. This annual meeting of all the
partners ensured that information was shared and that
decisions were informed and understood. 

What are the lessons of this example, other than, per-
haps, that there is nothing new under the sun?

First, strategy and organization matter: The North
West Company’s strategy of eliminating middlemen and
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getting close to the customer, backed by an organization
that implemented this, quickly overcame a 50 percent cost
disadvantage, over a hundred years’ experience, and a
royal grant of monopoly.

Second, there needs to be a fit between strategy and
organization and between these and the technological,
legal, and competitive environment. The organization of
the HBC fit its strategy and the environment that
obtained until the entry of the North West Company, and
the result was a century of profitability. The Nor’Westers’
model similarly showed an internal coherence and an
alignment with the strategic, technological, and competi-
tive context. In general, however, finding such a fit would
seem a daunting challenge, because there are so many
variables and the choice is so complex. Still, it can be
done, and it must be if success is to be achieved.

Third, strategic and organizational change is not easy,
but it is sometimes necessary and it can and does happen.
The HBC took a decade to reform in response to the
threat. That is almost as long as it took the American
automobile industry to respond to the successful entry of
their Japanese rivals! Finally the changes came, although
only under the threat of bankruptcy. The HBC put trad-
ing posts inland to meet the competition, reformed its
organizational processes to support the new strategy, and
ultimately triumphed.

Fourth, a more competitive environment favors the
sort of organizational design that the North West
Company initiated and whose principles are shared in the
emergent organizational design of the modern firm.

In this book I will seek to elucidate these principles and
show how they apply. In the process I will develop some
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conceptual frameworks and theoretical constructs that
are important for understanding effective organizational
design.

My starting point for this exercise is the proposition that
general managers must be organizational designers. Just as
it is a fundamental responsibility of general managers to
devise a strategy that determines how their businesses will
compete, it is equally necessary that they design and create
an organization through which the strategy will be imple-
mented. And just as we have come to realize that strategy
is not solely the responsibility of the chief executive officer,
but rather of managers throughout the organization, so too
is organizational design.

The second basis for this book is the idea that econom-
ics has much to say about the problem of organizational
design. In the twenty-plus years since Michael Porter
began applying the concepts of industrial organization
economics to the field of strategy (Porter 1980, 1985),
practitioners and students of management alike have
come to recognize that economic analysis is of tremen-
dous value to this field. The methods of economics hold
similar promise for the study and design of organizations,
as I hope the following will demonstrate. But first we
need to set some context.

Strategy, Organization, and the Environment

Achieving high performance in a business results from
establishing and maintaining a fit among three elements:
The strategy of the firm, its organizational design, and the
environment in which it operates. In the conceptualization
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that has been standard in management studies, the
organizational design problem takes the economic, legal,
social, and technological environment in which the firm
operates as given, presumes that the strategy has been for-
mulated, and then seeks to create an organization to imple-
ment the given strategy in the particular environment.
This approach follows from Alfred Chandler’s dictum
(Chandler 1962) that “structure follows strategy”—organ-
ization is the mechanism through which strategy is realized.

Although this is a very limited view of the nature of the
design problem and of the role of organization, we will
place our discussion initially in this context. For the sake
of simplicity, then, focus on the traditional Chandlerian
formulation and consider a simplified, idealized version
of what a firm is and does. The starting point is a business
opportunity—an unmet need, a market inefficiency. For
the NWC, the opportunity lay in the HBC’s inefficient
exploitation of the potential gains from trade. More
generally, the opportunity might come from having lower
costs than the current market participants or a product
that better meets the needs of (at least some) customers.
This, in turn, might reflect better technology, or more
creativity, or previously unexploited economies of scale
and scope.

Next, in the traditional view, comes a strategy to exploit
that opportunity—a specification of how the firm is going to
create value and get to keep some of it. A well-formulated
strategy has several components (Saloner, Shepard, and
Podolny 2001).

First, a strategy involves a goal against which the firm
can measure itself and judge its success. This might be pro-
fit or shareholder-value maximization, or it might be
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something more complex involving the interests of different
constituencies and stakeholders. Even when shareholder
value is the ultimate objective, the strategic goal might be
expressed in more operational (and more motivating)
terms. For example, in the 1970s and 1980s, Komatsu, the
Japanese heavy equipment manufacturer, had as its aim to
“Beat Caterpillar!”

The next key element is a statement of scope—a
specification of the business the firm is in, what products
and services it will offer, what customers and market
segments it will serve, what activities it will undertake,
where it will do these things, and what technology it will
use. Obviously, the choice of what to do and how, where,
and for whom to do it is a directly relevant and significant
aspect of strategy. Less obviously, the scope of the strat-
egy determines what opportunities the firm is not going
to pursue. This is important: Strategy is a discipline
device that helps sort out which of the myriad opportuni-
ties that will arise the firm should pursue and on which it
should pass. It also allows people in the organization to
make this determination without a lot of further discus-
sion and debate, so it facilitates coordination. Moreover, it
can contribute to motivation by providing clear goals and
boundaries for choices.

A third key element of a strategy is a specification of
the nature of the firm’s competitive advantage, an indica-
tion of how the firm’s offer will lead others to deal with it
on terms that allow it to realize its goals. How will it
attract a profitable market? How will it create value, gen-
erating a willingness to pay by customers that exceeds the
costs of serving them? Will the firm offer a better product
at a cost increment that is lower than the additional value
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of the improvement to customers? Will it offer as good a
product for less? A less desirable product but for a much
lower cost?

The final component of a strategy is an explication of
why the claimed competitive advantage will actually be
realized. Why will the firm get to claim some nontrivial
share of the value it creates and do so in a sustainable way?
How will the firm get a price that exceeds its costs? What
will keep actual and potential competitors from eroding
its margins and stealing away its customers? What will
ensure that suppliers or customers do not manage to
appropriate all the value created? This piece is often miss-
ing in formal strategy statements, but the existence and
validity of such a logic are crucial. Typically, a valid logic
will involve a system of implications linking the particu-
lar position occupied by the firm and the distinctive
capabilities it enjoys to the customers’ choices and then
back, via the prices, costs, and volumes that result, to the
firm’s ability to maintain and enhance its position and
capabilities.

Had the NWC’s leaders enunciated their strategy it
would thus have been something like the following:

The NWC will trade with the native people of the Canadian
north, taking furs in return for European goods. The trade
will occur at posts established in the fur-bearing regions and
the transport between the posts and Montreal will be pro-
vided by company employees using small watercraft. The
trade goods will be obtained in Montreal and England, and
the furs will be sold in London. The NWC will offer terms
of trade that are better than the effective net ones coming
from the HBC through the middlemen who are between it
and the people actually collecting the furs. The NWC will
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also be more responsive to the customers’ needs than is the
competition. Together, these will make it the preferred
trading partner. This positional advantage and the savings
from eliminating the middlemen will allow the NWC to
serve its customers on terms that still leave a profit margin,
despite the Company’s higher costs. It will be able to offer
such terms and keep these profits as long as the HBC does
not match its offer [which the established firm’s strategy,
organization, and management initially prevented it from
doing]. This will allow the NWC to achieve its goal of prof-
itably dominating the fur trade in British North America.

In a multi-business firm, there is another level to strat-
egy, that of corporate strategy. A corporate strategy iden-
tifies the set of businesses the firm will encompass and the
logic of why doing so will allow it to create extra value over
and above what a collection of stand-alone businesses can
create. Thus, it is essentially a portfolio choice combined
with a theory of the role of the corporate center.

A strategy implies a set of activities that need to be
carried out to realize it. In a typical firm these include the
“value-chain” activities that must be undertaken in meeting
customers’ needs, such as product design and development,
input procurement, manufacturing, distribution, sales, and
post-sales service, as well as “support” activities such as
human resource management, management information
systems, and finance. In the NWC the value chain was
acquisition of trade goods, their transport to the customers,
the actual trade, and transport of the furs out to Montreal
and thence to London for sale.

The organization is then the means through which
these activities are to be carried out and the strategy is to
be implemented. Any firm’s organization is multifaceted,

Strategy and Organization

16



and the range of organizational variables is mind-boggling.
Thus, even a bit of classification may be of some use. One
taxonomy identifies the organization as a collection of
people and an array of organizational features. These, in
turn, can be sorted into architecture, routines, and culture,
giving rise to the acronym “PARC.”

First is the set of people who are part of the organiza-
tion. What sort of talents and skills do they have, what
tastes, what beliefs, what objectives? How hard are they
prepared to work and for what ends? What sorts of risks
will they accept and what sorts of rewards do they
value? How are they connected to the firm? As owners?
Employees? Contractors?

The architectural features include what is on the
organization chart: the vertical and horizontal boundaries
of the firm; the assembling of tasks into jobs and jobs into
departments, business units, and divisions; the reporting
and authority relationships; and so on. It also includes
such matters as the financing, ownership, and governance
structure of the firm. These are relatively “hard” features,
often with an explicit contractual element. However,
architecture also includes the personal networks that link
people throughout the firm and across the firm’s bound-
aries. These can, in fact, be as important and more than
the formal architecture.

The routines include all the managerial processes,
policies, and procedures, official and unofficial, formal and
informal, that shape how information is gathered and
transmitted, decisions made, resources allocated, perfor-
mance monitored, and activities controlled and rewarded.
The allocation of decision authority within the firm—what
decisions are made by which people at what levels, with
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what oversight or review—is a key element here. The
processes also include the routines through which work is
done and the mechanisms through which these are altered.
These features may involve explicit contractual elements as
well as “implicit contracts,” more or less formal, shared
understandings about how things are to be done.

Culture is the “softer” stuff, but it is not less impor-
tant for that. It involves the fundamental shared values
of the people in the firm, as well as their shared beliefs
about why the firm exists, about what they are collec-
tively and individually doing, and to what end. It also
encompasses the special language used within the firm,
which shapes thought and action. Culture also involves
the fundamental mindsets of the firm’s members and
the mental models they have, which determine how they
see themselves and the firm and how they interpret
events. Most significantly, it involves the norms of
behavior that prevail in dealing with other members of
the firm and with outsiders. Culture defines the context
in which the relations among people develop and oper-
ate and sets the basis for the implicit contracts that
guide and shape decisions. It operates as a social moti-
vation and control system.

Along with the strategy and the organization, the
third determinant of performance is the environment in
which the firm operates. This includes its competitors
and their strategies and organizational designs, the state
of other relevant markets and firms (suppliers of inputs,
complements, and substitutes), and the customers, as well
as the ambient technology, the legal and regulatory con-
text, various political, social, and demographic features,
and so on.
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The Design Problem: Setting Strategy and
Organization

If we now apply a design perspective, the job of the
general manager is to craft a strategy—objective, scope,
competitive advantage, and logic—and create an organi-
zation—people, architecture, routines, and culture—in
light of the environment to maximize performance. In the
longer term, the designer might also try to shape the
environment, but we will largely leave this aside in our
discussion. The model is captured in Figure 1.

Performance thus depends on the strategy, the organ-
ization, and the environment. This formulation leads to a
contingent theory of strategy and organization. There is
no uniquely best strategy, and there is no one best way to
organize. The attractiveness of a strategy is defined only
in terms of how well it works in the environment in
which it is operating with the organization that is trying
to implement it. Similarly, the value of an organizational
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Figure 1. The design problem is to select the strategy and
organization to achieve maximal performance in the context of
the environment



design depends completely on how well it matches the
particular environment and strategy. What is good is what
works, and we should expect that what will work in dif-
ferent contexts may depend on the context. The key is in
finding and establishing a fit among strategy, organiza-
tion, and the environment and then maintaining the
fit over time in the face of change. 

What, however, is “performance?”
Firms are institutions created to serve human needs.

Performance ultimately is how well the firm does at serv-
ing these needs. This raises the issue of whose needs are
to be served. Is the firm simply a mechanism for creating
shareholder returns? Or is it (also) to provide meaningful
experiences, secure employment, and valued opportuni-
ties for its members; valuable goods and services for cus-
tomers; tax revenues and jobs for communities; positive
effects on the environment; and so on?

We will, for the most part, take the point of view that
the purpose of the firm can be expressed as “value cre-
ation.” This is not an uncontroversial position, either on
prescriptive or descriptive grounds. Indeed, it should not
even be immediately clear what it means. The value cre-
ated by economic activity is the difference between the
maximum that people would be willing to pay for it, less
the opportunity costs of the activity. Under rather spe-
cific and somewhat special conditions, value and value
maximization are well defined and would be uncontrover-
sial objectives. These conditions are that (1) there is a
medium of exchange that is valued by everyone, (2) that
this “money” is freely transferable in any amount
between people, and (3) that the amount of money that
just compensates any individual for any change in his or
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her circumstances does not depend on how much money
the individual already holds. Under these conditions, the
value created in any act of production or trade is just the
extra amount of money that all parties in aggregate would
pay (or need to be paid) in order to induce unanimous
agreement for the action from all affected parties. This
amount is unambiguously defined and, further, maximi-
zation of the value created in this sense is equivalent to
achieving full economic efficiency. If the value-maximizing
course of action is adopted, it will be impossible to find
any alternative that all parties would unanimously prefer,
and if there is another course of action that creates greater
value, then it will be possible to make everyone better off
by adopting this alternative and distributing the gains
appropriately.3

Under these conditions, then, value maximization is
arguably an appropriate goal from a social point of view.
Further, to the extent that those in whose interests the
firm actually operates are able to claim the value created,
they would want it to be run so as to maximize value. Of
course, the conditions are restrictive, and they surely are
not fully met in the real world. Even if we treat financial
wealth as the universally desired good (as seems most nat-
ural), the second condition may fail if the winners from
some move do not have enough money to compensate the
losers, and in this case the condition of maximizing value
may not win unanimous support. It is also necessary that
all the relevant interests are recognized and taken into
account. Moreover, the third condition requires that there
be no “income effects” in demand, which is surely false.

Nonetheless, with a reasonably complete, well func-
tioning system of markets and contracts, the assumption
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that the owners of firms want their companies run to
maximize the owners’ long-term wealth is likely to be
descriptively accurate (at least to a first approximation).
Further, if there are adequate mechanisms for taking care
of concerns that are not reflected in market prices, value
maximization is unlikely to be an obviously undesirable
objective from a social point of view. For example, effec-
tive markets will mean that employees have good outside
opportunities and so owners will not find it worthwhile to
exploit the workers, and effective contracting will ensure
their ability to protect themselves and perhaps claim a
share of the value created. Meanwhile, the effective laws
and regulations will lead the owners to want the firm not
to abuse the environment or collude with competitors
against the customers’ interests.

There is still a problem with measuring long-term
value or wealth creation. If stock market prices immedi-
ately and accurately reflected all the available information
about the firm and its prospects, then stock market
valuations would be a fine measure, and maximizing the
market value of the firm would be an appropriate goal for
managers. Of course, markets do not necessarily work this
well, especially in the short run. Moreover, if information
is deliberately withheld or manipulated, they cannot work
well. Still, over the long haul, honest managers who pur-
sue the maximization of firm value are likely acting to cre-
ate the most possible value for their shareholders. Then
the problem becomes one of selecting the (long-run)
value-maximizing strategy for the particular environment
and then creating the organization that will best realize it.
This problem of organizational design is the subject of
this book.
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Strategic and Organizational Change

The foregoing formalization of the process of establishing a
fit between the environment, the strategy, and the organiza-
tion is clearly appropriate for a start-up enterprise deciding
for the first time what it is going to do and how it is going to
do it. The design approach applies as well in an ongoing
firm, although some interesting complexity emerges.

At any point in time for an established firm there will
be an issue of whether the existing strategy and organiza-
tion generate the highest performance available in the
environment in which the firm finds itself. Since the
environment is changing, there is a likelihood that what
may once have been a good fit has since deteriorated.
This means that there can be a need for strategic and
organizational change.

Strategy can be changed relatively quickly: In principle
a new strategy can be developed and announced in a short
time. Organizations, however, show a lot of inertia, in two
distinct senses. First, successful organizations tend to per-
sist, becoming long-lived assets in which firm’s strategic
capabilities are embedded. Thus, the existing organiza-
tion shapes the opportunities for future strategic choice
and for responding to environmental change. Second,
organizations cannot be changed as surely and quickly as
can strategy. While it is easy enough to change the formal
architecture, it certainly takes real time to change the set
of people in the firm and the networks among them, to
redefine the fundamental beliefs they share, and to induce
new behavioral norms. Yet these may be the most
important elements to the realization of the strategy.
Thus, effective implementation may not be immediately
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possible. This will affect what strategic choices are best in
a particular context.

The interesting complexities arise from the interplay
between the speeds of change of strategy, organization,
and the environment. In the traditional view of manage-
ment scholars, the environment has often been taken to
be relatively stable, changing only slowly and infre-
quently. This may well have reflected reality in an earlier
day—it was certainly true in the case of the HBC in the
first century of its history—and it may still apply in
some industries today. If it is an approximately accurate
assumption, then the approach already outlined applies
more or less as indicated. Once the environmental change
has occurred, the new environment can be taken as given
and likely to persist. A strategy can then be developed
to address the new opportunities the environment offers,
and an organization put together to implement the strat-
egy in the new environment, just as the traditional recipe
directs. Should the environment happen to change again,
the strategy can be altered and all aspects of the organiza-
tion restructured to fit the new environment. Because
some aspects of the organization will not adapt instanta-
neously, there may be some period of misalignment. Such
a period would also result if the right organizational
design is not immediately obvious, but has to be discov-
ered through a process of search and experimentation.
However, in either case the misalignment ought to be
brief compared to the period over which the strategy and
the implied organization are in place and functioning.

BP Exploration (BPX), the “upstream” part of the
company then called British Petroleum that was responsible
for finding and producing crude oil and natural gas,
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operated essentially according to this recipe in the late 1980s
and first half of the 1990s (Berzins, Podolny, and Roberts
1998a, b). When John Browne took over as head of BPX in
1989, “petropreneurs”—smaller energy firms operating in
a relatively narrow range of activities—often outperformed
the major integrated oil companies. Browne reformulated
the strategy at BPX to seek cost advantage by focusing on
what the oil industry called “elephants”—very large hydro-
carbon deposits—that offered possible economies of scale
and took advantage of BP’s technical capabilities and finan-
cial strength. This led to a redirecting of exploratory activ-
ities and the sale of a variety of productive assets that did not
meet the test of being sufficiently large. This strategy
remained in place throughout the succeeding years.

Meanwhile, at the corporate level, BP had been
organized as a complex matrix, with geographic and
stream (exploration and production, refining and market-
ing, and chemicals) dimensions, large central staffs, and
heavy centralization of authority. A shift in corporate orga-
nizational design beginning in 1990 then moved signifi-
cant decision power from headquarters to the streams.
Beginning in 1992, in the context of a corporate financial
crisis that saw BP on the verge of bankruptcy, Browne in
turn radically redesigned his part of the business. He
eliminated the regional structure in the upstream, as well
as most of the managerial center that set direction and
oversaw operations. Decision rights were reallocated
between an extremely lean Executive Committee consist-
ing of Browne and two other senior leaders and the man-
agers of individual production units or “assets.” (The
typical asset was a single oil field.) The asset managers
were empowered to determine how they would deliver
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performance against negotiated contracts, which initially
specified targets for costs, capital expenditures, and vol-
umes, and rewards were linked strongly to the perfor-
mance of the individual assets. Meanwhile, the centralized
functional staffs were largely dispersed to the assets. The
objective was to increase performance by empowering
those closest to the relevant information to act upon it and
motivating them to do so, and the size of the individual
assets meant that there was significant payoff from efforts
aimed at improving performance at the asset level.

Employing this basic organization design resulted in a
great improvement in performance from the outset. Still,
over the next five years, while the strategy remained
unchanged, there were important adjustments in the orga-
nization on an ongoing basis as the company experimented
with improving the design. Some of these changes were
explicitly intended to overcome shortcomings in the orig-
inal model. Chief among these was the introduction of
“peer groups” that linked assets facing similar technical
and commercial challenges to provide mutual support and
spread learning. This structure proved necessary because
the absence of middle managers and the limited functional
expertise at stream headquarters meant that the asset
managers could not look to the center for help with prob-
lems. Other changes were made in the organizational
architecture and routines to take advantage of the evolving
culture. Norms of trust, of helping other businesses, and
of delivering promised performance became thoroughly
embedded in BPX under Browne’s leadership. These
shaped behavior and thus allowed shifting the basis of
compensation to promote other objectives than simple
individual asset performance. They also permitted passing
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responsibility to the peer groups for allocating capital and
for meeting the aggregate of the performance contracts of
the member assets. These changes, in turn, permitted
further performance improvements.

Strategy and Organization in Turbulent
Environments

When environmental change becomes extremely rapid
and ongoing, however, the sequential approach to strategy
and organization exemplified by BPX may no longer be
viable. An extended process of adaptation is not going to
work—by the time a new strategy is generated and the
organization restructured, the environment will have
changed many times again.

In fact, many management scholars and practitioners
have asserted in recent years that, in sufficiently turbulent
environments, ex ante strategizing from the top becomes
nearly pointless. The necessary information about markets
and technologies is not directly available to top execu-
tives and it cannot be communicated to them and com-
prehended with sufficient speed and clarity to be used for
top-down strategy formulation.

This position tends to confuse detailed, short-term
tactics and formalized strategic plans (of the sort that get
bound in fancy covers and then set on shelves, never to be
read) with strategic thinking of the sort embodied in a
strategy statement. Still, to the extent that the argument
has some validity, then the nature of the design problem
is altered in another interesting fashion.

In very turbulent environments, many of the specifics
of the firm’s strategy are likely to emerge from a multitude
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of decisions taken at various levels within the organization.
The most that can be done from the top is the setting of
broad strategic direction or intent. The design of the
organization then determines in large measure what deci-
sions will get made. Thus, reversing Chandler, strategy
follows organization.

The solution, then, is to try to set the relatively slow-
moving elements of the organization appropriately and then
to take them more or less as given. What is appropriate in
this context clearly involves some forecast of the evolution
of the environment and of the basic strategic direction.
Then the idea is to alter the strategy and some of the more
formal but malleable elements of the organization to keep
up with the changes in technology and markets.

Yet the design perspective remains valid, even in this
context. Now, however, the role of the designer is to shape
the relatively inert elements of the organization, like the
culture, that will exert a persistent effect on the strategic
and organizational choices that are made by the people in
the firm, and to design a set of processes that will allow
them to make good decisions. The designer should also
set broad strategic intent to inform and shape the dispersed
strategic decision-making. Finally, the designer must
adapt the strategic intent and the controlled elements of
the organization over time.

Nokia Corporation, the Finnish manufacturer of
mobile telephones and network equipment, followed this
latter model during the 1990s (Doornik and Roberts
2001). This was a decade that saw massive environmental
change in the mobile telephony business: Deregulation
and privatization, the entry of new service providers, an
unforeseen explosion of demand, the emergence of digital
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technologies, and, at the end of the decade, the beginnings
of convergence between the Internet and mobile phones.
Nokia was the big winner in all this—it went from nearly
bankrupt in 1992 to being Europe’s most valuable company
in 2000.

The top executives of Nokia set the broad intent that
gave the context for the hundreds of dispersed decisions
that became the firm’s strategy. In 1992 the intent was
expressed in four criteria—“Focused,” “global,”
“telecommunications-oriented,” and “high value-
added”—under a vision that “voice will go wireless.” This
led the company to exit the broad range of businesses that
had contributed 90 percent of its revenues only a few years
previously and to focus on mobile handsets and network
equipment. The leaders also set a stretch goal of doubling
Nokia’s market share by the end of the decade. When the
objectives for 2000 had already been realized in 1997, the
earlier strategic intent was replaced by the statement that
Nokia wanted to become the leader in the most attractive
telecom segments. (At the time, Motorola was the clear
industry leader.) By 1999, Nokia had indeed become the
industry leader in mobile phones, while the possibilities
for the Internet being accessed via mobile phones were
becoming evident. The 1997 objective in turn was
replaced by the stated intent for Nokia to lead the devel-
opment of the “mobile information society” by being the
company that would “bring the Internet to everyone’s
pocket.” Note that these are not strategies. While they do
address the scope issue broadly, they are not very precise
and they give little of the logic of why the firm is
going to be able to create value or keep some of it. They do,
however, set the context for strategy to emerge.
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Meanwhile, the leadership of Nokia was very conscious
of the importance of culture in motivating people to act in
the needed ways. It thus worked hard to keep the crucial
features of the culture fresh and effective, even as the com-
pany grew at 30 percent per annum and spread its activities
around the world. As for the more formal elements of orga-
nization, these were kept very fluid: “We hate organization
charts, and if forced to create one, we will draw it only in
pencil!” Formal structure was shifted almost constantly to
keep up with emerging needs and networks were used heav-
ily to share knowledge and get work done. At the same time,
the increasing size and complexity of the firm were met by
an increased reliance on regularized processes in place of
earlier informal routines that had differed across the firm.

BP and Nokia were both extremely successful in the
1990s, and they continue so today. Each adopted a distinct
organizational model that was well suited to the environ-
ment in which the company operated and the strategy it
pursued. The resulting fit between environment, strategy,
and organization was key to the two firms’ successes: Like
the HBC and NWC centuries ago, and the firms that
developed the multidivisional form at the start of the cen-
tury, each solved the organizational design problem, and
success followed.

Notes

1. The standard reference on these developments is Chandler
(1977). See also Chandler (1962).

2. The discussion here draws heavily on Newman (1985,
1987). See also Newman (1991) for the history of the

Strategy and Organization

30



company after the merger, and Spraakman (2002) for a
more detailed discussion of aspects of the control systems at
each company, before and after the merger.

3. For more on the concept of value and its applicability, see
Milgrom and Roberts (1992: 35–9) and Roberts (1998).
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Key Concepts for Organization
Design

The problem of strategic choice and organizational design
is, in principle, immensely complex. Selecting a strategy is
complex already, but when one considers all the elements
of an organization design, the problem becomes mind-
bogglingly complicated. Indeed, the “rugged landscapes”
literature in strategic management (Levinthal 1997) is
built around the idea that the problem is arbitrarily com-
plicated, essentially without logic or regularity.

While this presumption captures some of the difficul-
ties of finding a good design and, even more, of success-
ful imitation, it is too strong. There is a logic underlying
the idea of “fit.” Certain strategies and organizational
designs do fit one another and the environment, and thus
produce good performance, and others do not. Moreover,
there are frequently recognizable, understandable, and
predictable relations among the environmental features
and the choice variables of strategy and organization
that determine which constellations of choices will do
well and which are less likely to do so. These relations
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arise for both technological and behavioral reasons.
Recognizing these relations and understanding their
implications can guide the design problem.

Further, when these relations are present there will
often be a quite restricted number of coherent patterns
among the choice variables. The design problem then is
to identify and select among well fitting, often quite dis-
tinct arrays of choices on the many dimensions. Thus,
the problem becomes much more tractable when we have
some understanding of the factors that generate fit.

We have already seen one example of these ideas. The
HBC’s organizational policies fit with one another and
with the strategy and the environment (until the environ-
ment changed with the entry of the NWC). So too did the
NWC’s choices. They each had an internal logic to which
they adhered in all crucial dimensions. Moreover, “mix
and match” would not have worked. For example, perfor-
mance pay would not have been particularly valuable at
the old HBC, given that the range of allowed behaviors
was tightly circumscribed. Thus, there was really a lim-
ited set of alternatives that were apt to be of interest. 

But why are there a limited number of coherent patterns?
What defines them? Why does mix and match not work?

The idea that strategy and structure need to fit with one
another and with the business environment is an old one, as
is the recognition that there may be several distinct patterns
among these variables that are coherent, but not necessarily
equally good. These ideas have, however, rarely been for-
malized. Recent developments in economics allow doing so
in a simple, intuitive, and powerful way. The key ideas are
complementarity among choice variables, non-convexity in the
set of available choices, and non-concavity in the relationship
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between choice and performance. Complementarity gives
rise to clear patterns of coherence in design. Non-convexity
and non-concavity mean that there can multiple coherent
patterns that are quite distinct. Together these ideas give
great insight into the problems of designing and changing
an organization. In this context we will especially explore
some of the difficulties of organizational change. This leads
to considering another feature, the extent of tight coupling
in the design, which reflects the extent to which the
organization is finely tuned to maximize performance
against a particular strategy and environment or, instead,
is designed to work reasonably well in the face of change.

Complementarity

Complementarity involves the interactions among
changes in different variables in affecting performance.
Consider any pair of variables that the designer might
determine or influence in attempting to realize the firm’s
goals. Prices, service levels, frequency of product
redesign, the debt–equity ratio, intensity of performance
pay, the allocation of decision authority to subordinates,
and aspects of the culture are all possible examples of
such choice variables. Then the two choice variables are
complements when doing (more of) one of them increases
the returns to doing (more of) the other. In more mathemat-
ical language, the incremental or marginal return to one
choice variable increases in the level of any complemen-
tary choice variable.1 Thus, if one of a pair of comple-
ments is instituted or increased, it will be more attractive
than before to introduce or increase the other.



For example, price and product quality are comple-
ments if higher quality makes demand less sensitive to
price increases (less elastic). Then an improvement in qual-
ity renders a higher price more attractive because a price
increase leads to a smaller fall in the quantity sold than it
otherwise would.

In contrast, activities are substitutes if doing (more of )
one reduces the attractiveness of doing (more of ) the
other. For example, direct monitoring of employees’
behavior and the use of performance-based incentive pay
may be substitutes. If introducing performance pay gives
stronger incentives for good behavior, because the results
of this behavior are rewarded, then value of monitoring
to enforce the desired behavior directly is probably lower
at the margin, and the level should be reduced.

Another example of substitution concerns make-to-stock
versus make-to-order. Producing output in response to spe-
cific customer orders is a substitute for making to stock,
where output is produced in advance of receiving orders
and held in inventory until the demand materializes
(Milgrom and Roberts 1988a). The claim here is not just
the obvious one that these two approaches seem to be
alternatives. Rather, if we look at the fraction of output pro-
duced under each regime, then the higher is the fraction
made to order, the more attractive it is to increase this frac-
tion even more (and, correspondingly, to lower the fraction
made to stock). The reason is that producing to stock is sub-
ject to economies of scale with regard to the level of inven-
tory needed to maintain reliability in meeting demand as it
emerges. Consequently, if it is worthwhile producing a little
bit to stock, it is even more worthwhile to do the next incre-
ment (and correspondingly cut the share made to order).
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These ideas of complements and substitutes can be
extended to relations among aspects of the environment
and the designer’s choice variables. For example, a choice
variable is complementary with an element of the envi-
ronment if an increase in the level of the environmental
variable increases the returns to introducing or increasing
the choice variable. So, if income tax rates are lowered, it
may be more attractive to increase the use of explicit
performance pay, since the cost to the firm of providing a
given intensity of incentives is reduced. Performance pay
and the negative of the tax rate are complements. The
ideas can also be extended to groups of choice variables:
Several choice variables are complementary if each of
them is a complement for each of the others.

The substitution and complementarity relations among
choice variables give structure to the problems of organiza-
tional design. In particular, complementarity results in
very clear patterns, with all the complementary choice vari-
ables tending to be done together and at comparable levels.

This may be intuitively clear, but to see the logic more
clearly, consider another example of complements: the
flexibility of a firm’s manufacturing system and the variety
of its product offerings. We might measure flexibility by
the speed with which the firm can change over from pro-
ducing one product to another, or by the (inverse of the)
cost of changeovers. Variety could be represented either by
the breadth of the product line at a point in time or by the
frequency of product changes. In any case, flexibility and
breadth should be complements in normal circumstances.
Broadening the product line presumably increases the
total demand facing the firm but lowers the potential
sales of each individual product as customers sort
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themselves among the wider set of alternatives. Unless
average inventory levels are to increase dramatically, this
means shorter production runs and more frequent
changeovers. This, in turn, increases the value of being
able to do changeovers more quickly and cheaply—of
more flexibility. (In general, doing more of any activity
and lowering the activity’s marginal cost are always com-
plements.) So having more variety increases the returns to
increased flexibility, and the two are complements.
Conversely, a more flexible production system lowers the
cost of realizing the demand advantages of having a
broader product line, so the relationship holds in that
direction as well. This symmetry is no accident—it is
always true that if the returns to increasing one variable
are nondecreasing in the level of a second variable, then
the returns to increasing the second are also nondecreas-
ing in the level of the first.

Complementarity gives rise to systems effects, with the
whole being more than the sum of the parts (in a precise
sense). Consider increasing each of a collection of choice
variables. Suppose we look at the effect on performance of
increasing each one in isolation, without raising the others,
and then sum these estimates. Then complementarity
among the activities means that the total effect on perfor-
mance of increasing all the variables together exceeds the
sum of these individual impacts. This is because comple-
mentarity means precisely that, once we have raised the
level of one of the activities, the impact of raising any of
the others is now greater than it would have been when
the first variable was at a lower level.

Indeed, when the variables are complements, it is quite
possible that changing any one of them alone would
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worsen performance, yet changing all together would
increase it substantially. In this regard, Eric Brynjolfsson
and his colleagues2 have studied the impact on productivity
of the huge investments of the last decades in information
technology. They find that the costly investments had
little impact on productivity on their own, which matches
Nobel Laureate Robert Solow’s quip that one saw
computers everywhere except in the productivity statis-
tics. However, when the investments are matched with
complementary changes in the organization design, there
are very significant productivity effects. Neither the
investments nor the organizational changes might be
worthwhile on their own, but together they have a huge
positive effect on performance.

Coherence among a set of complementary choice vari-
ables tends to result in all of them being set at a high level
or all at a low level. Consider the flexibility and variety
example. When we allow for choices to be either high
or low on each dimension, we might expect that there
would typically be two coherent choice patterns in the
variety/flexibility problem: Lots of variety and lots of
flexibility, or little of either. This is because it will be
worthwhile to bear the costs of flexibility only if the
desired variety is high, and a high level of variety will be
worthwhile only if the production system is quite flexible.

The automobile industry provides an example of each
pattern (see Figure 2). Famously, in the first decades of the
twentieth century, Henry Ford would sell you any car you
wanted, as long as it was a black Model T. Thus, Ford’s
product line was very narrow, and it did not change
often—Ford kept the Model T in production for decades.
On the flexibility side, Ford’s plant was completely



specialized to the Model T. It was so inflexible that it had
to be gutted when the switch was finally made to the
Model A. These features of organizational design and
strategic choice obviously fit with one another.

On the other hand, Toyota in the last decades of the
twentieth century had extremely flexible factories and a
broad product line. For example, in the early 1990s Toyota’s
Kamigo engine plant on any given day produced over 350
different engine/transmission/fuel-system combinations
(including both single and dual camshaft engines) on a sin-
gle line, in batches of one—each successive item coming off
the line was different from the one before. The product line
was broad, and the factory was very flexible.

Each of these patterns has an internal logic. Further,
each was, in its environment, arguably optimal. Ford’s
strategy allowed it to build and dominate an industry: At
one point more than half the cars in existence were Ford
Model Ts. In the 1990s, when flexible automation was
much more readily available than it had been in the early
years of the century and when customer tastes had
become more diverse, Toyota was viewed as the leading
firm in the global auto industry and as perhaps the best
manufacturing firm in the world.

While there may be multiple coherent patterns for
complementary organizational features, what typically
does not work is “mix and match” among elements of dif-
ferent patterns. The high variety/low flexibility combi-
nation is probably not even worth considering in most
manufacturing contexts. Either production runs would
be kept short, implying immense costs from the frequent
changeovers, or long production runs would be employed
to avoid costly changeovers, implying that the firm would
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face financing gigantic inventories. The other off-diagonal
point is less problematic in some ways, but can be dis-
astrously expensive. It is, in essence, where General
Motors found itself in the 1980s. In that decade GM
spent more than the combined market values of Toyota
and Nissan on flexible automation and other, related cap-
ital expenditures that increased potential flexibility. 
It did not, however, adequately speed up its product devel-
opment processes, adjust its product mix and production
scheduling, reform its human resource practices, and take
a variety of other actions that are complementary with
increased production flexibility. Indeed, its assembly lines
still often produced only a single model of car, even when
the machinery would have permitted producing several
models on a single line. GM at the end of that decade set
a new record for the amount of money lost by any corpo-
ration in one year, and then it broke the record the next
year. While other factors contributed to this disaster,
GM’s long, painful decline through the 1980s was in
significant part due to this mismatch in its organizational
design choices.
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Figure 2. Complementarity can lead to discrete coherent
patterns



In fact, GM was far from alone in making these
mistakes. For example, Jaikumar’s work (1986) on the
adoption and use of the innovation of computer numeri-
cally controlled (CNC) machine tools in the United
States and Japan gives another example of failure to adapt
fully. He found that Japanese firms had rapidly seen the
complementarity between the flexibility afforded by the
CNC tools, shorter production runs, and greater variety.
They were producing an increased variety of products in
very small batches. In the United States, however, many
firms initially used the highly flexible manufacturing
equipment just as they had used the older, inflexible
machines, to produce huge numbers of single items.

Another, richer example of complementarity among
choices involves the unique set of practices that mark the
Lincoln Electric Company (Berg and Fast 1975, see also
Milgrom and Roberts 1995). Lincoln Electric’s primary
product is arc-welding equipment and the consumables,
such as flux, used in welding. Lincoln long dominated the
industry in the United States, leading major firms such as
General Electric and Westinghouse to exit rather than
attempt further to compete with it. Moreover, Lincoln
enjoyed an unbeaten record of performance—it was prof-
itable every quarter, year in and year out, for almost a cen-
tury, and its U.S. operations have never lost money or had
a layoff. The basis for Lincoln’s success was its execution
on a strategy of pursuing ever higher productivity and
lower costs and then passing on some of these benefits to
customers in lower prices. It was able to improve produc-
tivity and costs so consistently because of a set of organ-
izational policies that supported these aims. Together,
there was a high complementarity between its strategy
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and organization and among the elements of its organiza-
tion design.

The centerpiece of Lincoln’s organizational design is
very extensive use of piece-rate compensation. Whenever
possible, workers are paid piece rates, that is, a fixed
amount for each unit on which the individual worker
completes the assigned tasks. Indeed, at one point typists
were even paid by the keystroke (until one was discovered
sitting her desk at the lunch break, repeatedly hitting the
same key while she ate) and overhead crane operators
were paid by the number of objects moved (until safety
concerns arose about the speed and height at which heavy
items were being moved around the plant).

Piece rates give very strong, straightforward incentives,
not just to work hard but also to seek ways to increase
one’s output further. They are easy to understand and
administer. At one time they were a very common method
for paying industrial workers. Yet they are now a compar-
ative rarity. There are several reasons for this. First, if the
pace of work cannot vary between individuals, then the
possibility for responding to the piece-rate incentives is
limited and they are not of much use. Thus, individual piece
rates have little value in such contexts as assembly line
operations or team-organized work. The second difficulty
is that by giving strong incentives for quantity, a piece-rate
system discourages spending time and effort on other
valuable activities. Most directly, if skimping on quality
allows the worker to increase the number of pieces made,
there is a perverse quality incentive from piece rates.
Moreover, other desirable activities that cannot be paid at
piece rate—such as helping other workers or accepting
temporary reassignments to deal with emergencies—are
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discouraged. The third difficulty is that workers often
distrust managers and fear that the piece rates will be low-
ered if they respond fully to the incentives that the piece
rates appear to offer and they thus reveal just how pro-
ductive they can be. Consequently the piece rates are not
as effective motivators as they would otherwise be. (This
may in part explain why unions have usually opposed
piece rates: They fear that some workers will respond and
then all will be subjected to higher standards.) Finally,
there is the problem of selling all that might be made and
of maintaining the system when sales slump.

Lincoln responds to each of these difficulties with poli-
cies and processes that make the piece rates more effec-
tive. The production system is designed to allow work to
be individually paced, so that workers will have the free-
dom to increase their output rates in response to the
incentives. To facilitate this, significant amounts of work-
in-process inventory are tolerated. To overcome the
“multi-tasking” problems with quality and cooperation,
Lincoln uses an individual bonus scheme. The amount of
the individual bonus is determined by the employee’s
supervisor and is based on the quality of the employee’s
output and such factors as perceived cooperativeness.
These bonuses normally double the employee’s base
earnings from the piece rate. In addition, each employee’s
name is stencilled on each welding machine on which he
or she works, so that responsibility for quality problems
can be assigned. If a piece is found to be defective on
inspection, the responsible worker must repair it on his or
her own time. If a machine fails in the field as a result of
a worker’s skimping on quality, the worker’s bonus is
docked by as much as 10 percent.
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Lincoln has also adopted a whole range of organizational
features that help overcome the trust problems and thereby
make the piece rates credible. First, the company promises
that the rates will not be adjusted unless there is a change
in the product or work methods, and it allows an employee
to challenge any new rates and have them recomputed.3

What makes this promise credible, however? First, the firm
is essentially employee-owned. For a long time, the
employees and managers and the founding Lincoln family
held most of the stock, and when Lincoln issued new
equity to the public in the mid 1990s, it was offered with-
out voting rights. This ownership arrangement reduces the
danger than investors who do not understand the value of
the commitment or are too impatient will force reductions
in the rates. Second, early in its history the company
adopted a set of measures that encourages two-way com-
munication between workers and management. Such
schemes are not uncommon today, but they were an inno-
vative rarity when Lincoln adopted them. Third, Lincoln
was run by the founder and his brother until 1965 and
then, for the next three decades, by career Lincoln employ-
ees. They were personally committed to the system, and
they well understood its logic and the need to honor the
workers’ trust. Fourth, Lincoln has a number of policies
that are symbolic of the relative positions of management
and workers, including no assigned parking spaces for
executives, low executive compensation levels, no separate
executive dining facilities, and Spartan managerial offices.
These factors increase employees’ trust of the management
and reduced the danger of an “us versus them” mentality.

Finally, to deal with the problems of matching output
to demand, Lincoln normally rations the time that
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workers can be at their posts while demanding mandatory
overtime when it is needed.

Each of these features of Lincoln’s design may or may
not be attractive on their own, but together they are power-
ful because they complement one another. Work-in-process
inventory is often viewed as anathema in modern, “lean”
production systems, but Lincoln’s tolerating it permits the
flexibility in the pacing of individuals’ work that must be
present to allow workers to respond to the piece rates.
Absent offsetting incentives for quality and cooperation,
piece rates can be disastrous, and so Lincoln’s piece rates are
made more effective by the complementary bonus scheme.
The effectiveness of the piece rates is also increased by the
high levels of trust that are supported by the open commu-
nication policies; the ownership structure; the long-term,
internally recruited leadership of the firm; and the symbolic
acts and policies. The relative rarity of some of these fea-
tures suggests that they are not valuable in more standard
models of organization. They are, however, important
elements of the model that underlies Lincoln’s success.
Finally, Lincoln attracts and retains employees who like the
Lincoln model, and this makes it more effective. Judging
from interviews with Lincoln’s employees, they are oriented
towards material success and are willing to work hard to
achieve it, they are attracted by the individual responsi-
bility and autonomy that Lincoln offers, and they do not
want a union.

Lincoln’s organization permits it to achieve remarkably
high levels of productivity, which is key to realizing its
low-cost strategy. But Lincoln actually aims not just for
low costs, but also for constantly reducing costs. A major
potential barrier to doing this would be the workers’
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concern that increasing productivity might endanger
employment, because the same output could be produced
by fewer people. This helps explain another of Lincoln’s
very unusual policies, a promise to avoid layoffs. It has
stuck by this promise even in severe recessions, when it
put production workers to painting the factory rather
than lay them off. This policy also probably contributes
to the trust that supports the credibility of the piece rates.
So another policy that might be of questionable attrac-
tiveness in isolation becomes very valuable in the context
of what Lincoln seeks to do and how it seeks to do it.

Thus, the features at Lincoln together yield much
more than would be estimated by looking at the impact of
doing any one of them in isolation, exactly because they
are complementary with one another.

As this example suggests, the range of variables over
which complementarity can spread can be very broad and
the corresponding patterns very rich. Other examples
can be found in the literature, especially in the context of
human resource management (HRM). Pfeffer (1996) and
Baron and Kreps (1999) have argued for the existence of
complementarities among rich sets of HRM practices.
Baron, Burton, and Hannan (1996) have found evidence
for these complementarities in the practices of Silicon
Valley start-ups, identifying limited numbers of patterns
that are actually adopted out of the thousands that are
conceivable. Ichniowski, Shaw, and Prennushi (1997)
have documented patterns in the HRM systems used in
specialty steel finishing lines that are best explained in
terms of widespread complementarities among manu-
facturing and HRM practices. Bresnahan, Brynjolfsson,
and Hitt (2002) have found complementarities among
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investments in information technology, workplace
organization, product innovation, and a number of HRM
practices in a large sample of U.S. industrial firms.

Perhaps the broadest set of complementarities studied
so far involves traditional mass production versus modern,
lean manufacturing (Milgrom and Roberts 1990b, 1995).4

Mass production and lean manufacturing represent two
coherent patterns of choices over a very large set of policy
variables, where a move of any one element from the mass
production model practice to the lean model is comple-
mentary with the corresponding move on each of the
other variables. (See Tables 1 and 2.)

While examining all the interactions among such a rich
set of variables would be too much of a digression, we can
sketch some of them. The connections between the flexi-
bility of capital equipment, the length of production runs,
the levels of inventory, the breadth of the product line, and
the frequency of product changes have already been dis-
cussed. The approach to marketing and to communicating
with customers is then driven largely by need for them to
fit with the product strategy. The frequency of changes in
products drives the value of speed in the product develop-
ment process. Drawn-out, sequential approaches to prod-
uct development work in the Mass Production model but
are infeasible in the Modern model, which requires the
use of cross-functional teams to get new products
designed and manufactured speedily. Frequent changes in
products and frequent process innovations favor having a
highly skilled workforce that can both handle the com-
plexity and solve problems as they emerge (rather than
waiting for the managers and engineers to do this), so abil-
ity and training are complementary with innovation.
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To take full advantage of the workforce’s abilities, it is then
more worthwhile to elicit their involvement in developing
process improvements, so empowering the workers and
looking for continuous improvement are complementary
with their being more skilled. With skilled workers who
are particularly knowledgeable about the firm’s activities
and needs, it is desirable to establish long-term employ-
ment relations in order to help retain this valuable human
capital. Meanwhile, the flexibility of the manufacturing
equipment reduces the dangers of lock-in to particular

Table 1. Characteristic features of mass production

Logic: The transfer line, interchangeable parts, and
economies of scale
Specialized machinery
Long production runs
Infrequent product changes
Narrow product lines
Mass marketing
Low worker skill requirements
Specialized skill jobs
Central expertise and coordination
Hierarchic planning and control
Vertical internal communication
Sequential product development
Static optimization
Accent on volume
High inventories
Supply management
Make to stock, limited communication with customers
Market dealings with employees and suppliers
Vertical integration
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suppliers and customers and so favors external sourcing
relative to internal supply. This is further supported by the
adoption of long-term relationships with suppliers.

Modern, lean manufacturing is supplanting mass
production in many industries and having strongly positive
effects on performance. This is an example of one coherent
pattern of strategic and organizational choices becoming
more effective than another that had previously seemed
best. Such changes occur in response to changes in the envi-
ronment. Complementarity is also valuable in understand-
ing when different patterns will be more or less effective.

Table 2. Characteristic features of modern manufacturing

Logic: Flexibility, speed, economies of scope, and core
competencies
Flexible machines, low set-up costs
Short production runs
Frequent product improvements
Broad product lines
Targeted markets
Highly skilled, cross-trained workers
Worker initiative
Local information and self-regulation
Horizontal communication
Cross-functional development teams
Continuous improvement
Accent on cost and quality
Low inventories
Demand management
Make to order, extensive communications with customers
Long-term, trust-based relationships
Reliance on outside suppliers



When choice variables are complementary, any
environmental change that increases the attractiveness of
raising one of the variables tends to result in all of them
being increased. This gives rise to systematic, predictable
patterns in how the choices move in response to environ-
mental changes. To see this, suppose, for example, that a
set of initial choices among a group of complementary
productive inputs actually maximizes performance. This
means that, in particular, no decrease or increase in any
of the input levels from this point is worthwhile.
Suppose then that the cost of one of the inputs falls by
enough that it is now worthwhile to raise this variable.
But doing so raises the attractiveness of an increase in
each of the complementary choice variables, and so we
expect that all the other input usage levels will increase in
response to the increase in the first one. This, in turn,
raises the returns to increasing the level of the first input
further, and doing so again increases the returns to rais-
ing the others. The final result is that all the choice
variables have increased in response to an environmental
shift that initially favored increasing only one of them.

Applying this logic, the move from mass production to
lean manufacturing that has been occurring in the last
decades could be a response to a number of environmen-
tal changes. Certainly the cost of flexible manufacturing
equipment—computer-aided design and manufacturing
equipment, numerically controlled machinery, and indus-
trial robots—has fallen: Indeed, these did not exist until
recently. The first effect of this is to encourage the use of
more flexible manufacturing systems, and the adoption
of these then favors the other elements of the overall shift.
Also, the cost of communicating with customers and
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suppliers has fallen with improvements in communication
and information technology, which favors a make-to-order
approach and, indirectly, all the features that are comple-
mentary with it. It may also be possible that, with rising
incomes, consumer tastes have shifted towards greater
variety, and this too would favor the move to the new
model. Again, the increases in the level of formal educa-
tion in the workforce that have occurred over the decades
would favor a shift to making more use of workers’ brains
(and not just their brawn), and this too is complementary
with the other elements of the lean model. Finally, as
a firm’s suppliers and competitors move to the new model,
its incentives to do the same are increased.

This raises the issue of moving between patterns of
strategic and organizational design change. The mathe-
matics of complementarity indicates that, in a system of
complements, any change in the environment that favors
increasing a particular variable then also leads to increases
in all the other variables. Thus, when the choices are com-
plementary, the direction of desired change is unambigu-
ous. Yet, organizational change seems, in fact, to be very
difficult. The reasons why this is so are many, but one
element of the answer lies in understanding more deeply
the nature of the relationship linking the environment,
the strategy, and the organizational design to perfor-
mance. Here is where the second idea, failures of convex-
ity and concavity, comes in.

Non-convexity and Non-concavity

Traditional models in economics and the social and man-
agerial sciences have usually made particular mathematical



assumptions—formally, convexity of the choice set and
concavity of the objective—that were borrowed from the
physical sciences. They were used because they facilitated
analysis of the models by the methods of differential cal-
culus. Such models often underlie the intuition that both
scholars and practicing managers use in trying to under-
stand the world. Yet, these mathematical assumptions are
often quite inappropriate when dealing with problems of
strategic and organizational choice, and the intuition they
yield often is quite wrong. Replacing them opens up
important new insights.

The first assumption, convexity of the set of alterna-
tives, is that if two options are available, then any inter-
mediate choice is also possible. In particular, this
assumption implies that choices are infinitely divisible.
The second assumption, concavity of the objective func-
tion, deals with nature of the relationship between choice
and performance for a given environment. In the case
where choice is represented by a single variable, concavity
means that the impact on performance of successive
increments to the choice is decreasing, perhaps ultimately
becoming negative. More generally, it requires that if two
distinct choices lead to the same performance, then any
choice intermediate between the two would lead to a
higher level of performance. These properties (plus some
boundary conditions that were also typically assumed)
imply that there is a unique performance-maximizing
choice for any environment.

This sort of situation is illustrated in Figure 3, where
the relation is graphed between choice (assumed to be
one-dimensional to allow graphical representation) and
performance for a given environment. As the choice
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increases, the realized performance increases, reaches a
maximum at choice marked X, and then declines.

The first implication of this sort of modeling has
already been noted: There is a single best way to do things
(denoted X in the figure). Further, if the current choice is
not at the best point, then small changes in its direction
will improve performance. For example, at the point Y in
Figure 3, any move towards X improves performance.
More generally, if there is some other point that offers
better performance, then a small adjustment in the choice
in the direction of the new point, will be performance
enhancing. Thus, the task of finding the best choice is rel-
atively simple, because local experiments that improve
performance will eventually lead to the optimum. This
remains true even when there are multiple dimensions to
the choice. When choice is multidimensional, concavity
means that the optimum can be found by very uncoordi-
nated, local, decentralized experimentation and search.
Change any element of the design, on its own, by a small
amount in a direction that increases performance, and
continue to make such adjustments as long as any are
possible. Then when the process stops, the performance-
maximizing design has been found. So there is no
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Figure 3. The classic model of choice and performance



coordination problem in decentralized search for
improvements in performance.

A second, subtler implication concerns the task of
maintaining the optimal choice as the environment
changes. Suppose changes in the environment reshape
the connection between choice and performance, so that
the optimal choice changes, but that the general concave
shape of the relationship is maintained. Then it seems a
relatively simple matter to track the changes and keep
near the moving target. A little local experimentation,
kaizen-like, will reveal whether an improvement is possi-
ble and in what direction to change. Start moving the
choice in that direction, and when no further improve-
ment is possible, the new best point has been found.

Suppose, for example, the initial relationship between
choice and performance is shown by the solid curve in
Figure 4, and the firm manages to put itself at X, the opti-
mal strategy and organization. Now suppose the environ-
ment changes, so that the dotted line reflects the
connection of choice to performance. Performance at X
has not changed in this example, although in general it
might have. The new optimum is at X�, involving a higher
level of the choice. Experimenting by changing the choice
just a little at X signals that the new optimum lies at
higher levels, because increasing the choice increases per-
formance, and decreasing it hurts performance.

The problem with such models and the intuition they
generate is that the maintained assumptions underlying
them are quite implausible in thinking about strategic and
organizational choice. Indivisibilities abound (the firm
cannot have a fractional number of plants; it either enters
a market or it does not). These are inconsistent with
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convexity. Further and more crucially, increasing returns
to scale, learning effects, and indivisibilities are all incon-
sistent with concavity of the objective. For example, with
increasing returns, zero profits would result both from
not operating at all and from operating at some positive,
break-even level of output. Yet, operating at an interme-
diate level would produce losses, because the costs
per unit are higher there. This directly counters the
definition of concavity, so performance is not a concave
function of choice. In fact, if there are multiple elements
to the choice and these show strong, pervasive comple-
mentarities, then mathematically it is impossible to have
the conditions that underlie these models.

A number of important insights into management
problems follow from recognizing these simple facts and
embracing the possibility, and even the likelihood, that
convexity and concavity will not hold.

The first is a basis for understanding why some firms
seem to be constantly changing their organizations, going
from centralized decision-making to decentralized and
then back again, apparently aimlessly. This has puzzled
numerous observers of organizations and has been raised
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Figure 4. Shifting the relationship between choice and
performance



as an objection to the very idea that organizational design
is actually done in any rational way. In fact, this can be a
very effective response to indivisibilities.

The key lies in recognizing that one who has the
authority over a decision is inherently indivisible; either
the authority rests with headquarters or it is delegated to
an operating unit. Now suppose that the organizational
designer cannot directly control some of the less formal
elements of the design, like the operation of personal net-
works or some of the elements of corporate culture.
Instead, these evolve in ways determined by the formal
aspects of the organization, including the allocation of
decision authority. In particular, suppose that if decision-
making is centralized certain norms weaken, while the
reverse is true under decentralization. These norms
might govern behavior like risk-taking or the allocation of
effort among tasks. Finally, suppose that the norms are
what really matters for performance and that the best per-
formance comes when the norms are at some middling
level of strength, between the limits to which they would
tend under permanent centralization or permanent
decentralization. Then if organizational change is costly,
the optimal solution is to alternate intermittently between
centralized and decentralized decision-making. When the
norms drift too far in the direction induced by the current
allocation of decision-making authority, performance
starts to suffer. The solution is to switch to the other allo-
cation, thereby reversing both the drift in the strength of
the norm and the declining performance. The analogy is
with a furnace being only on or off, and the temperature
in the house drifting in the direction determined by the
state of the furnace. When the house gets too hot, the
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thermostat shuts off the furnace, and when the temperature
falls far enough, it turns it back on.5

A second, more fundamental, major insight is that
there may be multiple choices (or patterns of choice,
when there are many choice variables) that are coherent.
Yet, among these multiple coherent patterns, some may
yield much better performance than others.

Here “coherence” has a double meaning. First, it
requires that no small adjustment in the set of choices can
increase performance—the choice is “locally” best. So if a
choice is coherent, then kaizen-type seeking for a little bet-
ter way to do things, even if coordinated across decision-
makers, yields no improvement (unless the environment
changes). Second, when choice is multidimensional, then
no change, however big, in just some proper subset of the
choice variables can improve performance. Thus, if the
organization is at a coherent point, even if it shows poor
performance, it is still possible that managers cannot find a
better solution unless every element of strategy and orga-
nizational design is changed in a coordinated fashion.

The first sort of coherence—local optimality—is illus-
trated in Figure 5. The horizontal axis shows the choice
(assumed again to be one-dimensional to allow graphical
representation), and the vertical the resulting perfor-
mance. The point Z is not coherent—indeed, any small
change from Z improves performance. There are two dis-
tinct points, X and Y, from which no small change yields
an improvement and so which meet this local optimality
criterion for coherence. Yet, Y clearly has better perfor-
mance. This could not happen if the relationship between
choice and performance were concave, because then there
could be only one local maximum.
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To illustrate the second aspect of coherence, consider
a situation where organizational performance is the min-
imum of the performance levels of the different units in
the firm. This is essentially the case when output is pro-
duced by different people or units working in sequence,
each doing an operation, as in an assembly line. (Note that
in such a situation, the actions are complementary: One
person working harder is more valuable if others do
the same.) Then any pattern where all the units are all
operating at the same level has the second element of
coherence: No change, however large, in any subset of the
activity levels can increase performance. This is because
some of the activities will not have been changed and so,
even if we increase all the others, the minimum is still
the same, and overall performance is unchanged. For
example, if there are three organizational units, all oper-
ating at level 2, then the organizational performance is
min{2, 2, 2}�2. Increasing the first two activities to level 3
still leaves organizational performance at 2�min{3, 3, 2}.
Actually increasing performance requires all the activ-
ity levels to increase. (Note, however, that small coordi-
nated changes can be performance enhancing in this
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Figure 5. A non-concave performance relationship
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set-up, so we do not necessarily have the first element of
coherence.)

More dramatic, and more important managerially, are
situations where there are multiple patterns that meet
both tests for coherence. To illustrate these we need to
consider several choice variables—at least two. Rather
than drawing the relationship between the two dimen-
sions of choice and performance in a three-dimensional
picture, we look just at a contour map, as in Figure 6. The
map there shows a “mountain” with two “peaks,” one to
the northeast of the other, and a “high pass” across a
ridge between them. The curves connect choices with
equal performance, and the arrows point “uphill.”

There are two points here that are local maxima, each
of which lies inside one of the smallest oval contour lines.
One (marked A) has relatively low levels of the choices
and the other, B, has both choices at higher levels. They
are the peaks. Each of A and B has the first element of
coherence in that any small change, even in both choice

A

A B

B

Figure 6. Non-concavity allows multiple, distinct coherent
points



variables, lowers performance. They each also have the
second property, that no move parallel to an axis (i.e. no
change in just one of the choices, no matter how large)
can improve performance. Yet, either peak might have
a higher level of performance than the other. If the firm
finds itself at the wrong one, then any improvement
requires large, coordinated changes on all (i.e. both)
dimensions of choice.

An important implication for management is that,
when complementarities and non-concavities abound,
decentralized local experimentation is not enough.
Search and change must be coordinated. This does not
mean they must be driven from above, in a command and
control way. But leaving individual managers in charge of
particular elements of the organization to find improve-
ments on their own can fail miserably, as can experimen-
tation that is limited in scope. Both can fail to find the
better solution and instead leave the firm stuck at an infe-
rior coherent point. This means either that realizing the
best design must be centrally coordinated—there needs
to be a designer—or else that the different parties making
the choices need to communicate intensively with one
another.

Why or how would a firm end up on the wrong peak?
One answer is that it simply made the wrong choice. A
deeper answer is that it can get trapped in the inferior
position by environmental change. For example, the envi-
ronmental change brought on by the entry of the NWC
suddenly rendered the HBC’s model inappropriate, even
though it had worked very well for more than a century.
Strikingly, however, the change need not be radical or
discontinuous. Continuous change in the environment
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can, in the presence of non-concave performance
functions, result in discrete, substantial changes in the
optimum configuration of strategy and organization.

Consider Figure 7. The vertical and horizontal axes
are as in Figures 3 through 5 and show choices and the
resulting performance. (If possible, however, think of
choice as being multidimensional, as in Figure 6.) On the
third axis is time. Over time, as technology, the behavior
of competitors, suppliers, and customers, or other factors
gradually change, the curve linking choice and perfor-
mance changes too. The diagram plots the relationship at
three points in time. Initially, at time T1, the choice of Y1
is best. X1 is a coherent choice, but worse than Y1. As
time and change gradually proceed, the two coherent points
move somewhat, from Y1 to Y2 and then Y3, and from X1
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Figure 7. A shifting, non-concave performance relationship
results in discontinuous change in the optimum



to X2 and X3. A firm that started at Y1 could probably
track the change in the locally optimal configuration and
adjust its strategy and organization on an ongoing basis,
moving to Y2 and then to Y3 without too much difficulty.
But note that, over time, the attractiveness of the Y posi-
tions is slipping relative to the X’s. It need not be that Y3
has lower performance than Y1 offered, although this
might be the case. But if the technological, competitive,
regulatory, or social changes favor the X configuration
enough, then it will pass the Y’s in performance terms.

In the figure, at time T2, the X2 configuration is as good
as Y2. By T3, X3 is clearly better than Y3. A firm that was
following its basic Y strategy, skillfully adjusting it as
needed at the margins, would then suddenly find that it
was poorly adapted to the environment: There is a much
different way, and it is now a much better way. The firm
is then faced with sticking with its old ways, which may
not ultimately be viable, or undertaking radical strategic
and organizational change.

Such changes are not easy, which can be seen as one of
the reasons for dysfunctional organizational inertia, that is,
failure to adopt changes that would seem worthwhile. To
bring them about requires several elements of leadership.

First, there must be strategic recognition. The most
basic problem is to recognize the need or opportunity for
change. The HBC’s leaders failed to appreciate the need
for change to meet (let alone deter) the entry of the
NWC. Similarly, Jack Smith, the former CEO of General
Motors, has said that the automaker was “in denial”
through the 1980s, failing, somewhat willfully perhaps, to
see that the Japanese competitors had fundamentally
changed the nature of the business, and thus to see the
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need for basic change in GM’s strategy and organization.
Here, past success becomes a trap.

The second required element of leadership is vision, in
order to see the other, better pattern, at least in broad out-
line. This first requires an understanding of what sort of
change is required. When American auto company man-
agers and engineers went to Japan in the late 1970s and
early 1980s, they saw lots of differences between practices
in the Japanese auto plants and theirs. There were no vis-
ible work-in-process inventories; the workers could (and
did) stop the production line to deal with problems at any
time by pulling a cord; there seemed to be no rework area
where mistakes in assembly could be corrected (the
rework area was typically a quarter of the floor space in a
traditional U.S. auto plant); the day began with exercises
and a company song; workers wore uniforms; there were
teams for various purposes; and so on. Which of these
mattered? Why? It took a long time to figure this out.
Lacking a good theory about which of these mattered and
how the pieces fit together, the American experts brought
back a few of the novel features, especially quality circles.
These flopped resoundingly because they were not sup-
ported by a commitment to quality, by workers’ being
empowered to experiment with and change work methods,
and by guaranteed employment (so that workers did not
need to fear that improving productivity would hurt
employment), all of which are complements to getting
workers involved in improving things.

What this points to is the need for theory. Of course, the
problem is even greater when organizational innovation is
required, rather than just mimicry. Then the organization
must engage in the search for a new way. The sort of global
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search that is involved in developing radically different
models has little in common with local search for
improvements within a given paradigm, and even firms
that are very good at the latter may struggle with the
former. Still, theory can help by suggesting where to focus
the search.

In this regard, it is important to accentuate that the new
way need not be understood in all its complexity from the
outset. Indeed, what we would expect is that, as opportuni-
ties arise, companies adjust their policies and add activities
that are complementary with what they already have. Thus,
they would evolve towards patterns of strategy and organi-
zation that are marked by a high degree of fit among
complementary activities, even though initially no one fully
comprehended all the complexity of the design that finally
emerged. Lincoln Electric’s system, in fact, developed over
many years, with features that complemented what was
already in place being added seriatim. The piece rates were
instituted when the company started at the end of the nine-
teenth century, the bonus system was implemented in 1934,
and the no-layoff policy was not formalized until 1958.
What was constant was the vision of James Lincoln, the
company’s long-serving president, who believed strongly in
providing individual incentives to increase productivity.

Similarly, the Toyota Production System (TPS), which
is the basis for the modern, lean manufacturing model,
developed incrementally (Ohno 1988). As postwar Japan
emerged from defeat and destruction and Toyota sought to
resume automobile manufacturing, the creators of TPS,
Eiji Toyoda and Taiichi Ohno, saw that they could not com-
pete on the basis of mass production, because the Japanese
market was too small and the demands (for trucks, limos,
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taxis, etc.) already too fragmented. They then started
building a new approach that might allow them to suc-
ceed without the efficiencies of large-scale operations.
The basic theme was to save costs through the ruthless
elimination of muda—waste—and the crucial insight was
to view inventory as muda. Efforts to reduce inventory led
to the just-in-time approach to parts supply. This both
raised the importance of flexibility and revealed the pos-
sibilities for improving quality when problems could be
caught immediately and corrected. Doing so, however,
required empowering workers to act on local information.
Eventually, the whole modern model was developed.

The third element of leadership needed in bringing
about change is the ability to communicate, to explain the
new way, what its general features are, and how to get
there. The leader cannot in fact design the new system in
all its detail and implement it single-handedly. People
throughout the organization must be involved. So they
must understand what needs to be accomplished. With
communication there must also be persuasion, to convince
people of the need for change and of the gains that it
will yield.

Finally, there must be courage to try for the distant and
difficult and not to turn back when the transition is not
easy and performance actually suffers. Such performance
declines are almost inevitable during a major change
operation. First, unless the firm can nimbly and accu-
rately leap from peak to peak, the path from one to the
other must lead downward in terms of the maximum
attainable performance. Refer again to Figure 5: If the
organization cannot instantly change from X to Y, but
must instead track over the points between, performance
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goes down. Such tracking would reflect an inability to
change people, processes, and culture instantaneously.
Even if the firm can execute giant leaps (which means
changing everything overnight, including values, norms,
and reputations!), unless it is extremely accurate in its
jumps, it will likely come down some distance from the
other peak. Then performance will not be all that was
expected.

Moreover, there is reason to expect that a firm in the
midst of a major change will not realize even the maxi-
mum performance possible from its imperfectly aligned
organization. Thus, it will be below the curve, rather than
on it. First, the organization’s resources and attention are
diverted from getting work done to figuring out what to
do and how to do it. Second, even once “what to do” is
determined, it is not likely to be done with full efficiency.
Changing established patterns of behavior means learning
how to operate in new ways and how to communicate with
new people about different things. This is likely to be a
slow, costly process. Third, resistance to changes that
endanger the positions, power, perquisites, and pay of
those in the organization may further degrade perfor-
mance. Change is almost always a threat to at least some
of the people in the organization. It threatens to break the
implicit contracts that have guided past behavior, remov-
ing the promised rewards; it upsets the established alloca-
tion of power; it may destroy the value of established
skills and positions; and it may put jobs and careers at
risk. In these circumstances, people may actively resist
the changes. At a minimum, they are likely to eat up a lot
of their time and others’, worrying about what will happen.
This makes undertaking change costly.
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Further, the prospect of change creates opportunities
to influence the new distribution of resources, power, and
rewards, and members of the firm will have every incen-
tive to attempt to ensure that they and their allies do well.
They will expend time and resources campaigning to
have the change structured to their advantage, and they
will misrepresent information to twist decisions in their
favor. So simply putting change on the agenda creates
influence costs that would otherwise not arise. This may
mean that changes that would, organizational politics
aside, be worthwhile are actually delayed or avoided.

This logic suggests one reason that change is easier to
accomplish in a crisis situation. The gains to resisting
change or attempting to influence its shape and direction
are dependent on the continued survival of the firm.
Then, worsening prospects and the threat of collapse can
reduce the influence costs occasioned by strategic and
organizational change. This means that changes that
would not be worthwhile to attempt in good times will
actually be implemented when survival is in danger
(Schaefer 1998).

Tight and Loose Coupling

The difficulties of organizational change imply that there
is value in an organizational design that will perform rea-
sonably well in a variety of environments, even if it is not
perfectly adapted to the current context. This factor
introduces a trade-off in the design problem. In a static
context with a given environment, solving the design
problem largely involves recognizing complementarities
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among different features and adjusting the different
aspects of the design to take advantage of these. When the
inherent uncertainty about the environment is recog-
nized, the designer must also decide on how tightly to
link the different aspects of the design. A system that is
“tightly coupled,” so that changing any aspect of the
design or the environment will compromise performance
severely unless numerous other aspects are also adjusted,
may work very well if all goes according to plan. A tight
fit among strategic and structural choices and with the
environment can yield great performance. The danger
comes when an unintended or unforeseen change knocks
everything out of alignment by forcing a change in some
choice variables or making the previous choices no longer
fit with the environment. Performance then may suffer
dramatically. Further, finding a new pattern may be diffi-
cult, and implementing it even more so.

Thus, a less fully optimized, more “loosely coupled”
design may offer flexibility and be favored when changes
in the environment or autonomous change in the organi-
zation are likely. Then adjustments can be made where
needed and performance maintained, without incurring
the costs of massive restructuring of the whole system.

For example, a standard assembly line is the ultimate
example of a tightly coupled system: No one on the line
can reduce the pace of his work without affecting every-
one else. Lincoln Electric’s design is more loosely cou-
pled by virtue of the work-in-process inventories that it
maintains between different steps in the production
process. Holding these inventories is very costly, and their
levels could be lowered significantly if everyone always
worked at a constant pace. However, they are useful
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because they permit individual variations over time in the
pacing of work. The research program of the typical aca-
demic department is almost entirely decoupled—what
one professor does, or does not do, can change with little
or no impact on the other faculty members’ activities. Of
course, there is little direct gain on the research side from
having these faculty grouped in the same department.

These ideas offer one explanation of the difficulties
that Japan has been experiencing since the early 1990s.
The system that marked the Japanese economy and major
Japanese corporations through the 1980s was character-
ized by a dense, rich web of complementarities that
extended through demographic and cultural variables to
national policies and on to corporate design and manage-
ment in an economy-wide example of tight coupling.6

The key element was a growth orientation in the way
firms were run that fed off and supported the high
growth and savings rates in the Japanese economy. This
focus on the long-run survival and growth of the firm in
turn fit with the permanent employment policies, the
heavy investments in human capital, and the reliance on
long-term supplier relations. The accentuation of growth
over profitability was supported by the governance sys-
tem, where shareholders had little power and boards of
directors were completely dominated by inside, executive
directors; the financing by affiliated banks that would
support the long-term orientation; and the restrictions on
Japanese individuals’ investing their savings outside the
country. Social attitudes legitimized the system, accentu-
ating hard work, loyalty to the employer, the development
of the nation from its postwar destitution, and savings
over consumption. Every element of the model was finely
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adjusted to every other, and together they gave an exquis-
ite fit with the prevailing environment and produced out-
standing economic performance for several decades.

Then a series of shocks hit. Japan reached the techno-
logical frontier and could no longer rely on net imports of
technology as a source of growth. Population growth
slowed and the population started to age rapidly.
Successful corporations accessed the Eurobond markets
for financing, depriving the main banks of a key part of
their traditional business, driving them into real estate
loans. These helped create the bubble in asset prices
in the late 1980s and then went sour when the bubble
burst. Social attitudes changed in ways that reduced the
willingness to work for the good of the corporation and
country. Foreign political pressures concerning trade
increased, meaning that growth could no longer be so easily
achieved by exporting more. The system had presumed
the way things had been on all these dimensions, and now
they had changed. The other elements—growth-oriented
strategies, permanent employment, firms being run
essentially in the interest of their permanent employees,
main-bank monitoring in place of stock market and out-
side director oversight of management, and so on—no
longer fit, and performance has suffered now for a decade.
But it is no easy task to change all the elements of the
pattern to find a new one that works, especially in a
democracy, where no one is empowered to play the role of
designer. Indeed, it has taken a long time for leaders there
to begin to realize that the problems were not simple
macroeconomic ones, but fundamental structural ones.
Japan is still struggling to find a new way.
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Firms, in fact, can vary the tightness of coupling of
different elements of their organizational designs. Some
elements, like financial controls or IT platforms, could be
absolutely standardized throughout the organization,
with no variation permitted. Meanwhile, marketing or
human resource practices might be allowed to vary across
different geographies to respond to local variations in
tastes, market conditions, and regulations. Such varie-
gated coupling is, in fact, probably best. The issue is
which parts to couple tightly, which to allow to be com-
pletely decoupled, and how loose the loose coupling
should be to permit adaptation to change.

The tightness of coupling in the organizational design
has a second effect in a dynamic context. It affects not
only how performance varies in the face of environmen-
tal change, but also the ability of the organization to learn
and improve. Learning in an organization involves three
somewhat distinct processes. First, there must be variation,
the identification of new alternatives. This can come from
experimentation in the organization itself or from observ-
ing what other organizations are doing. Internal experi-
mentation might occur in the laboratory or product
development if it involves new or improved products, but
it could just come about from the actions of different
people and units in the business trying to solve emerg-
ing problems or acting on new insights. Then there is the
process of selection, of determining whether the new
alternatives are indeed better than the current way.
Finally, if something better has been identified, the new
ways must be transferred and retained in the organization.

Obviously, the more loosely coupled the design, the
easier it is to experiment with changes in any aspect of the
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organization. Indeed, with different parts of the business
facing different opportunities and challenges and operat-
ing in different environments, variation will come auto-
matically if the units are sufficiently free from mandated
central control of their architectures and routines. Thus,
loose coupling supports variation.

However, loose coupling makes selection and transfer
more difficult. It may be hard to determine whether some-
thing new that works in one part of the organization will
also work in another part that has other routines and per-
haps a different culture. Moreover, if the different parts of
the organization are each allowed to do what they think
best, then getting them to adopt a new practice or product
may be much harder than if the center can simply order
that currently defined best practice must be followed.

Thus, there is a second trade-off in determining the
ideal amount of tight versus loose coupling. Not only is
there a trade-off between getting optimal performance in a
particular context versus doing better in the face of
changes in the strategy or environment, but there is also a
trade-off in supporting learning. A company that mandates
operating strictly according to currently defined best prac-
tice and has operations manuals that are always followed
will have a very hard time generating potential improve-
ments in that best practice. One that allows more variation
will rarely be using best practice at any given point in time
in all its operations, but may do better on average.

So we now have a way of thinking about strategy and
organization in the modern firm. Success involves strategy
and organization that are coherent, fitting with one another
and with the environment. However, environmental change
implies a need to change strategy and structure—there is

Key Concepts

72



no one universal answer to the design problem. We under-
stand that change will be difficult, and some reasons why
this is so. But we also understand that the choices are among
coherent systems, not individual policies and features. This
accounts for the fact that the changes that firms have been
adopting in recent decades have definite patterns—they are
not random, but rather consist of general moves towards
a new coherent pattern of organizational design.

Notes

1. Hidden in this definition is the requirement that doing
more of one activity does not automatically prevent doing
more of the other. Note that complementarity is conceptu-
ally different from a positive spillover. A positive spillover
occurs when the overall benefit from some activity (rather
than the returns to increasing the activity) is increasing in
the level of the other activity.

2. See Brynjolfsson and Hitt (2000) for a survey and an exten-
sive bibliography.

3. The rates are intended to be set so that a worker producing at
the standard rate would earn an amount that would be com-
petitive with standard industrial wages in the geographic area.

4. These papers also develop much of the theory of complemen-
tarity more formally. The 1990 paper contains formal mathe-
matical statements and derivations of the key results, while the
1995 paper provides a more accessible verbal exposition.

5. For a formal model of these ideas, see Nickerson and
Zenger (2003).

6. For a fuller discussion, see Milgrom and Roberts (1994).
A more easily accessible source for some of the argument is
Milgrom and Roberts (1992: 349–52).
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3

The Nature and Purpose of
the Firm

Why are there firms? What is their fundamental nature
and purpose? The answers to these seemingly very aca-
demic questions are actually of practical significance. Our
objective is to understand the problem of designing the
business enterprise and to gain some insights into some of
the changes we see in the way firms are being organized
and managed. Having a clear understanding of the nature
and purpose of the firm as an institution is fundamental
to reaching the desired objective.

The primary answer is that firms exist to coordinate and
motivate people’s economic activity. As Adam Smith
(1776/1937) noted in his famous discussion of a pin factory,
scale economies and learning effects imply that there are
tremendous gains in efficiency if individuals specialize in
their production activities (the division of labor). But once
people specialize, they become mutually dependent,
because no one produces by herself all the things she needs
even to survive, let alone to prosper. Indeed, in most contexts
in a modern economy, an individual in her job actually 
produces nothing that she wants personally to consume.
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Instead, she must exchange the limited set of things she
does produce for the vast variety of goods and services that
she actually wants and that others make. These interdepen-
dencies mean that there is a need to coordinate different
individuals’ activities and to motivate them.

Coordination means, at a minimum, that all the needed
tasks are completed without pointless duplication. Better
yet, it seeks to ensure that the tasks are done efficiently, by
the right people, in the right way, and at the right time
and place. Ultimately, full coordination also requires that
the tasks actually undertaken are the right ones. In the
context of the firm, this means that the activities indi-
cated by the strategy are carried out in a cost-minimizing
fashion and that execution on the strategy creates as
much value as possible. Finding a solution to the coordi-
nation problem is clearly a major task, even in relatively
simple contexts. The coordination problem for the econ-
omy as a whole is mind-bogglingly complex.

Motivation becomes a problem too, because it may not
automatically be in the self-interest of individuals or
groups to act in ways that promote realizing an efficient
solution to the coordination problem. Generally, we
might expect that people are somewhat selfish. This is not
to deny elements of altruism, but just to assert that pure
altruism is unlikely. Most people most of the time would
like to receive more of the things they value, even if in so
doing they might deny others the benefits of these things.
Further, they will want to avoid as much of the costs of
economic activity as they can, even if others have to bear
somewhat higher costs as a result. In the presence of
interdependencies, individuals’ attempts to grab more of
the benefits and duck the costs can make everyone,
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including themselves, much worse off than if they
behaved differently. The issue is then to motivate people
so they choose to behave in ways that are conducive to
realizing a coordinated solution.

Of course, as Smith also noted, markets are one very
prominent mechanism for solving the problems of coor-
dination and motivation that arise with the interdepen-
dencies of specialization and the division of labor. Market
institutions leave individuals to pursue (narrowly) self-
interested behavior, but guide their choices by the prices
they pay and receive.

A well-functioning market leads the interdependencies
among people to be fully “internalized.” Interdependence
means that one person’s choices and actions have an impact
on other people. Selfish behavior would then potentially
lead to inefficiency, because the decision-maker takes
account of only some of the costs and benefits of his actions,
namely, those he experiences personally. With well func-
tioning markets, however, each person is led to take full
account of the aggregate costs and benefits of his actions, no
matter to whom these accrue, because these are reflected in
the prices that he faces. Prices in well-functioning markets
simultaneously reflect the benefits of an extra unit to buyers
and its cost to sellers; so price-guided choices bring these
marginal costs and benefits into equality (as they must be
for efficiency). In essence, market prices signal what needs
to be done, when, where, how, and by whom. In so doing,
markets achieve a remarkable level of coordination without
any conscious central planning or control.

In fact, one of the central results of economic theory is
the demonstration that if all the relevant markets exist and
are competitive, then the allocation of resources that



emerges from full market clearing is actually an efficient
one—there is no rearrangement of economic activity that
would be unanimously preferred. Instead, any change from
what the market generates must hurt at least one person.

Moreover, markets provide intense individual incentives
for innovation, investments, and effort; they require min-
imal amounts of formal communication about opportuni-
ties, needs, and resources; and they allow for unmatched
individual freedom and personal discretion. The case for
using markets to coordinate and motivate is strong.

Further, as Nobel laureate Ronald Coase (1960) has
argued, even if formal, organized, competitive markets do
not exist, direct bargaining among the interdependent
parties can produce the same efficient outcomes, again
without conscious central planning and control and again
with each pursuing only his own self-interest. The logic is
simple. Suppose that all the affected parties can meet and
bargain freely and that the consequences of failure to agree
are clearly established (e.g. through freely enforceable prop-
erty rights). Then the different parties have every reason to
reach an agreement that is efficient in the sense used
above—one where it is impossible to make one of the parties
better off without hurting one of the others. Otherwise,
there are gains to be had from revising the bargain.

If voluntary dealings between distinct parties work so
well, however, why then do we use firms to coordinate and
motivate economic activity, particularly as extensively as we
do? After all, as Nobel laureate Herbert Simon (1991) has
noted, even in the most market-oriented of economies, the
vast bulk of economic activity occurs within formal, man-
aged organizations rather than through market exchanges.
In fact, John McMillan (2002: 168–9) estimates that less
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than a third of all the transactions in the U.S. economy occur
through markets, and instead over 70 percent are within
firms. Coordination and motivation are predominantly
achieved through firms, rather than the price system or
bargaining among individuals on their own account. Why?

The basis for the answer was put forward by yet
another Nobel laureate, Kenneth Arrow (1974). Arrow’s
answer is that sometimes markets simply do not work:
There is “market failure.” It can happen that markets fail
to exist, or are not competitive, or do not clear properly.
In these circumstances, interdependencies among people
will not be fully internalized—people’s self-interested
behavior does not account for the costs borne and bene-
fits received by others. Consequently, possible changes in
the allocation of resources that would benefit all parties
may remain unrealized. When markets fail to yield an
efficient solution to the problems of coordination and
motivation, other mechanisms for coordinating and moti-
vating may be better and may come to supplant the mar-
ket. The firm is the principal such alternative.1

By this logic, economic activity should occur within
the firm when it represents a better way to coordinate and
motivate than does the market. To understand when this
is likely to be the case, we need to understand the nature
of market failure as well as when firms might be expected
to work better.

Sources and Nature of Market Failure2

Microeconomics identifies a number of circumstances
when market failure is likely and thus other arrangements
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may be preferred. The most familiar include situations
where monopoly or other forms of imperfect competition
prevail, whether through collusion or because barriers to
entry or regulation limit the number of competitors. In
such circumstances, supply is typically restricted to
increase profits. This hurts efficiency because customers’
losses in higher prices and foregone surplus typically
exceed the extra profits that are generated for the monop-
olist. If internal provision of the monopolized good is rea-
sonably cost efficient, then internal procurement may be
better for the customer.

Public goods are another traditional example where
markets do not work well. A public good is one where one
party’s consuming the good does not diminish the amount
available to others; indeed, in the extreme, making the good
available to one person may even require that it be available
to all. The first property is called nonrivalry in consump-
tion; the second is called non-excludability. An example of
a non-excludable public good is national defense—if one
person in an area receives it, all do. Television broadcasts
are an example of an excludable public good. One person’s
viewing the signal does not diminish its availability to
others, so consumption is not rivalrous, but the signal can
be scrambled to prevent its being viewed by those who do
not have a decoding device. Simple market arrangements
do not work well for public goods because one person’s
purchases are automatically available to all (in the non-
excludable case), and there will then be a temptation to free
ride on others’ contributions. Alternately, the individual
benefits that will drive someone’s decision to purchase or
provide a public good are only a fraction of the aggregate
benefits, leading to undersupply. The inefficiency with
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excludable public goods is that, in order to induce people to
pay for the good, resources are expended to deprive non-
payers of the benefits. Yet, once the good has been created,
these extra benefits could be made available to all at no cost
to anyone, increasing the total benefits realized from the
good at no direct cost.

Since information often has the characteristics of an
excludable public good, it is to be expected that markets
for information are likely to be problematic. In fact, the
problems of selling information are especially intense.
How is the buyer to evaluate the value of the information
being offered? With a private good she can examine it and
try it out. But if the seller of information offers these
options, the buyer has gotten the value for nothing,
because the information cannot be taken back on her
refusal to pay. Sometimes the information can be codified
and packaged in a way that makes it more easily exclud-
able. For example, potential customers can be allowed to
try a database or computer program and if they do not
agree to pay, then the sample can be taken back. At other
times a patent may be created and enforced. But generally
problems remain and inefficiencies can persist.

Public goods are an extreme form of externality. An
externality exists when a person’s actions affect others’
welfare and the first party does not have an incentive to
recognize this impact in decision-making, so that he or she
does not account for all the costs and benefits in selecting
actions. Because of this, externalities lead to inefficiencies.

The classic examples have to do with such choices as a
decision to drive to work on congested roads using a pol-
luting vehicle, but externalities arise in business too. For
example, there is a danger that different business units
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will ill-use a common corporate asset that is available to
all, such as a common brand. Because the benefits of pro-
tecting the brand are spread among all those that use it,
whereas the costs of taking actions to protect and build it
are borne by the individual units, there will be inadequate
incentives to invest in brand building and maintenance.

Coase’s argument that direct bargaining can replace
impersonal market dealings to achieve efficiency was
formulated explicitly to deal with externalities—he cites
examples such as soot from a train raising the costs for a
laundry that dried clothing outdoors or sparks from the
train causing fires (Coase 1960). Coase argued that if prop-
erty rights were well established and enforceable, then bar-
gaining would lead to an efficient outcome. For example, if
the train owner has a property right to pollute but it is
cheaper to reduce the emissions than for the laundry to
rewash soiled items, then the laundry will pay the train
owner to reduce the pollution. A similar point applies to
the example of monopoly: There is no obvious reason for a
monopolist to adopt value-destroying behavior. Instead, let
it bargain with potential customers. If Coase’s arguments
apply, then the parties will reach an efficient outcome.

The issue then is why such bargaining might not work.
Part of an answer lies simply in the costs of identifying
the relevant parties, bringing them together to negotiate,
establishing the terms, and then enforcing the agreement.
Many of these are, in turn, tied up in information prob-
lems. In fact, recent research has given much attention to
informational problems as a source of market or bargain-
ing failure, and the originators of this work, James
Mirrlees, George Akerlof, Michael Spence, and Joseph
Stiglitz, received Nobel prizes for their contributions.
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One especially important class of circumstances
generating market failure arises when there are informa-
tional asymmetries among different parties. For example,
suppose potential sellers are better informed than the
buyers are about the quality of the items they are offering.
Think, for example, of used cars: The original owner’s
experience with the vehicle makes him much better
informed about the car’s quality than is any potential
buyer. Then the buyers must be wary that they are not
being stuck with a really low quality car—a “lemon”—at
a high price, because sellers with low quality items may be
tempted to misrepresent the quality of their wares. Thus,
buyers will expend resources to determine the quality of
the goods they are offered, and sellers of higher-quality
goods will attempt to demonstrate that they really do have
good products that will command premium prices (Spence
1973). Each of these activities involves costs but directly
creates no value and so results in a less-than-efficient
allocation.

The inefficiency can be even more substantial than
simply the waste of resources in screening and signaling
quality: Trade may break down almost completely
(Akerlof 1970). If eliminating the asymmetry of informa-
tion is not possible, then buyers will refuse to pay more
than the expected value of the goods, averaged across the
different quality levels they expect to be offered. Then
the best quality goods may not be offered at all, because
they command only a middling price that does not
reflect their true value. Consequently, the distribution of
qualities that are actually offered is worse than what is
potentially available. Since the selection of products on
offer is not representative of the underlying distribution
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of quality, but instead is an adverse selection,3 buyers will
rationally lower their willingness to pay even further.
Then, even more potential sellers of relatively high-
quality items may no longer be willing to sell at the lower
price. The overall result may be that nothing but very low
quality items are available—only lemons are on offer—
and markets fail to exist for high-quality products,
although buyers are anxious to have such goods and
would happily pay enough for them to compensate the
sellers if they were sure to get what they paid for.

A second form of informational asymmetry that may
cause market failure involves limitations on the ability to
observe others’ actions, and thus to determine whether
they are adhering to agreements. This leads to the prob-
lem of moral hazard.4 Is a salesperson in the field actually
calling on customers or playing golf? Is a knowledge
worker really thinking about the job, or about something
else? Is my lawyer giving me an honest best effort or a
perfunctory, half-hearted one? Similar problems arise
when the information that individuals have gathered and
upon which they are acting is not observable by others in
whose interests the actions are to be taken. Is my broker’s
recommendation to trade really a good one, or does he
just want the commissions? Am I being denied a possible
treatment for my medical condition because it really will
not be worthwhile or because the insurance company
does not want to pay for it?

In such circumstances parties cannot write contracts
that directly address their concerns, and markets for the
directly relevant goods and services then cannot exist.
Instead, parties must content themselves with mea-
suring performance indirectly and imprecisely and with
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contracting on proxies and signals rather than directly on
the value-creating choices and actions. This can create
various sorts of inefficiencies: Misdirected effort, a mis-
allocation of risk, inefficiently low levels of effort, expen-
ditures on monitoring and on manipulating the
performance measures, and so on. (We will deal with the
problem of moral hazard in detail in Chapter 4.)

Bringing transactions that are subject to adverse selec-
tion and moral hazard out of the market and under some
other form of organization does not automatically solve
the problems. However, the fact that market dealings do
not work well does mean that other arrangements may do
better than the market and are worth exploring.

Much recent research has focused on another problem
of enforcing agreements. Even if there are no informa-
tional asymmetries between the directly affected parties
that prevent contracting on the relevant variables, relying
on third parties to enforce a contract requires that these
parties must be able to determine whether the agreement
has been breached. It is easy to imagine situations where
such external verifiability might be problematic: Both
parties to an agreement might be fully aware of what each
has actually done, and yet there is no unambiguous way of
demonstrating the facts to others. In such cases, there are
two options. Either useful agreements cannot be reached
regarding the nonverifiable matters, or else the agree-
ments must be “self-enforced”—the parties must find
it in their interests to adhere to the agreement, even in
the absence of the incentives that might normally come
though outside enforcement. Simple market-like
arrangements can rarely provide such self-enforcement
options.
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Somewhat related are problems of commitment. A simple
instance arises when contract enforcement is costly.
These costs might be legal fees, court costs, and man-
agers’ time, which in some cases might exceed the gains
that could be realized by winning. If the parties to an
agreement do not have an incentive to insist on its
enforcement, contracts again may lose their efficacy. If
enforcement is costly, then both sides may lose from pun-
ishing transgressions. Absent some means for the
aggrieved party to commit to punishing the transgressor,
some violations of the agreement will then go unpun-
ished. They consequently cannot be prevented. This in
turn affects what can be achieved by contract.5

A subtler but also more important commitment prob-
lem arises when actions taken under the agreement alter
the incentives to adhere to the remaining terms. This may
result in a situation where both parties would be happy to
renegotiate. Yet, understanding that the renegotiation
may occur will affect the incentives to abide by the origi-
nal agreement. For example, suppose that to motivate an
employee, her pay is made very highly dependent on her
performance. Suppose too that performance is not com-
pletely under the employee’s control but instead is also
subject to random, uncontrollable variation. Once the job
has been done, but before the results are realized, there is
no further value to having the employee bear all the risk
that making her pay depend on her performance entails.
At this point there is nothing more to motivate, and yet
her continuing to face risk in her pay is costly if she is
risk-averse and the firm is not (as might reasonably be the
case). Both the employee and the firm would gain by
replacing the original payment scheme with a fixed
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payment that was somewhat lower than the expected
value of the original reward. The firm saves money in
expectation and the employee avoids the risk. Yet, if the
employee forecasts that renegotiation of this sort is likely,
she may no longer be motivated to exert effort in the first
place.

While both sides are happy to renegotiate in this exam-
ple, there can also be situations where the renegotiation
essentially occurs under duress. For example, suppose
that two companies enter a supply relationship in the
course of which the buyer becomes locked into dealing
with the seller because no competing supplier can meet
the buyer’s needs. Then the seller may be able to use its
power to hold up the buyer, forcing a renegotiation of the
original contract terms to deprive the buyer of many of
the benefits it forecast when the relationship began. This
bargaining may be costly, and it may lead to a breakdown
in the relationship. Moreover, foreseeing the possibility of
opportunistic renegotiation may prevent the relationship
ever being formed (Williamson 1975; Klein, Crawford,
and Alchian 1978).

The source of difficulties here is that it is not possible
to commit not to renegotiate. Why should there be such
commitment problems? In the first instance, the courts
(at least in the United States) generally will not enforce a
“no renegotiation” clause in a contract—if the parties
agree to renegotiate, they are free to do so, no matter what
they may have previously agreed. There is some question
about the desirability of such a policy, but even in its
absence, preventing renegotiation may be difficult. In
many cases, there is no third party that would have an
interest in enforcing the prior agreement, and neither
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contracting party would want to do so if the renegotiation
is mutually beneficial.

Moreover, since any real contract is necessarily incom-
plete, there will very likely be situations that arise that were
not foreseen in the original contract’s terms. These may
require some sort of after-the-fact negotiation. Contractual
incompleteness can arise for a variety of reasons. If actions
or outcomes are not verifiable by third-party enforcers,
there is no point to contracting on them explicitly.
Bounded rationality can prevent parties from foreseeing all
the relevant contingencies that might arise. The costs of
negotiating terms of agreement concerning contingencies
that are not thought very likely to occur can rationally lead
to their omission from the contract. The inherent limita-
tions of natural language may prevent describing terms
unambiguously. In any of these circumstances, after-
the-fact renegotiation may be needed in particular situa-
tions. This means that there is a cost to applying bans on
renegotiation unconditionally. Meanwhile, distinguishing
situations where renegotiation is to be allowed and where it
is forbidden could be extremely problematic.6

Generally, if contracts are ineffective or markets simply
fail to exist, they clearly cannot guide efficient resource
allocation. Coase’s bargaining might be a solution in some
circumstances where organized markets do not come into
being. Yet, the same informational asymmetries that
undercut the working of the market would plague bar-
gaining, preventing it from reaching fully efficient agree-
ments.7 Meanwhile, in many of the cases of imperfect
competition or public goods, the costs of organizing all
the relevant parties to bargain and of enforcing any resul-
tant agreements might be overwhelming.
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When markets do not work, other institutions may be
created that do a better job. In particular, the firm can be
such a mechanism.

Firms versus Markets

When might firms be better than markets? Much of econ-
omists’ current understanding of the answer to this ques-
tion traces to another element of the work of Ronald
Coase. Almost 70 years ago, Coase (1937) asked explicitly
why some economic activity is carried out through market
transactions while other parts are organized under hierar-
chic authority relations within firms. His answer is that
there are costs to organizing economic activity, to achieving
coordination and motivation, and that economizing on
these transaction costs explains the patterns of organiza-
tion that are adopted. In particular, a transaction is
removed from the arm’s length contracting of the market
and brought inside the firm precisely when it is cheaper
to organize it this way. Thus, we are to understand the
boundaries of the firm and, more generally, observed pat-
terns of organizational design as being efficient ones—
ones that create the most possible value.

There are at least two aspects of Coase’s answer that
need elaboration. One is why efficiency—rather than,
say, the pursuit of monopoly power and profits—should
be determinative. The second is the origin and nature of
transaction costs.8

The basis for efficiency arguments is simply that if
arrangements are not efficient, then (definitionally) it is
possible to make everyone better off—not just to increase
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the size of the total pie, but instead actually to increase
the size of each person’s slice. Presuming that the poten-
tial improvements can be identified and the gains can be
shared, we should expect such changes to be made. So if
an arrangement persists, there is reason to suspect that it
is efficient, at least for the parties who are in a position to
have their interests represented.9

This argument might seem Panglossian—that every-
thing we observe is the best it could be—but there are
important qualifications and subtleties that render it less
problematic.

Note first that the requirement that the relevant parties
can identify any potential improvements limits what is
achievable. Thus, the efficiency of actual arrangements is
constrained by informational and observational limitations.

An example is the “Market for Lemons” problem of
adverse selection considered earlier. The result of the
informational asymmetry may be that only the very worst
cars are offered and sold, even though there are many
potential trades that would make both sides to the trans-
action better off. Gains from trade are not realized
because informational asymmetries prevent identifying
their magnitude and sharing them in a satisfactory way.
So this situation may, in fact, be the best that can be
achieved (provided we continue to respect private prop-
erty and allow each side to decide whether it wants to
trade). Thus, it is efficient in the limited sense that we use
the term, although this mainly demonstrates how weak a
notion efficiency actually is, or just how constraining the
informational limitations are.

Similarly, strikes and other costly delays in reaching
agreements need not be seen as inefficient waste and
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evidence against the efficiency hypothesis. Rather, they
may be interpreted as the best options available under the
circumstances for credibly communicating the value of an
agreement to each side (Kennan and Wilson 1993). For
example, a firm’s willingness to suffer a strike signals that
an agreement is not so valuable to it as might have been
believed. Thus, the union learns that it cannot hope for as
rich a settlement as it had desired. For if an agreement
were really very important and valuable to the firm, it
would be anxious to settle.

We now turn to the second point: the nature of trans-
action costs. In a market setting, transaction costs are the
costs of finding and qualifying trading partners, of estab-
lishing specifications and prices, of negotiating and
drafting contracts, and of monitoring and enforcing
agreements. They are also the opportunity costs of lost
benefits that are occasioned by the difficulties of develop-
ing complete, enforceable agreements between separate
parties.

To a large extent, the informational and commitment
issues discussed already underlie the transaction costs of
using markets. However, one particular example has a cen-
tral place in the research in this area. The example
involves hold-up and specialized investments (Williamson
1975, 1985; Klein, Crawford, and Alchian 1978).

Williamson (1975) argues that many business dealings
involve lock-in—even if there are initially lots of potential
trading partners, once one is chosen and the parties start
to work together, there is a “fundamental transformation”
of the relationship that makes changing to another partner
very difficult. In such circumstances, if contracts are
incomplete, then the parties may have to negotiate after
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the lock-in has occurred. These negotiations may be costly
and acrimonious in the best of circumstances. Moreover,
they present an opportunity for one party to act oppor-
tunistically to attempt to extract more of the returns to
cooperation than it was due under the original agreement.
Both the bargaining costs and potential benefits that are
lost if the bargaining breaks down and cooperation does
not occur are transactions costs of dealing with another
party.

Lock-in is actually inevitable when assets are special-
ized. An asset is specialized to a particular use when the
value it can create in its next-best alternative use is sub-
stantially lower than what it yields in the current one. For
example, the dies used to shape materials in manufactur-
ing are very specific to that use: If they are not employed
for this purpose, they are just scrap metal. Firm-specific
human capital—knowledge that is only (or especially)
valuable in the context of employment with a particular
firm—is another example. When assets are specialized,
they are subject to hold-up—attempts by trading partners
to appropriate some of the returns that the assets’ owners
expected when they invested in them. This can lead to a
variety of inefficiencies.

Suppose two firms have an opportunity to trade, but
the seller needs to make specific investments to serve the
buyer’s needs in the best way possible. Once the invest-
ments are made, the costs are sunk. This means that even
if the price ultimately received by the seller were cut
almost to the level of variable costs, so that almost no con-
tribution to covering the costs of the investments would
be realized, it would still not be worthwhile to withdraw
from serving the buyer. The reason is that the sunk costs

Nature and Purpose of the Firm

91



must be borne in either event and the asset has no other
good use. A portion of the returns to the asset are then
quasirents, returns in excess of what is needed to keep the
asset in its current use once it has been created.10 The
seller is then subject to the danger of hold-up.

If there is a prior contract, but it is sufficiently incom-
plete that negotiations over terms need to take place after
the investments have been made, then the bargaining over
terms will very likely give little protection to the seller’s
investments. This is because the sunk costs are irrelevant
in determining how much value is created by cooperation
versus breaking off the relationship, which is what the
parties effectively bargain over. Even if the terms are
nominally fixed in advance, the buyer may still be tempted
to force a renegotiation of the terms of trade, appropriat-
ing a portion of the quasirents that the seller had hoped
to enjoy. This is possible because the seller has little
recourse: To refuse to renegotiate and break off the deal
leaves him or her with only the nearly worthless asset.
Meanwhile, forcing a renegotiation may be quite simple.
For example, the buyer could claim business conditions
have changed in way that justifies a lower price, or that
service or quality has not been acceptable, or any of
a number of other things, depending on the particular
circumstances.

Thus, the seller cannot expect to receive the full returns
on the specific investments it has made. Anticipating this,
the setter may be reluctant to commit resources to the
specific assets. For example, if the specificity arises from
the seller’s learning the particular needs of the buyer, the
seller might underinvest in this knowledge, so that less of
a loss is suffered in case of a hold-up. Thus, less value is

Nature and Purpose of the Firm

92



created. Alternatively, the seller may expend resources for
protection against the anticipated hold-up. Making the
assets more flexible in their uses, so that they can be rede-
ployed at less cost, might do this. This is a waste, for the
resources are being expended to improve the value of the
asset in a use to which it ought not to be put.11

One solution to this problem is for the buyer to pay a part
of the cost of the investment up front—essentially the
buyer pays ex ante for the amount to be (mis)appropriated
later. This will work, however, only if the agreement to
undertake the investment is enforceable. Otherwise, for
instance, the seller might just pocket the buyer’s money and
still make only the investment that seems individually opti-
mal given that the terms will later be renegotiated. Another
solution may be for the transaction to be brought within a
single firm. Empirically, this has been an important element
in vertical integration.12 This is can be costly in a number of
ways, however, as we will soon see. Thus, the enforceability
problems create transaction costs in markets.

What are the transaction costs of organizing economic
activities inside the firm? This is still a controversial issue.
One might think first of the costs of communicating
information up and down through the hierarchy, of infor-
mation overload at the center/top, and of slow decision-
making that is based on limited and possibly outdated
information. Organizational decentralization may some-
times provide an effective response to these phenomena,
however, as the developers of the multidivisional form
discovered (Chandler 1977). (Generally, it is a good idea
not to rely on explanations that are based on ineffi-
ciency—managers are awfully good at creating new and
better ways to do business more efficiently!).
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In this vein, Oliver Williamson (1985) has pointed to
the policy of selective intervention as a response to any
inherent disabilities of the centralized, hierarchic organi-
zation of a firm. The idea is to replicate the workings of
the market within the firm whenever this yields efficiency,
while top executives intervene selectively in the subunits
and the relations among them only when this yields a
better outcome than market dealings.

If selective intervention worked, then it would be effi-
cient to have everything in one gigantic firm. Yet, even the
ideologues of the old Soviet economy never dreamt of a
system that was so extreme in its centralization. There
must be something that prevents effective application of
selective intervention.

One response is that it is impossible to generate the
same intensity of incentives within a single integrated
firm as when units are separately owned. In this regard,
Williamson himself suggested that, while it might be easy
to promise as strong incentives to employees as to outside
contractors, it is hard to do so credibly. The problem is
that the owner controls the performance measures13 and
would always be tempted to fudge them. This could hap-
pen both when the employee has done very well and is
due to be paid a lot, and when there have been bad results
despite apparently good effort, in which case the owner
may be too forgiving. Either possibility blunts actual
incentives and can imply that the firm does not achieve
the levels of efficiency that the market might realize.

This argument clearly rests on the difficulties of effec-
tive contracting. Reputational concerns may help counter
it. As well, it may be possible in some circumstances to
use third-party monitoring and auditing. For example,
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BP used “self-help” figures—essentially, improvements
in earnings not resulting from changes in crude oil prices
or exchange rates—in its performance pay. It then
employed an outside auditor to attest to the accuracy of
the self-help numbers it calculated. Equity carve-outs
and tracking stocks may be an especially interesting pos-
sibility here. For example, Thermo-Electron Corporation
sold stakes in its business units to the public explicitly to
“outsource performance evaluation.” Outside equity
investors are strongly motivated to act as monitors
because their own funds are on the line, and the stock
prices they generate become low-cost, objective perfor-
mance measures that may have more credibility and
integrity than any internally generated ones.

The “property rights” approach to the theory of the
firm, developed by Sanford Grossman and Oliver Hart
(1986) and Hart and John Moore (1990),14 suggests
another reason why it may be harder to give strong incen-
tives in a larger, integrated organization. This logic is most
applicable when thinking about owner-managed firms.
Suppose such a firm is selling to an industrial customer. If
the relationship is severed, the owner of the upstream firm
still owns the assets in his firm (machines, brand name,
etc.) and can redeploy them as he sees fit. In contrast, sup-
pose the customer owns the assets, with the upstream
manager now an employee running a business unit corre-
sponding to the original firm. Now if the relationship
collapses, the manager does not get to keep the assets.

As Grossman, Hart, and Moore (GHM) argue, this dif-
ference affects the relative bargaining position of the two
parties in dividing up the value created by their coopera-
tion. (Assume that it is impossible to specify the division
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of value contractually in advance, so that it must be
determined by bargaining after the value has been real-
ized.) Thus, the ownership of assets determines the pay-
offs the parties receive.

These payoffs in turn affect the strength of the incen-
tives the parties have to undertake investments that are
complementary with the assets of the firm/business unit,
such as learning how to work with the assets more effec-
tively or developing a brand that increases the value of the
goods that the buyer produces using the services of the
assets. Getting a larger share of the return motivates
investing more to create greater returns. So, who owns the
assets affects investment and thus the value created. If
there are two separate firms interacting through the market,
the supplier owns the assets and has strong incentives to
invest, but the buyer’s incentives are weak. If there is ver-
tical integration and the buyer owns the assets, then the
employee–manager has weak investment incentives,
although the buyer has strong ones. With incomplete
contracts it simply is not possible to give the same incen-
tives to an employee as an owner receives.15

Note the importance of incomplete contracts to this
theorizing. If binding agreements were possible, then the
division of the value created could be set contractually to
provide incentives, or, indeed, the investments them-
selves could be governed by contract. (In this, the GHM
theory is like the hold-up analysis discussed earlier.) 
Then equally strong incentives could be given inside the
firm as outside—ownership and the boundaries of the
firm would not matter.

Bengt Holmström and Paul Milgrom (1991) have argued
that the issue is not just offering incentives that are strong
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enough, but offering ones that are appropriately balanced.
The full details are in their model of multi-tasking in
agency relationships, which is discussed in detail in the
Chapter 4, but the theory rests on two observations. First,
they note that typically there are multiple ways that some-
one can spend time, many of which might be of value to an
employer. But if these activities compete for the person’s
attention,16 then the incentives offered for different activi-
ties must be comparable. Otherwise, the person will focus
disproportionate amounts of her effort on those things that
are especially well compensated and ignore the others. The
second observation is that providing strong financial incen-
tives is costly if the person is risk-averse, because it loads
extra risk into pay. Further, the cost is greater the more dif-
ficult it is to measure performance. This means that, other
things being equal, tasks where performance is hard to
measure should not be given as intense incentives as ones
that are more accurately observed.

Suppose now that two activities are desired. Think of
one as producing output, which is easily measured,
implying that the costs of providing strong incentives (in
terms of the risk that the person bears) are low. In isola-
tion, this activity should then be given strong incentives.
The other can be thought of as some form of investment,
where effort is hard to measure accurately and in a timely
fashion. For example, it is hard to determine precisely the
change in the long-term value of a division occasioned by
its manager’s efforts and decisions. Providing strong
incentives for this investment activity is very costly. This
is because doing so makes her pay highly random, since it
is not determined solely by the manager’s actions but also
by the other uncontrolled factors that affect measured
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performance. The manager will have to be compensated
for bearing this risk, so the costs ultimately are borne by
the employer.

It is obviously desirable that the manager both increase
current performance and undertake the right investments
that increase long-term value. If, however, strong incen-
tives are given for improving current costs and revenues
and weak ones for investments (as might be optimal if
there were no interaction among tasks), then problems
arise. The manager is tempted to mortgage the future,
ignoring good investments, and concentrate on getting
current performance up, even if this reduces total value
created. The solution must be to provide balanced incen-
tives. There are two ways to do this.

One solution is to sell the operation to the manager,
who then bears the long-term consequences of her invest-
ment choices as well as the current effects of improving
performance. This may, in fact, be a factor in the man-
agement buyouts that first became prominent in the
1980s. The second is to treat the manager as a salaried
employee, giving relatively weak incentives for both
short- and long-term performances. (These incentives
might be implicit and subjective, perhaps through the
opportunities for promotion.) The first solution means
that the manager receives as strong incentives for gener-
ating future returns as current ones. The second means
that both sorts of effort get equally muted incentives. In
either case, the incentives are appropriately balanced, and
both activities get some attention (but less, of course, in
the low-incentives, employment regime).

The key point for the present discussion, however, is
that if the employing firm continues to own the investment
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opportunities, the employee must be given weak incentives
for other activities—weaker than what would be received as
owner of a separate firm. Thus, the market solution cannot
be replicated inside the firm.

A fourth approach to the issue of why selective interven-
tion does not work questions whether senior management
will—or whether they even can—limit their interventions
to those that are efficiency enhancing (see Milgrom and
Roberts 1988b, 1990a, c, 1992: 192–4 and 269–77, 1998). A
defining characteristic of the firm is that its executives have
the unchallenged legal right to intervene in lower-level
operations and decisions, to direct that very specific actions
be taken, and to enforce these directives. (Indeed, they
must have this power if selective intervention is to occur.)
In contrast, outsiders (even the courts or regulators) can-
not easily make such detailed interventions. So moving an
activity out of the market and into the firm increases the
opportunity for interventions, including ones that are not
efficiency enhancing.

Excessive or inappropriate interventions might come
for a number of reasons. First, senior managers may be
tempted to intervene when they should not because, after
all, it is their job to manage. They may also be too impa-
tient, intervening when they see that at lower levels 
people might not do the absolutely best thing. This is
understandable—mistakes are being made, after all—but
costly. The intervention destroys both the opportunities and
the incentives for the lower levels to learn. It also undercuts
their autonomy and the very real performance incentives
that come from that (Aghion and Tirole 1997). The senior
managers can also have an overblown estimate of their 
own abilities, not trusting others to take the appropriate
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actions (i.e. those that they would take themselves).
Finally, implicit bribery of various forms might lead them
to intervene.

But even if the executives are scrupulously honest and
superbly competent, there may still be excessive interven-
tions. The problem is that lower-level people will care a
lot about the decisions that the firm makes, and they will
have every reason to attempt to influence the executives to
intervene, making the decisions in the way they like. For
example, someone in the organization has to be assigned
to Paris, Texas, and someone to Paris, France. One can
imagine that candidates would exert huge amounts of
effort to affect this decision. Similarly, one person will be
promoted and another not, or one division’s investments
will be funded and another’s not. There will be strong
incentives for the interested parties to try to influence
these decisions, and not necessarily in directions that
increase overall value creation. Further, to know when
and how to intervene, the senior executives will have to
rely on information from the potentially affected parties.

Among the techniques of influence are biasing infor-
mation provision, misdirecting effort (e.g. towards build-
ing the case for your side rather than attending to ongoing
responsibilities), politicking, and worse. Collectively,
these influence activities have three sorts of costs. First,
resources are directly expended on influencing decisions,
even when all that is accomplished is to shift their distri-
butional consequences (which means that no extra value
is created). Note that such efforts will also call forth
defensive expenditures from those who are threatened.
The second is that, to the extent that the influence activ-
ities are successful, bad decisions may be made. The third
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is that the firm may be led to change its organizational
design from what would otherwise be ideal in order to
control the influence activities.

There are a variety of methods that can be employed to
limit influence activities. One is to limit communication
between executives and lower-level people. This limits the
opportunity for politicking and strategic information
provision, although it brings an obvious cost that some
useful information is not transmitted. The “three strikes
and you’re out” policy employed at ABB Asea Brown
Boveri, the Swiss–Swedish electrical power equipment
and industrial products company, is of this sort (Bartlett
1993). Two managers who disagreed could take their
issues to a higher level for resolution, but only twice. If
they did it a third time, one or both was replaced.

A second approach is to structure decision processes so
they are less susceptible to influence. Firm adherence to
bureaucratic, inflexible rules can be an example. If salaries
are completely determined by seniority and job assign-
ment, then there is no point in politicking for a raise. The
airlines’ policy of assigning cabin crews on the basis of
seniority similarly minimizes influence opportunities.
Promoting on objective measures of past performance
rather than on the apparent (i.e. less objective and more
manipulable) qualifications for the new post can be ratio-
nalized as reducing the incentives for influence (as well as
motivating current performance). A very lean headquar-
ters is one means to commit not to intervene too often—
HQ simply lacks the resources to mess around in the lower
levels’ business. Executives may also attempt to establish
a reputation for not intervening in order to deter attempts
at inducing interventions. Note, however, that this may
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require not intervening even when it might seem
appropriate in a particular instance.

A third approach is to limit the distributional
consequences of decisions, so individuals will have less at
stake. For example, pay compression and uniformity of
treatment, even when other factors argue for differentia-
tion, have this effect. This may explain the pressures that
are common in organizations to apply standard proce-
dures even when differentiation and special treatment
might seem appropriate—to do otherwise is to invite
everyone to try to make the case that he qualifies as an
exception.

A final method of controlling influence takes advantage
of the fact that the boundaries of the firm set limits to such
internal influence activities. Putting activities in separate
firms limits influence activities. For example, different pay
and promotion policies can be employed in connection
with the different activities if they are in different compa-
nies, whereas differential treatment within a single firm
might lead to huge amounts of politicking and influence
activities. The reason the boundaries of the firm matter is
that it is pointless to campaign with one’s boss over assign-
ment to another firm, but it may be quite reasonable to do
so if the transfer is within the corporation. Similarly, one
advantage of using outside suppliers rather than in-house
ones is that trying to discipline or replace the in-house
supplier for poor performance invites influence costs, as
do the establishment and adjustment of transfer prices.

Once it is established that there are costs to internal
organization, the boundaries of the firm are deter-
mined by the Coasian formula: Organize transactions
internally if and only if the costs of doing so are lower
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than organizing through markets. We know quite a bit
about market organization. How then to think about
internal organization? What characterizes a firm? Why
and how are firms different from markets? When will the
firm be the favored form?

The Nature of the Firm

Many authors, including Ronald Coase (1937) and
Herbert Simon (1951), have identified the essential
nature of the firm as the reliance on hierarchic, authority
relations to replace the inherent equality among partici-
pants that marks market dealings. When you join a firm,
you accept the right of the executives and their delegates
to direct your behavior, at least over a more-or-less com-
monly understood range of activities. Simon argued that
this may be an efficient response to the impossibility of
foreseeing and contracting on what tasks will need to be
undertaken—the need for coordination—and to the
impossibility (high costs) of bargaining anew each time
there is a change in the required activities. It is not a per-
fect solution, because the boss will not have an automatic
incentive to take account of the employees’ interests in
choosing how they spend their time. Still, it can be better
than a rigid prespecification of activities, as under a sim-
ple market contract.

Others—most notably Armen Alchian and Harold
Demsetz (1972) and Michael Jensen and William
Meckling (1976)—have challenged this view. They argue
that any appearance of authority in the firm is illusionary.
For them, the relationship between employer and
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employee is completely parallel to that between customer
and butcher. In each case, the buyer (of labor services or
meat) can tell the seller what is wanted on a particular day,
and the seller can acquiesce and be paid, or refuse and be
fired. For these scholars, the firm is simply a “nexus of
contracts”—a particularly dense collection of the sort of
arrangements that characterize markets.

While there are several objections to this argument, we
focus on one. It is that, when a customer “fires” a butcher,
the butcher keeps the inventory, tools, shop, and other
customers she had previously. When an employee leaves a
firm, in contrast, she is typically denied access to the
firm’s resources. The employee cannot conduct business
using the firm’s name; she cannot use its machines or
patents; and she probably has limited access to the people
and networks in the firm, certainly for commercial
purposes and perhaps even socially.

The firm’s control over access to resources comes ulti-
mately from ownership of the assets and from being the
unique common party to all the employment contracts
with the members of the firm. By controlling access, the
firm can offer or deny people the opportunity to create
value and earn rewards by being part of the firm. This
gives the firm power, and it uses the power to specify the
“rules of the game”: To prescribe and proscribe behavior,
to set rewards and punishments, and to control relations
among members of the firm and with outsiders. The
point of doing so is to create value by making the firm an
effective mechanism for coordination and motivation—
a more effective mechanism than simple market relations.

These ideas (due to Bengt Holmström 1999—see also
Rajan and Zingales 1998) bring us back to Arrow’s

Nature and Purpose of the Firm

104



conception of the firm as a mechanism for dealing with
market failures. This is actually a somewhat more gen-
eral conception than the transaction costs approach,
because we can think of the market as effectively failing
when the costs of using it are higher than the costs of
non-market organization. Note too that the central role
for power harks back to the idea in the property rights
literature that ownership is important because it conveys
power.

One striking insight from this line of reasoning is that
it is not necessarily a disability of the firm that it offers
weaker incentives. Rather, one reason the firm exists is
specifically to provide weak incentives when those the
market provides are too strong!

What does it mean for incentives to be “too strong”?
This is best understood in the context of the
Holmström–Milgrom multi-tasking model discussed
earlier: Incentives for some activity are too strong if they
cause excessive diversion of effort and attention from
other valued activities that, for whatever reason, cannot
be given similarly strong incentives.

As an example, consider the question of whether to sell
through an outside distributor or use an in-house sales
force. Suppose that, in addition to generating current
sales, the sales people (whether employees or not) can also
gather customer information that could, for example, be
useful in product development. If an outside distributor
is used, it must be offered strong incentives for current
sales, for example, via a large commission that is perhaps
the full difference between wholesale and retail prices (as
with a independent retailer). Otherwise it will be inclined
to divert its attention to selling other clients’ products.
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This means that the outside distributor must also get
intense incentives to gather and transmit information if it
is to be motivated to do this as well. Providing such incen-
tives is likely to be difficult, however: How do you mea-
sure performance in this activity?

Thus, if information gathering is important, so that
balanced incentives are crucial, it may be better to give
weak incentives for sales that match the weak incentives
that can be given for information gathering. But this can-
not be done except by bringing the sales activity inside
the firm, where the sales force can be paid a salary, asked
to gather information as well as to sell the product, and
told not to sell other firms’ products (Anderson 1985;
Anderson and Schmittlein 1984; Holmström and
Milgrom 1991).

Cooperation and Initiative

More generally, Holmström has pointed to a fundamental
multi-tasking problem and associated set of trade-offs
that are involved in organizational design. Generally, two
broad sorts of behavior might be desired from people in
an organization: Call them “initiative” and “coopera-
tion.” The former refers to intelligent, honest, diligent,
imaginative pursuit of individual goals and responsi-
bilities—increasing your unit’s sales, lowering costs, mak-
ing successful product innovations, and so on.
Cooperation refers to promoting others’ well-being and
common goals—improving another unit’s profits, devel-
oping the overall brand, creditworthiness, and customer
reputation of the firm, and so on. Clearly, both sorts of
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behavior are desirable. Initiative leads to better individual
and unit performance, both immediate and longer term.
It is obviously valuable. But as long as there are any exter-
nalities, cooperation is needed too, so that the interactions
are accounted for and managed. For example, we want to
avoid hold-ups of other parts of the company, cheating on
unobserved quality on internal sales, and depreciating the
value of common assets and to encourage sharing knowl-
edge and helping other members of the firm.

The problem is that we are in a multi-tasking context.
Providing incentives to induce more of one sort of behav-
ior may then involve getting less of the other. For exam-
ple, if skimping on quality increases my profits but hurts
yours more, then initiative drives me to skimp, while
cooperation means I do not. The two are incompatible.

Typically, for any given level of expenditure of
resources on coordination and motivation, there will be a
maximum amount of initiative that can be induced for any
given amount of cooperation that is desired. Further, we
might expect that in most situations the frontier is down-
ward-sloping: Once we have induced the most initiative
possible for a given level of cooperation, getting even more
initiative is possible only by lessening cooperation. This
might occur, for example, because providing stronger
incentives for own goals makes people more focused on
these and less willing to devote time to doing things to
help other people. This is shown in Figure 8. The frontier
in the figure shows the maximum initiative available for
any specific amount of cooperation, given a level of expen-
diture on inducing these. Devoting more resources pre-
sumably pushes the frontier out, allowing more of both
desired behaviors.
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In this framework, arm’s length market dealings typi-
cally give the maximal incentives to pursue own goals and
so the most initiative, but they provide little incentive for
cooperation. So organizing through market arrangements
gives a point on (or close to) the vertical axis. The idealized
rational bureaucracy with centralized decision-making and
weak performance incentives arguably would get little
initiative but might achieve high levels of cooperation.
Actual organizations get less cooperation than the ideal-
ized hierarchy but more than the market. Of course, real
companies need more cooperation than arm’s length deal-
ings would induce, because interdependencies abound.
The cost is that they do not generate the initiative that
market organization would generate.

A well-designed and well-managed organization will be
on the frontier—otherwise, it could get more of both
cooperation and initiative for free. Of course, this does not
mean that actual organizations are there—this is one of
the big tasks of management! The design of the organiza-
tion determines the mix of cooperation and initiative that
will actually be achieved. The people, the architecture, the
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processes and routines, and the culture all affect the
behavior that is induced. Where an organization should
want to position itself depends on the activities it is under-
taking and what it is trying to accomplish, that is, on its
strategy. Correspondingly, a shift in strategy might be
expected to lead to a change in organization. The strategy
will also determine how much the firm should want to
spend on organization, and thus where the frontier will lie.

For example, beginning in the late 1980s ABB Asea
Brown Boveri attempted a complex strategy that required
it to achieve, simultaneously, global efficiency, respon-
siveness to the particulars of each of the hundreds of dis-
tinct national product markets in which it competed, and
the spread of learning worldwide. All this had to be done
while merging and integrating two predecessor compa-
nies and numerous acquisitions. To do this, ABB needed
both strong initiative from its managers in pursuit of their
own objectives and, at the same time, a willingness to help
out other units and contribute to the whole.

This imperative led ABB to adopt a very complex and
expensive organizational form. ABB was made up of some
1,300 operating companies, each with its own income
statement and balance sheet. The operating companies in
turn contained some 5,000 profit centers. The small size of
the business units (the profit centers averaged perhaps
thirty-five employees each) meant that responsibility could
be clearly assigned and that the people in a unit could
readily see the impact of their actions on results. This
contributed to generating initiative in pursuit of unit per-
formance. A powerful financial and operational reporting
system gave senior managers the information necessary to
track results and to motivate and control behavior.

Nature and Purpose of the Firm

109



Each operating company was matrixed under a dual
reporting relationship. On the one hand, the manager of
an individual ABB company—for example, the steam tur-
bine manufacturing operation in Germany—reported to
a country head whose role was to ensure local responsive-
ness and to coordinate across the ABB companies in the
country, thus supporting cooperation on this dimension.
Since many of the customers were governments or
government-owned electric and railroad companies, this
local responsiveness was especially crucial. The country
heads also played a major role in postmerger integration.
At the same time, the individual company head also
reported to a global product area executive, who sought to
achieve global efficiency by coordinating investments and
allocating production across countries and to promote
learning by developing cross-national linkages among
engineers and functional specialists. Both bosses had a say
in performance evaluations and compensation.

Holding the whole together was a cadre of global man-
agers who traveled almost constantly among different
business units. Particularly important among these were
the Executive Committee members, each of whom over-
saw a variety of product areas and countries. This design
required huge amounts of managerial time and energy:
CEO Percy Barnevik famously quipped that he was in the
office two days a week—Saturday and Sunday. Such a
design would not have made sense under a less ambitious
strategy.

As its strategy evolved, ABB adjusted its organization to
affect the mix of behaviors its people supplied. In the early
1990s, the strategy moved to accentuate expansion in
Eastern Europe and Asia while correspondingly shrinking
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the level of production in the West. This required more
cooperation from the country heads in Western Europe,
who would lose employees and investment and, with
them, influence inside the firm and with the national gov-
ernments where they operated. The response was to cre-
ate a regional structure at the top level of the firm, so that
one top manager oversaw all of the European country
heads and could make sure that the managers in Western
Europe supported the efforts in the East. This was to
ensure that the needed cooperation of the country man-
agers could be induced.

A change in the environment can also change the
needed mix of cooperation and initiative. Johnson and
Johnson, the huge pharmaceuticals, medical equipment,
and consumer health care products company, organized
itself to generate very high levels of initiative (Pearson and
Hurstak 1992). It was divided internally into roughly
150 separate, product-based companies, each fully self-
sufficient and fiercely independent. In the 1980s, there
were thirteen different J&J companies serving the hospital
market for medical equipment, each aligned with a differ-
ent medical or surgical department. These units had their
own sales forces, their own logistics and distribution, and
their own billing. This was inconvenient and inefficient
for their customers, which under cost pressures had trans-
ferred procurement from the individual departments to
central purchasing managers. The obvious solution was
for J&J to consolidate at least the distribution and billing
for the thirteen companies. Yet it took J&J fifteen years to
even try to establish such a system, because it would
require more cooperation from the companies and threat-
ened to undercut their independence and initiative.
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Note that technological and organizational innovations
can move the cooperation–initiative frontier, making it
possible to have more cooperation and more initiative
simultaneously. Information technology is an obvious
source of such movements. By allowing finer perfor-
mance measurement and better communications, it facil-
itates getting more initiative (through lowering the cost of
providing incentives) and more cooperation (by making
coordination easier and increasing contact among units).
Another important determinant is the technology of
organization and management. For example, the develop-
ment of the multidivisional form for internal organization
and of long-term relations with suppliers are both inno-
vations in management that shifted the frontier.

Using this framework to examine a company’s organi-
zation design does not require actually measuring the
amounts of cooperation and initiative that are being gen-
erated. Rather, it simply requires evaluating the sorts of
behavior being shown against what is needed. Two exam-
ples illustrate this.

At BP Exploration, the disaggregation of the business
into discrete, empowered business units with clear per-
formance responsibilities and the elimination of layers of
middle managers and central functional staffs had the
intended effect of increasing initiative, which John
Browne saw as critical to improving performance. But the
changes also created a great need for the business units to
cooperate in sharing best practice and in supporting one
another in solving technical and commercial problems—
activities that were previously handled by the center, but
that it now lacked the resources to undertake. The solu-
tion was to link collections of business units facing similar
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technical and commercial challenges into peer groups,
each of which had around ten members. The members of
these peer groups developed norms of sharing informa-
tion and of helping one another resolve problems. Central
to this was the practice of peer assists, under which a unit
facing technical or business difficulties could call on other
units and they would respond by sending experts to help
resolve the problem. It became a strong norm to ask for
help if in trouble and to respond wholeheartedly if asked
for help. This cooperation was crucial to BP’s success.

Novo Nordisk, one of the two global leaders in diabetes-
treatment drugs, faced a crisis in 1992 when communica-
tion problems inside the firm led it to be out of compliance
with new U.S. Food and Drug Administration regulations
(Kamper, Podolny, and Roberts 2000). Novo had to with-
draw temporarily from the U.S. market and to destroy a
large amount of insulin. In response to the crisis, it insti-
tuted a new organizational design. It continued to allow
large amounts of discretion to individual units in deter-
mining the exact routines and procedures they would use,
but it increased their accountability for adhering to broad
company policies. The intent was to maintain the initiative
that had marked the highly decentralized organization but
to get more cooperation in supporting overall policy and
performance. Crucial to this was the creation of a group of
“facilitators.” The facilitators were experienced managers
from around the organization who were charged with the
internal audit function of providing assurance that individ-
ual units were adhering to company policies. When a unit
was found not to be in compliance, the facilitators would
agree with the unit head on the needed changes. In this
process they came to know managers all over the company
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and they became very knowledgeable about the experiences
different managers had had. This allowed them to connect
managers facing problems with others who had resolved
similar issues and to help the managers build networks that
would support cooperative behavior.

Generally, the problems of effectively measuring coop-
eration mean that it is difficult to provide formal incen-
tives for it. Thus, to induce cooperation, it is better to
look to the softer elements of organization, including
social networks and norms, as was done at BPX and Novo
Nordisk. Meanwhile, architecture and process can be
manipulated in the first instance to encourage initiative.

Many firms have, in fact, decided that they are not get-
ting enough initiative, that increased competition
demands that their people work more effectively in deliv-
ering performance in their jobs. Correspondingly, they
are moving towards more market-like solutions to the
organization problem. Within the organization these
involve delayering, using stronger performance pay,
empowering managers, creating clearer business unit
boundaries, and ceding authority over operations and
even elements of strategy to the units. These changes
involve moving upwards in terms of Figure 8, getting
more initiative, but they may also have the effect of mov-
ing left, reducing the cooperation. To counter this effect,
the firms are seeking new ways of relating to and moti-
vating their employees and of connecting their people to
one another. These firms are also moving activities
across their boundaries via outsourcing, spin-offs, and
carve-outs, which also typically increase initiative while
perhaps limiting the willingness to cooperate. At the
same time, they are not settling for the inadequate
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cooperation that arm’s length market arrangements
usually engender. Instead, they are seeking more coop-
eration by using novel ways to connect to suppliers, cus-
tomers, and other firms, including relational contracts,
joint ventures, and alliances. We will explore these
changes more in later chapters.

Notes

1. This is not a claim about historical patterns—that markets
were tried but failed, and then firms were created. Rather,
that the division of activity between firm and market has
changed over time in complex ways.

2. See Milgrom and Roberts (1992: chapters 5, 6, and 9) for
a more detailed discussion of many of the topics addressed
in this section.

3. This term originates in the insurance industry, where it
refers to the fact that those who know they are bad risks
are more likely than the average person to buy insurance.

4. This term also comes from the insurance industry, where
it refers to the tendency of people with insurance to take
greater risks than they would if they bore the full impact
of their choices.

5. For explorations of contracting with costly enforcement,
see Doornik (2002, 2003).

6. There is a large literature in economics on incomplete
contracts and renegotiation. See Williamson (1975, 1985),
Grossman and Hart (1986), Hart (1995), Hart and
Holmström (1987), and Hart and Moore (1990) for some
of the early explorations of the institutional effects of these
features. Later work is mathematically more demanding.
Milgrom and Roberts (1992: 127–33) has a discussion
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that, while still nontechnical, is more complete than that
offered here.

7. Myerson and Satterthwaite (1983) show that, unless there
is common knowledge between buyer and seller that the
buyer’s willingness to pay for the object on sale exceeds its
value to the seller, there must be inefficiency. This can
manifest itself in trades that do not occur although they
should, or in protracted negotiations and costly delays in
reaching agreements.

8. See Milgrom and Roberts (1992: chapters 2 and 5) for
more detail.

9. The strong form of the argument is that efficiency alone
determines what will occur. This is true, however, only if
the size of the pie is independent of its distribution:
Formally, that there are no income effects and that wealth
is freely transferable. These may be decent assumptions in
many circumstances, especially in thinking about relations
between firms, and theorizing built on them has been very
successful in explaining observed practice. When they fail,
however, efficiency alone does not fully determine the pat-
terns of organization and the allocations of resources that
are viable. The predictive power of the theory is then
reduced.

10. In contrast, “rents” are returns that are in excess of the
minimum needed to attract a resource to a particular use
in the first place. Note that once an investment is sunk,
some of the returns may be quasirents even though there
were no rents (excess returns) being earned ex ante. This
situation occurs exactly when there is specificity but com-
petition obtains before the lock-in occurs.

11. For more on the hold-up problem, see Milgrom and
Roberts (1992: 136–9).
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12. See, for example, Monteverde and Teece (1982), Masten
(1984), Joskow (1985, 1987, 1988), and Masten, Meehan,
and Snyder (1989) for studies where asset specificity seems
to explain patterns of vertical integration and long-term
contracting.

13. Unless the measures are completely objective, which is
rare, and contractible, in the sense that third parties can
observe them, which is necessary for courts to enforce
contracts written upon them.

14. See Hart (1995) for an exposition of these ideas and
Whinston (2003) for an evaluation of their empirical
implications.

15. Concluding that the incentives inside the unified firm are
actually weaker requires an additional assumption: That
the marginal impact of the investments is greater when the
relationship is intact than if it breaks up. In particular, this
means that the investments should not have more of an
effect at the margin on outside opportunities than on the
person’s value in the firm.

16. Formally, if the marginal cost of doing one increases in the
amount of the other being undertaken.
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4

Motivation in the Modern Firm

Firms, like other economic organizations, serve to
coordinate the actions of groups of people and to motivate
them to carry out needed activities. The problem of moti-
vating people in organizations comes from the fact that
their own self-interest may not automatically lead them to
act in the ways that the organization would want. This
divergence of interests arises because the individual
members of an organization typically do not bear all the
costs and benefits of the actions they take and the deci-
sions they make within the organization. Consequently,
when they make decisions—about how to spend their
time, how hard to work and on what, what risks to take—
the choices that appear best from their personal point of
view may not maximize the total value generated for the
organization. Even if they are cognizant of the larger
interests, they may not automatically take these fully into
account.

From an organization design perspective, the motiva-
tion problem is to shape the organization—the people,
the architecture, the routines and processes, and the
culture—to bring a closer alignment of interests between
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the organization and its members and thereby increase
the efficiency of the choices they make. In this task, the
designer in a firm can have access to all the levers of orga-
nization design—people, architecture, processes, and
culture—and in many contexts all these should be used.
In particular, motivation is not just a matter of monetary
incentives, as important as these are in some cases.1

The Source and Nature of Motivation
Problems

In general, motivation or incentive problems arise when
individuals’2 organizational decisions and actions affect
others in ways that the individual does not fully take into
account—when there are externalities. There are basically
two ways that a disparity can arise between the costs and
benefits that an individual bears versus those that accrue
to the organization as a whole. Perhaps most often, indi-
viduals in organizations receive only a small fraction of
the benefits that result from their taking various actions,
but bear a disproportionate part of the costs that are
involved. In this case, their decisions are likely to involve
too little activity for organizational efficiency. The other
possibility is that the fraction of the benefits that they get
exceeds the share of costs that they bear. Then they are
likely to choose too much of the activity in question.

In the simplest example of the first sort of problem,
someone employed for an hourly wage or a fixed salary
directly experiences the physical and emotional effects of
working harder and longer. The direct gains resulting
from his extra effort are the increased output he generates,
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but these gains accrue to the firm, not the worker, whose
earnings do not change. There may, of course, be some
gains to him: A decreased likelihood of being disciplined
or fired, a possible increase in the chance of promotion or
a raise, and perhaps social approval (or opprobrium!) from
fellow workers. He might also experience some feelings of
individual satisfaction, from a job better done. Yet,
because he does not directly receive the full benefits of the
increased output, he is unlikely to be motivated to work as
hard as he would have if he received the full fruits of his
labor. Indeed, there may be temptation to slack off, and
if the shirking is not too obvious and egregious, he is
unlikely to bear any great consequences. Thus, there is a
real temptation not to work too hard—certainly not as
hard as might maximize total value created.

Similarly, a manager may avoid taking risks that are
worthwhile from the point of view of the shareholders.
This happens because she receives little of the gains that
would accrue to success, but faces the risk to her career that
failure would bring. As another example, a shareholder who
does a diligent job of monitoring corporate management
bears the all the costs of this activity. However, the benefits
in terms of improved performance are shared among all
those holding the firm’s stock. In this case, we would
expect less monitoring than would be optimal.

The motivation problem can also arise because the
gains accrue to the actor but the costs are borne elsewhere
in the organization. For example, a CEO who enjoys the
increased status that comes from heading a bigger com-
pany may be tempted to make acquisitions, even if they
destroy value.3 The executive gets the benefits, and the
costs are borne by shareholders. Note that other members



of the organization may support the CEO in this empire
building because their career prospects are enhanced by
the firm’s growth.

It is important to understand why motivation problems
arise in managed organizations—why there are systematic
divergences between the costs and benefits that accrue to
the organization and those that its decision-makers face.
After all, we do not worry about motivation issues in all
transactions, even though the interests of the various par-
ties are quite different and, at least regarding the price,
are completely opposed. Financial market traders usually
do not worry about having to motivate other traders
properly when they trade yen for dollars in a foreign
exchange transaction. Consumers do not worry about
other parties’ motivation when they buy a can of branded
soup from a grocery chain. Yet, when a firm seeks to buy
the labor services from employees and contractors, it
must be very concerned about motivation.

The key difference is in the possibilities for using con-
tracts or reputations to guide behavior in situations where
interests differ and where the actions of one party have an
impact on the well-being of others. If there is no diver-
gence of interests, then there is no problem, because sim-
ple self-interest will lead the parties to act in one another’s
common best interests. Even when interests diverge, if it
is easy to devise and enforce contracts that induce the
desired behavior, then there is no real motivation problem.
The contract, if well designed, will lead the parties to act
in ways that maximize total value creation. Moreover, if
explicit contracts cannot be written that adequately guide
behavior, reputation mechanisms can sometimes substi-
tute for them and take care of motivation. But if interests
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differ, and if neither contracts nor reputation considerations
are fully effective, then there are significant motivational
issues.

In the foreign exchange example, it is clear to both sides
exactly what is required to meet the terms of the agree-
ment to trade, and these conditions can be simply included
in a contract. Further, it is a relatively straightforward mat-
ter to establish whether each side has adhered to the agree-
ment. Thus, courts or other third parties (like arbitration
bodies) can enforce these agreements easily. Moreover, if a
trader fails to abide by a contract, other traders on the
exchange will know and can avoid dealing with the cheater
in the future. Commodity trade generally is relatively free
from motivational problems, as are dealings where reputa-
tions can effectively shape behavior. Pursuit of self-interest
does not lead to any remediable inefficiency.

In the soup example, in contrast, there is no contract
about the recipe and processes used in making the soup,
and until the customer gets it home and tries it, no one
knows if it will be to his taste. This might seem an oppor-
tunity for the manufacturer to cheat on quality to save
cost or to lie about the contents of the can to increase
demand. However, most of the actions the manufacturer
might take that would have the biggest negative impact on
the customer are deterred by regulatory inspections and
the possibility of legal action. Meanwhile, the manufac-
turer’s concern with repeat sales discourages its misrep-
resenting quality in less dangerous ways. Regarding the
retailer, there is little the store might do that could nega-
tively affect the consumer and that would be worthwhile,
so there is no reason to worry about its behavior. The one
exception might be that the store might charge very high
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prices, but reasonable levels of competition will take care
of this too.

Things are different in managed organizations.
Decisions and actions affect other parties, interests are
typically not fully aligned, contracting possibilities are
limited, and reputations are only partially effective.
Indeed, these differences actually go a long way to explain-
ing why firms exist!

A central, pervasive instance of such difficulties
involves limited observability of behavior and the conse-
quent moral hazard. Individuals’ intellectual and physical
efforts at their jobs create benefits for the organization as
a whole (in lower costs, better sales, reduced risk, and
improved reputation), but those efforts usually are not
freely observable and precisely measurable in a timely
fashion. Because the organization cannot tell exactly what
the individual actually did, an enforceable contract can-
not be written that would specify what is to be done and
what rewards and punishments are to follow from adher-
ing to or violating the contract. The limited observability
of actions also undercuts the possibility for reputation
concerns to guide behavior. Since others cannot observe
the individual’s actions, a reputation for behaving well
cannot be easily developed.4 This is the classic context
considered in the economic theory of agency. The exam-
ples given of the worker deciding how hard to push
himself or herself and the manager accepting or rejecting
risky projects are examples of this phenomenon, and in
fact the basic problem is pervasive.

In such contexts, any formal incentives have to be based
on noisy, imprecise indicators of what the agent has done.
A prime example is using imprecise measures of behavior,
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such as intermittent monitoring, as a basis for performance
evaluation. Another is basing rewards on outcomes that are
only partially determined by the actions in question. As we
will discuss below, while such performance pay is increas-
ingly popular, it has its problems.

A related motivational problem is known as free riding.
It arises in situations where several individuals can con-
tribute to some outcome but all share the benefits. An
example is protection and promotion of a common brand.
All the business units using the brand gain when any one
of them expends resources to defend or enhance it. Since
no unit receives the full benefits that result from its
expenditures, each is likely to under-invest. If the actions
taken with respect to the brand are hard to monitor, pre-
venting the free riding may be difficult. As well, since the
value any unit receives from the brand may be hard for
others to determine, it may be difficult to establish an
appropriate amount for each to contribute to the brand.
This opens the door for misrepresentation aimed at
reducing any mandated contributions.

Another example of free riding comes in team-based
work where the efforts of many individuals contribute to
some final result upon which rewards for the group are
based. It is tempting for each person in the team to do less
than his share of the total needed for efficiency, because
each one incurs all the costs of any extra contributions
made and yet gets only a fraction of the incremental bene-
fits generated. Thus, unless the team members can easily
monitor one another’s contributions, each has an incentive
to stop contributing when the additional individual bene-
fits match the additional costs of contributing more. But at
this point the total additional benefits accruing to everyone
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far exceed the costs of a single individual contributing
more. Thus, weighing the full benefits against the costs
would call for much higher contributions. The resulting
inefficiency means there is a motivation problem.

Limited observability of actions is not the only source
of motivation problems. In particular, suppose that behav-
ior is directly observed by all the affected parties, so that
they all know what has in fact occurred, but that it is not
possible to establish the facts for an outside party. Then
contracts prescribing (or proscribing) particular actions
cannot be enforced by outside third parties, and so they
cannot function to motivate efficiently. Another problem
arises when the parties fail to specify fully in their initial
agreement what should be done in different circum-
stances. This might occur because the parties did not
foresee all the relevant possibilities, or because normal
language is not sufficiently precise to distinguish different
contingencies unambiguously, or because it was simply
judged to be too costly to write such a detailed contract.
Then contracts cannot fully specify the desired behavior
in every circumstance and so cannot fully resolve motiva-
tion problems. Again, linking rewards to observable, veri-
fiable outcomes (rather than behavior) may provide some
desirable incentives, but this can be even more problem-
atic than in the earlier case. Reputations may be the only
really effective mechanism here.

A further difficulty arises when the actions that are
actually taken are based on information that is available
only to the person taking the actions. This situation is also
widespread: Indeed, the power to make decisions is very
often given precisely to those who are best informed and
most expert. A divergence of interests in such situations
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causes difficulties even if the actual actions themselves
are fully observable and verifiable by courts or other third
parties. The problem is that it may be hard to judge if the
actions were really in the best interests of the organization
or instead were chosen to advance the interests of the
expert. This is the case in the example of the empire-
building CEO—there is almost always some story that
can be told about how the latest acquisition is strategic
and value enhancing, no matter how bad it actually is for
shareholders. Once more, outcomes-based rewards (e.g.
rewards tied to the stock price) are often a partial solu-
tion, but they do not fully solve the problem.

All of these situations fall under the rubric of “agency
problems.” There is now a very large literature on agency
in economics, and it has been applied widely in manage-
ment studies. Most of this work deals with explicit incen-
tive contacting, and we will review some of the highlights
of this work as a background for its application in later
chapters.

Simple Agency Theory5

The simplest agency model involves a single individual,
called the agent, who acts on behalf of another, called the
principal. (For clarity, we will treat the principal as female
“she,” and the agent as male, “he.”) Examples include an
employee (agent) and employer (principal); a board mem-
ber and the shareholders; or a contractor, lawyer, or broker
and the client. The returns to the agent’s actions accrue to
the principal except for those personal costs that the agent
directly bears. For example, the employee’s output goes to
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the firm, which also absorbs the costs of materials and
equipment, but the employee has to bear the costs of the
effort he takes. For simplicity we call the action being taken
“effort provision,” but numerous other interpretations are
possible. What is crucial is that, other things being equal, at
the margin the agent prefers to provide less of the action
taken on the principal’s behalf while the principal prefers
more. In particular, the agent is assumed to prefer working
less than would be efficient from the point of view of max-
imizing the total benefits produced minus the costs of his
action. The agent, in fact, may be willing to exert a non-
trivial amount of effort without any explicit incentives, but
providing more effort than this imposes costs on him. This
creates a conflict of interest that underlies the motivation
problem in an agency relationship.

If the agent’s choice of effort were observable and ver-
ifiable to the courts and if the desired action could be
determined and described before the fact, then the two
parties could simply contract on the action to be taken.
The principal would pay the agent for the effort he pro-
vided for her benefit and, in light of the amount needed
to compensate him for different levels of effort, she would
decide the amount of effort to buy. (We refer to the effort
choice that would be made in this context as the “full
information” level. Since it would be value maximizing,
we also call it the “first-best” level.) If the agent failed to
deliver, then he would not be paid. Then he would, in
fact, find it worthwhile to act as the principal desired, and
there would be no significant motivation problem.

To have a motivation problem in this simplest, bare-
bones model we assume then that the principal cannot
directly observe the agent’s action. This is a reasonable
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assumption in many organizational contexts. We also
initially assume that some noisy signal of the action is
observed and can be contracted upon—otherwise, there
is no contractual way to provide any incentives. The mea-
sure is assumed to vary with the agent’s effort, so observ-
ing it provides information about the effort choice, but it
also has an element of random variability that cannot be
removed. For example, the principal might attempt to
monitor behavior but cannot do so with perfect accuracy,
observing instead the effort confounded with some ran-
dom measurement error. This error might simply be that
the monitoring is not continual. Then actual behavior is
not fully observed, and instead there is an episodic sam-
pling of what was done. Alternatively, some outcome like
production volumes, costs, sales revenue, or profit might
be observed, but this outcome might be determined both
by the agent’s action and other factors that are not
observed, such as the actions of other parties, or the ran-
dom performance of a machine, or the state of demand.

The randomness of the performance measure means
that the agent may supply relatively low effort but, by luck,
the signal on which the reward is based may take on high
values anyway. Similarly, the agent might work very hard,
and yet the observed performance measure might be low
because of the effect of the randomness.6 Thus, rewards
based on the imperfect measures will have an element of
randomness that is beyond the agent’s (or the principal’s)
control.

Of course, if the agent bore the full benefits of his
actions as well as the costs, he would take the efficient
choices. This might seem to suggest that rewards ought
to be structured to reflect the full impact of changing the
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effort choice on the benefits generated, which the agent
will then compare to the effect on the costs borne. For
example, if the agent were the manager of a firm owned
by the principal, selling the firm to him would cause him
to bear all the costs and benefits of his actions. He
would then certainly face the right incentives. While this
solution is sometimes possible and attractive, there are
two principal reasons why it might not be feasible or
desirable to have the agent bear the full benefits as well as
the costs of his actions.

The first reason is that the benefits might be uncertain
while the agent is risk-averse, so that receiving an uncer-
tain payment is less attractive to him than getting its
expected value for sure. Then having him bear the full—
but uncertain—impact of his actions is inefficient because
it means that he shoulders all the risk arising from the
uncertainty in the benefits, while the risk-absorbing ability
of the principal is not used and goes to waste. It would be
better to share the variability of returns between the two
parties, because this lowers the total cost of the risk being
borne. Indeed, if the principal is risk-neutral, then she
should ideally bear all the risk, because doing so is costless
for her. The problem is that performance varies not just
with random luck but also with the agent’s choices in ways
that cannot be disentangled by the principal because the
agent’s actions are not observed. Then having the principal
absorb some of the variability in returns means that some
of the impact of the agent’s choice of actions necessarily
must also be borne by her. Thus, the agent does not face all
the costs and benefits involved in selecting his effort level.

The desirability of risk sharing remains an important
factor even when the agent is not being asked to bear all the
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risk and when the noisy measure being used in contracting
is something other than the returns that are generated.

The second reason that the agent may not be able to
bear the full marginal returns of his effort choice is that
he is financially constrained. For example, perhaps he
cannot cover any negative returns that might arise. In this
case, selling the firm to the agent either is not possible or,
if he has the option of bankruptcy, fails in fact to make
him bear the full marginal costs and benefits of his
actions. More generally, if there is a minimum payment
(perhaps zero, or even negative) the agent must receive in
any eventuality, any incentive scheme offered to the agent
must involve his always getting at least this amount, no
matter how bad the measured performance may be.
Thus, it is possible that the agent cannot be made the full
residual claimant.

In either case, once the agent cannot be the full residual
claimant, the principal’s problem is to design an incentive
scheme that motivates the agent to provide effort in
the desired amount. The intensity of the incentives pro-
vided—the extent to which rewards vary with the perfor-
mance measure, and thus (given how the measure varies
with effort) how rewards vary with effort—determines the
amount of effort the agent will choose to provide. Making
the incentives more intense increases the expected return
to the agent from exerting more effort and so he will work
harder. Assuming a risk-neutral principal, an optimal
scheme simply induces the effort level that maximizes the
principal’s expected returns net of what must be paid to the
agent. Of course, the choice of the incentive scheme must
be made in light of the fact that the level of effort actually
chosen will be what the scheme motivates the agent to
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provide—the principal cannot ignore the incentives that
the reward scheme gives the agent. Further, the agent must
expect to receive enough total compensation to be willing
to work for the principal, rather than go elsewhere and pur-
sue the next-best alternative use of his time and talents.

The theoretically ideal design involves a trade-off. The
exact nature of the trade-off depends on the reason the
agent does not bear all the marginal costs and benefits.

In the limited liability case, providing more intense
incentives involves increasing the payment for good
results without any offsetting decrease in payments when
the performance appears bad (assuming the payment in
bad states is already as low as is feasible). Thus, the cost
of getting more effort is that expected returns must be
passed to the agent, even though his pay is already
enough to attract him to the job. In fact, to get the first-
best level of effort that the principal would buy from the
agent under full observability might require giving the
agent an expected payment that exceeds the expected
value of the gross returns. This effect may limit the
intensity of incentives and result in a lower level of effort
provision than would obtain without an observability
problem.

In the more widely studied case on which we hence-
forth focus, risk aversion is key. Giving more intense
incentives—for example, increasing the commission rate
paid to a salesperson—increases the effort provided
because the returns to this effort increase. More intense
incentives also make the agent’s pay more risky, since a
given amount of random variation in the performance
measure is now translated into a greater variance in pay. If
the principal is risk-neutral7 but the agent is risk-averse,
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however, having the agent bear any risk is costly. Even
when the principal is not risk-neutral, increasing the
intensity of incentives eventually means shifting more risk
onto the agent than would be desirable. The principal will
have to compensate the agent for the risk the latter is made
to bear, and so ultimately she bears these costs.

The principal’s problem in determining the desired
intensity of incentives then involves trading off the cost of
having to compensate the agent, both for exerting extra
effort and for bearing more risk, against the benefits gen-
erated by the extra effort that is induced by stronger
incentives. Generally, the solution is to have the agent
face less intense incentives than are needed to induce the
full-observability, first-best level of effort, where the risk
and the costs it would bring are irrelevant. At the same
time, the agent bears more risk than would be efficient
absent the need for incentives.

This model is very simple and stylized. Yet, it yields a
number of useful predictions and recommendations
about the design of incentives. In particular, stronger
incentives should be provided when the agent is less risk-
averse and when the performance measures more accu-
rately reflect what the agent actually did. The incentives
should also be stronger the more valuable it is to the prin-
cipal to induce higher levels of effort and the more easily
the agent can respond to strengthened incentives.8

The logic for each of these conclusions is a cost–benefit
one. In two of the cases—the dependence of the inten-
sity of incentives on the importance of inducing effort
and on the responsiveness of the agent’s effort choice to
stronger incentives—the logic is very simple. Regarding
the first, the greater the benefit of extra effort, the higher
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is the optimal amount of effort to induce, and thus the
more intense should be the incentives. Similarly, the more
that effort responds to incentives, and thus the more extra
output and value that result from strengthened incen-
tives, the stronger should be the incentives.

These factors may account for the general pattern that
incentive intensity increases with the hierarchic level of
the agent in most firms. Top executives’ decisions arguably
have great impact on firm performance, and they have lots
of ways in which they can alter their behavior in response
to incentives. Meanwhile, less benefit typically flows from
increasing the effort of a lower-level person, and such
employees have fewer levers they can pull in responding to
incentives. In the extreme, paying piece rates to a worker
on an assembly line is pointless, because there is no way for
the individual worker to increase his output if others on
the line do not increase theirs.

The logic underlying the role of the degree of risk aver-
sion is that the cost of the agent’s bearing extra risk is less-
ened when he is less risk-averse. Since the incentive intensity
is determined by trading off the costs of his bearing more
risk against the benefits from inducing more effort (net of
the direct costs of the effort), the reduced marginal cost of
risk-bearing leads to increasing the intensity of the incen-
tives. To the extent that attitudes towards risk-taking depend
on wealth, we might expect that those with high incomes
would be less risk-averse and better able to bear risks. Given
that incomes and wealth tend to rise as one moves up the
corporate hierarchy, this then might be another reason why
more of the pay of top executives is at risk.

The logic for the role of the precision of performance
measures is that, when the measures are more accurate
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and vary less in a purely random fashion, an increase in
the intensity of incentives brings less additional uncon-
trolled risk in the agent’s reward, and thus less additional
risk-bearing cost. It is then worthwhile to induce more
effort via more intense incentives, because the cost of
doing so is lower. Thus, in tasks where it is hard to mea-
sure performance in an accurate and timely fashion, it is
desirable to use little in the way of explicit performance
incentives. In contrast, when the link between actions and
observed performance is clear and precise, very strong
incentives can be given.

It is worth noting that there is actually a complemen-
tarity between giving more intense incentives and
improving the performance measures. We have already
argued that better performance measures should lead to
stronger incentives, but things go the other way too. If
more intense incentives are desired (e.g. because the value
of extra effort has increased), then it is more worthwhile
to spend resources to improve the measures on which the
incentive payments are based. This is because the value of
increasing the precision comes from the reduced costs of
risk bearing by the agent, and these costs are directly
related to the strength of the incentives being given. So
with stronger incentives, the benefits of increasing the
accuracy with which performance is measured increase.

A further insight arises from this model. If explicit
incentives are to be given at all, they probably should be
substantial: It is often better to give no explicit incentives
at all rather than weak ones. This is because there may be
a discrete fixed cost of using performance pay, even if
there are no administrative expenses in using a formal
incentive scheme (which, of course, there likely are). If
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compensation is not dependent on measured results, then
the net benefit of a given level of effort provision is simply
the net revenues of the firm, less the cost of that level of
effort to the worker (for which the firm must compensate
him). If incentive pay is used to induce more effort, then
the worker faces risk in his pay. This risk has a cost to the
worker that is increasing in the personal cost of increas-
ing the provision of effort.9 If the marginal cost of extra
effort is not zero, this term does not disappear as the
amount of extra effort that the firm seeks to induce (and,
correspondingly, the intensity of incentives) becomes
small. Thus, a little bit of incentive pay, although it may
induce a little more effort, brings a discrete jump in costs.
Only if the incentives are sufficiently strong, and enough
extra effort is thereby induced, will these fixed costs be
overcome.

In particular, then, if the available measures are very
poor, so that only weak incentives might be offered in any
case, it may well be better to offer no explicit incentives at
all. In this case, other means might be sought to motivate.
One we will discuss below is “high commitment” human
resource management.

The Choice of Performance Measures

So far we have assumed there was a single measure on
which pay could be based. Often, however, there are many
possible performance measures that are more or less
indicative of how much effort the agent has exerted. For
example, both the stock price and accounting returns may
carry information about the quality of the job done by the
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senior managers of the firm, or it may be possible both to
monitor a worker’s behavior directly and to measure the
results he generates. An important issue is which of these
multiple indicators should be used in designing perfor-
mance contracts and how to use them.

The answer from agency theory is that pay should
depend on any freely available measure that is “informa-
tive” about the agent’s effort provision (Holmström
1979). Here “informative” means that taking proper
account of the measure allows a more precise inference
about the agent’s actual choice of effort than is possible
without it. Further, if a particular measure is not infor-
mative in this sense, then it should not be used.

For example, the profits of an oil company depend not
just on how well its people have worked on finding oil,
controlling costs, and generating sales but also, crucially,
on the crude oil price. Rewarding employees on measured
profits implies a lot of randomness in their pay because
oil prices may double or triple from one year to the next.
Thus, they could have done a miserable job and yet be
well rewarded just because oil prices rose. Equally, a
superb effort could go unrewarded because oil prices col-
lapsed. This variability has no useful incentive properties
and is costly. Instead, it would be better to remove the
effect of oil price changes in estimating performance.
This was in fact done at BP plc, the global energy firm. It
employed “self-help”—essentially the change in perfor-
mance not attributable to changes in crude oil price
changes (and exchange rates)—in performance pay. This
amounts to using two measures, actual earnings and the
oil price, to give a better indication of what the people in
the firm did.
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Note that this principle points to a need for subtlety in
applying the dictum that people should not be held
accountable for factors they cannot control. Certainly a
measure that is not responsive to the agent’s effort should
not be used on its own as the only basis for rewards. After
all, the point is to induce effort, and paying only on some-
thing unrelated to what you are trying to induce accom-
plishes nothing. But a variable that is correlated with the
noise in measured performance may be usefully employed
in performance evaluation, even when it is not itself
directly tied to and reflective of effort. The reason is that
the extra measure can be used to filter out some of the
extraneous randomness. This is precisely what BP does
by taking out oil price effects.

Another application of this “Informativeness
Principle” is to executive compensation. It is common for
executives to receive bonuses that are based on account-
ing earnings and also to have some of their pay tied to the
stock price (either explicitly or through grants of stock or
options). This makes no sense from the point of view of
agency theory unless the accounting numbers carry infor-
mation that both is not reflected in the stock price and is
relevant for inferring how diligently the executives pur-
sued their responsibilities. Under a common assumption
about stock market price formation—that the prices
reflect all the publicly available information that is rele-
vant for judging the value of the firm—publicly available
accounting returns are unlikely to provide additional
information beyond the stock price about top executives’
behavior. They, thus, should not figure into determining
their pay. The stock price should be a sufficient measure.
On the other hand, accounting results may be quite
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informative about the efforts of functional or divisional
heads. For example, revenues might carry a lot of additional
information about the contributions of the marketing direc-
tor. Thus, they should be used in his compensation, even if
he is also rewarded with stock and options.

Using multiple measures to increase the overall preci-
sion in measuring performance may seem complicated,
but it need not be. A familiar example here is measuring a
sales organization by profitability—that is, revenues and
costs—rather than just revenues alone. Doing so, even
though the sales people have no control over costs,
encourages them to focus their efforts on more profitable
sales, rather than on the biggest revenue generators.
Rewarding the sales function on profitability is especially
important if it controls pricing, because this reward
system encourages the sales force to account for costs in
pricing decisions.

Another common example is compensating a sales
person both on his overall sales and on how he has done
relative to the average across the sales staff overall.
Accounting for how others have done allows making a
better estimate of how hard the particular sales person has
actually worked by filtering out the impact of overall
market conditions that affect every sales person’s results.
Reducing the noise in measured performance reduces the
randomness in the rewards, allowing stronger incentives
to be provided and more effort to be induced. Thus, a
rationale for comparative performance evaluation
emerges. (Of course, this involves making the pay of one
agent depend on something not within the agent’s con-
trol, namely the others’ performance levels.) Similarly,
there is some evidence that CEOs’ compensation is
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responsive not just to their own firms’ performance but
also to how well they have done relative to comparable
firms in the same industry (Gibbons and Murphy 1990).
This is consistent with the idea of using extra measures to
reduce some of the variability in measured performance,
and thus to permit more accurate assessments of behavior
and more intense incentives.

An extreme form of this comparative performance eval-
uation occurs in “tournaments,” where rewards are based
solely on the performance ranking of the different partici-
pants, not on how well they performed in any absolute
sense (Lazear and Rosen 1981). This system is familiar
from golf and tennis contests and team sport leagues, but it
also is used in sales contests, where the sales person with the
highest volume wins the prize. Promotions are also often
effectively a tournament: The best performer wins the
prize of a higher salary and status and the opportunity to
compete for the next promotion. Tournaments can be very
useful when it is hard to specify and measure results in a
quantitative way on which pay can be based and yet it is
still clear who has done the best job. Gearing rewards to
absolute performance is then impossible, but the winner
can still be identified and rewarded. In some circum-
stances, in fact, tournaments may be as effective motivators
as explicit performance pay such as piece rates.

All these examples have involved performance measures
that are more-or-less freely available because they are gen-
erated in the normal course of business or for other pur-
poses. If measures have to be developed and collected, the
costs of doing so are likely to involve a large fixed element.
This may mean that only some of the potentially available
measures will be created and used. Another reason for not
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using all possible measures is that the resulting system
may end up being too complicated for anyone to under-
stand. In this case, it cannot motivate effectively. This
possibility would seem to limit the potential effectiveness
of schemes that call for large numbers of measures, such
as some variants of “Balanced Scorecard” systems.

When choosing among possible costly measures, firms
often have to decide whether to measure inputs (behav-
ior) or outputs (results). Which to choose depends on
whether the designers know in advance what the appro-
priate behavior is (Prendergast 2000). If they know what
the agent should do, then it is likely that input measures
will be effective: Specify what is supposed to be done,
check to see if the agent has done it, pay him if he has, and
fire him if he has not.10 There is no need for fancy incen-
tive schemes, and this may explain why performance pay
is not more universal. On the other hand, if the designer
does not know what ought to be done, then the designer
also does not know what behavior to specify and measure.
In this case, it is better to measure results and leave it
to the agent to figure out how to deliver these results.
Note that, to the extent that environmental uncertainty
increases the likelihood that the contract designer will not
know what behavior is desirable, then the presumptive
negative association between uncertainty and incentives
may be reversed.

Multi-tasking in Agency Relationships

A richer set of insights arises when we extend the model
to recognize that the agent might spend his time on more
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than one activity that is useful to the principal. In this
case, the principal needs both to motivate the overall pro-
vision of effort and to shape its allocation among tasks.
This becomes a significant problem in two different con-
texts. One is when the desired activities compete for the
agent’s time and attention, so that doing more of one
increases the cost or difficulty of doing more of the other,
while the available performance measures for the two
activities are not of comparable accuracy or timeliness
(Holmström and Milgrom 1991). In this case it becomes
very expensive to offer incentives that will induce the
agent to devote significant levels of effort to both activi-
ties. The second problem in the multi-tasking context
arises when there are not separate measures for the per-
formance on the two tasks, but inducing the agent to do a
good job on the one task requires very different incentives
than are required for the other task (Athey and Roberts
2001). When any available measures confound the results
of the two activities in ways that do not permit disentan-
gling, improving the incentives for one task may worsen
those for the other. In either of these contexts where
multi-tasking is problematic, the solution to the motiva-
tion problem often involves using other aspects of the
organization design, especially the design of jobs and the
allocation of decision authority.

As an example of the first sort of multi-tasking prob-
lem, the two tasks might be providing initiative and coop-
eration, as discussed in the preceding chapter. The
measure on initiative might be individual or business unit
performance, which might, in fact, be a reasonably accu-
rate reflection of the effort and thought the agent pro-
vided in this direction. Cooperation, however, is likely
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much harder to measure effectively, since the behavior
itself may be hard to observe (especially if it involves
refraining from activities that hurt other units) and the
results are going to be tied up in the performance of the
other units and thus in the efforts their members have
exerted. Another example is delivering current perfor-
mance and developing new business. Performance on the
first is relatively easily measured, while information about
the quality of effort devoted to the latter is much less cer-
tain and slower to emerge. The problem is to induce the
agent to devote effort to both in the appropriate amounts.

The agent’s choice of how to spend his time—both
how much effort to provide in total and how to divide it
among tasks—will be governed by the incentives that are
provided for the tasks. Suppose first that the activities do
not compete for the agent’s time and attention—that the
costs to the agent of one activity are independent of the
level of the other being undertaken. Further, suppose
there are separate, independent (but imperfect) perfor-
mance measures for each sort of effort. Then the choice
of the level of one activity to undertake will not affect the
cost–reward trade-offs faced in choosing the level of the
other. In this case, the incentives for each activity can be
set independently to achieve whatever levels of the two
sorts of effort are desired.

More often, however, the activities do compete at the
margin, if only because time spent on one is not avail-
able for the other. Then the agent’s working harder on
one task raises the costs he experiences in providing more
of the second activity. In this case, increasing the rewards
to one activity will not only have the obvious direct effect
of inducing the agent to devote more time and effort to that
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activity. It will also lead the agent to reduce his provision
of the other activity, because its marginal cost has
increased while the returns to providing it have not
changed. This means the incentives for the two activities
must be designed in a coordinated way.

For example, suppose that all that matters to the agent
is the total time and effort spent on the two tasks together,
not how much goes into each task separately, and suppose
rewards are proportional to performance while expected
performance in each task is proportional to the effort
exerted on it. Then if the rewards for extra time spent on
each task are not identical, the optimal thing for the agent
to do is to spend all his time on the better-rewarded task,
because this maximizes his returns for any total expendi-
ture of effort. To get attention paid to both tasks, the
returns to increasing effort on each must be equal.

The intensities of the incentives for different activities
thus tend to be complements: Strengthening the incen-
tives for one activity makes it more attractive to
strengthen the incentives for the others. Otherwise, these
other activities are ignored. Thus, the incentives offered
for multiple tasks should all be intense together, or all
relatively muted.

More generally, even when the agent cares about how
time is divided among tasks (but doing more of one still
increases the costs of doing more of the other), unless the
incentives are appropriately balanced, the agent will tend
to overemphasize the better-compensated activity and
under-supply the other. Indeed, cutting back on the badly
paid activity not only frees up time to spend on the better
paid one, it reduces the cost to the agent of expanding
supply of the well-rewarded activity. In the extreme, the
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poorly compensated one will just be ignored, even though
performance on this dimension would, in fact, be
rewarded—just not enough.

Lincoln Electric provides an example of using strong,
balanced incentives in a multi-tasking context. Lincoln is
famous for its extensive use of individual piece rates to
reward production workers, paying them a fixed amount
for each item of output on which they complete their
assigned tasks. The piece rates provide very strong, direct
incentives to produce lots of output. The danger is that,
when so strongly motivated to increase quantity, the
workers will stint on quality and will be unwilling to help
out in various ways that are crucial to the firm but take
them away from earning their piece rates. To prevent this,
the workers are paid a bonus based on the quality of their
work and other factors like the ideas they generate and
how cooperative they are. On average, the bonus doubles
the employees’ already substantial income from the piece
rates. Moreover, the bonuses vary dramatically between
workers, depending on their assessed performance. These
strong, balanced incentives have helped Lincoln achieve
unmatched productivity and a reputation for top quality
that have led to an outstanding record of decades of
business success.

Providing comparably intense incentives for different
activities becomes problematic, however, when the available
measures of the two tasks differ greatly in their precision or
timeliness.

Generally, the more accurately performance in an activ-
ity is measured, the less costly it is to provide stronger
incentives for the activity in isolation and so to induce
higher effort on it. Good measures tend to lead to strong
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incentives, and poor measures lead to weak ones, because
stronger incentives lead to greater increases in risk-bearing
costs when the measures are worse.

Suppose then that the quality of the measures on two
activities differs significantly, as in the example of control-
ling costs in current operations and trying to develop ideas
for new business opportunities. Realized costs are proba-
bly a pretty good measure of cost-control efforts, but the
agent might easily work very hard at developing ideas and
yet have little to show for it. Or the agent might have come
up with some innovative ideas, but assessing their value
will take time. In this case, it may be extremely difficult or
expensive (in terms of the risk borne, for which the prin-
cipal must compensate the agent) to give strong incentives
for idea generation, even though it is cheap and easy to
provide intense incentives for cost control.

We have already seen that this is not be a problem if the
activities do not compete at the margin for the agent’s
time and attention—if doing more of one task does not
affect how hard it is for the agent to increase the other.
Then, the incentives for each can be set independently.
The well-measured one will carry strong incentives and
the other task will offer weak ones. The strong incentives
will induce lots of effort aimed at the well-rewarded task,
and the low returns to effort in the other task mean it will
not get very much attention. But still each will be pro-
vided at the level the principal sees as appropriate in light
of the costs and benefits.

If the tasks do compete at the margin, however, then giv-
ing strong incentives for the well-measured one and weak
incentives for the other will result in very little or no atten-
tion being paid to the latter task, no matter how important
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it may be to the principal. (Note that the impossibility of
observing the agent’s choices means the principal’s simply
directing—or imploring—the agent to do both is not very
helpful. The agent is still going to be inclined to make the
choices that are good for himself in light of the incentives
provided.)

Giving intense incentives for some desirable activities
can then be a very bad idea, because these become nega-
tive incentives for other activities that cannot be similarly
rewarded. The general idea that you get what you measure
and pay for has a very precise meaning here.

An example involves merit pay for teachers (Milgrom
and Roberts 1992: 230–1). A popular proposal would pay
U.S. public school teachers more if their students do bet-
ter on standardized tests. In contrast, teachers’ pay now is
usually based on credentials and experience, so the explicit,
financial incentives for performance are quite weak
(although intrinsic motivation is obviously real and
important). Proponents of the proposed reform argue
that providing stronger incentives would lead to better
performance by teachers and their pupils. In all likelihood
it would, in fact, lead teachers to do more of whatever it
takes to help their students do well on the tests, particu-
larly if the performance element of pay were substantial.
However, it would also likely lead them to spend much
less time and effort on things that are not measured on
the tests. Indeed, in California, where schools’ funding is
tied to student performance on standardized tests of
mathematics and reading, there are claims that teachers
have de-emphasized teaching other subjects, even though
their pay is not directly affected by the test results.11

Some of these other things may be very important. They
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include not only other academic subjects (which could
possibly be included in the testing), but also things that
are hard to measure, like helping develop students’ char-
acters, teaching ethical behavior, and encouraging good
citizenship. Measuring what teachers do on these dimen-
sions in a relatively precise and timely fashion seems very
problematic. So merit pay based on test performance is
likely to drive these out, although they are provided in the
absence of explicit incentives. Even worse, it might lead
the least scrupulous teachers to find inappropriate ways
to ensure their students succeed, such as getting hold of
the test questions in advance. There actually have been
some instances of such behavior in New York State, where
performance on the state examinations at the end of high
school is hugely important.

Thus, if multi-tasking is desired, it may be best to sup-
ply relatively weak incentives for both activities. Any
effective multi-tasking incentive scheme must be bal-
anced, offering similar rewards at the margin for each
task, and if some tasks are poorly measured, then making
all the incentives relatively strong will entail unacceptable
levels of risk for the agent and correspondingly high
compensation costs for the principal. The weakness of the
incentives then means they will not motivate the agent
to exert huge amounts of effort on either task, even the
well-measured one to which he could be induced to devote
significant effort if it were in isolation. Consequently, the
performance on this activity is likely to be much worse
than it would be in isolation. Yet, this may be better than
getting none of the other activity.12

Thus, it may be better to leave teachers’ pay largely
unrelated to students’ measured performance on tests.
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Similarly, it is likely a good idea to avoid piece rates in
manufacturing when contributions to quality cannot be
measured in an accurate, timely fashion. And paying
managers for current results can lead them to mortgage
the future of the business, especially if they expect to
move on to new jobs before the effects of their actions
become clear.

The suggestion that performance pay should be
avoided for tasks where it might be easily and effectively
used certainly runs counter to the message business man-
agers have received in the last decades. Yet, the frustra-
tions so many executives have expressed with the failure
to get their people to generate new ideas and growth
opportunities indicates that the strong incentives they
have created for current performance may sometimes be
counterproductive.

An obvious solution here might be to separate the two
tasks between two different agents. With no multi-tasking
problem, one agent can be given intense incentives and
the other more muted ones. Sometimes this approach is
feasible, and it may even be the best solution, when the
activities call for very different talents or skills or draw on
different knowledge.

In other cases dividing responsibilities is very costly.
Not only does a second agent need to be paid, but any
synergies between the tasks may be lost. For example,
sales representatives may have opportunities to learn
about customer needs, and thus about new opportunities
for product development. It would then be useful to ask
them both to sell the current products and to bring
such ideas back to the firm. But this creates a multi-
tasking problem because the possibilities for measuring
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performance on the two activities differ so much. A case
study of the electronics parts business (Anderson 1985;
Anderson and Schmittlein 1984) illustrates the solution.
When bringing ideas back is crucial, firms use employees as
sales agents, paying them salaries (with little or no bonus
for extra sales) and asking them to pay attention both to
current sales and to the communication of ideas. This is a
scheme with balanced, weak incentives for multi-tasking.
When there are fewer opportunities for bringing back
ideas, outside sales representatives are used. They are given
strong incentives for extra sales (as they must be in order to
get them to focus on this firm’s products rather than those
of other firms they represent) and there is no serious
attempt to induce them to develop and share information
about customers.

In the extreme, separating the tasks is simply impossible:
There is no way to make one worker responsible for the
volume produced while holding another responsible
for the quality of the output the first one produces.
When multi-tasking is unavoidable, it is very valuable to be
able to increase the precision of the measures of the agent’s
performance on the poorly measured task. Lincoln
Electric’s effort to identify the individuals responsible for
the quality of each machine by having them stencil their
names on the pieces they produce is illustrative of this
imperative.

The second sort of multi-tasking problem involves
there not being adequate measures for the different tasks
individually. For example, the agents might be the
managers of two business units. Each manager needs to
exert effort at leading the business unit, and each can also
make decisions (about the brand, dealings with shared
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customers and suppliers, human resource policies, and so
on) that may affect the returns to both units. Meanwhile,
any available measures confound the results of the effort
provision and the decisions. For example, none of the
usual accounting measures would permit separating out
the specific effects of the manager’s effort, of the deci-
sions he took, and of the decisions that the other manager
made that affected the first division’s costs and sales.
Then it is not possible to provide incentives separately for
effort and decision-making—any reward scheme will
simultaneously affect the incentives for effort provision
and for choices. The difficulty is that the sort of incentives
that would be used to induce lots of effort may induce
poor decision-making, while those that lead to good deci-
sions do not motivate effort provision effectively. Thus,
there are trade-offs.

To induce good decision-making on matters that have
spillover effects on the other division, the manager’s
incentives should reflect the performance of both units.
This might be realized, for example, by a bonus based
on the aggregate profitability of the two. In this way,
he will be induced to pay attention to the full impact
of his choices. He will also have incentives to work
hard to develop the right sort of investment opportun-
ities and the information needed to make good choices.
Of course, if his pay is based on overall profitability,
the other unit’s performance enters positively into his
rewards.

On the other hand, to induce effort efficiently, each
manager’s incentives should be based on narrow measures
of his division’s performance alone. In particular, the
other division’s performance should not carry positive
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weight in determining the manager’s compensation.
Indeed, if the objective were simply to induce effort, the
other division’s measured performance might often be
expected to have a negative impact on the manager’s pay.
If the performance of the two divisions is positively corre-
lated because of the impact of common factors like general
business conditions, then the Informativeness Principle
means that comparative performance evaluation should
be used. This means that a manager’s performance is
viewed less positively when the other division does better,
and so the pay actually is negatively related to the other
division’s returns.

Thus, the incentives that induce good decision-making
are bad at inducing effort (because they put too much
extraneous risk on the manager). On the other hand,
incentives that induce effort effectively lead the manager
to ignore the impact of the decisions on other divisions
and even to prefer choices that impose costs on other
groups.

If the individual managers on their own must make the
decisions, then the design of the system simply balances
the importance of high effort and good decisions.
Getting better decisions means making managers be con-
cerned with the other unit’s performance as well as their
own. But this implies loading the managers with avoid-
able risk (from the other division’s performance) and the
increased costs of the risk lead to giving less intense
incentives. In turn, less effort is induced. The optimal
scheme balances these gains and losses, with the point of
balance determined by the relative importance of effort
and decisions. If effort is more important, then incen-
tives will be based primarily on the manager’s unit’s

Motivation

151



performance, and he will make decisions that are good
for his unit but not necessarily good for the firm overall.
If his decisions have a large impact, both on his unit and
on the other, then his pay will be mostly on overall per-
formance, and he will not be as highly motivated to work
hard for his unit’s success.

If it is possible for others to make the decisions for a
unit, then new options arise to design the decision-
making process as well as the incentive schemes to get
better performance on both dimensions. For example, the
design might specify that a decision about a project aris-
ing in one unit that affects another would be imple-
mented if and only if both units agree to it. As a first
approximation, whether a manager will agree depends on
what the adoption will do to his pay, which in turn can
depend either just on the manager’s own unit’s measured
performance or on both units’ results. Since under any
well-designed incentives, each manager’s pay increases in
the manager’s own unit’s performance, any project that is
accepted under these rules will improve the measured
performance of both units and presumably that of the
firm overall. However, units will tend to reject projects
that hurt them, even if they increase overall value.
Further, if comparative performance evaluation is used,
then the fraction of projects accepted will be small. This
is because projects that help one unit’s performance are
bad from the other’s point of view. Thus, projects will be
accepted only if they give comparably positive returns to
each unit. As a consequence, this system is problematic if
projects tend to have their main impact on the division in
which they emerge (so that, under comparative perfor-
mance evaluation, the other division will not like them)
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but do have direct effects on other units (so that they get
to veto projects).

In this context, a better design would be that if both
units agree, then the project is implemented, but if they
disagree, then the decision is referred to a third party.
Other things being equal, this party should be given
incentives that ensure good decisions, while the unit man-
agers get incentives that motivate them to work hard.
They will then accept projects that improve the measured
performance of both units (and thus of the firm as a
whole, if these are the only affected units). Meanwhile,
projects that are worthwhile overall but harmful to one
unit will be referred to the third party, who will accept
them. This referral process is presumably costly, which is
why it is worthwhile to let the affected units decide if
they agree.

This latter process is in fact quite similar to the “con-
currence” system that was used at IBM (Vance, Bhambri,
and Wilson 1980). Under this arrangement, business
units had to obtain the sign-off of any other affected units
before they could implement projects. If concurrence was
withheld, then the implementation decision would be
passed to the units’ direct hierarchic superiors. If they
could not agree, it would pass further up until a common
superior with authority over both units was reached and
made the decision. This process could go as far as the
executive committee, and it occasionally did.

Other designs encompassing incentive contracts and
decision processes can be optimal in other contexts. The
key is that multi-tasking causes problems and that the
solution may involve multiple aspects of organization
design.
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Group Performance Pay

Many management experts have argued against individual
performance pay on a variety of grounds. A major one is
that it allegedly destroys cooperation and teamwork. This
effect may indeed be real, as the logic of multi-tasking
makes clear, and it is especially likely if performance is
judged on a relative basis. In fact, it may be easier to sub-
vert a colleague’s performance than to improve one’s own.

Of course, to the extent that the group can be thought
of as acting in concert, the preceding theory can be
applied to motivating a group using rewards based on
their collective performance. A very direct example is the
practice in California of paying teams of tree-fruit pickers
by the total number of boxes they fill. The problem is that
there may be free riding, because the results of extra
effort by any group member are shared across the whole
group. The resultant shirking may be effectively limited,
however, by mutual monitoring within the group, espe-
cially if the group is not too large. This is an argument for
keeping groups small for performance measurement and
reward purposes. It is also necessary that a group norm of
working hard be established and enforced by the group
on its members. Of course, a norm of group-wide shirk-
ing might emerge instead. For example, Roy’s classic
study of a machine shop (Roy 1952) documented how
workers physically punished colleagues who exerted too
much effort and threatened to undermine the norm of
featherbedding. Managing this element of culture is then
a crucial task for management.

These free-rider issues are especially relevant to the
common practice of paying rewards based on overall
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corporate performance, whether through bonuses, profit
sharing, stock grants, or option awards. In a typical large
firm with tens of thousands of employees, the free-rider
problem would seem especially intense. Suppose an
employee’s efforts would create an additional million dol-
lars in earnings. Then this might lead, generously, to an
extra hundred thousand into the bonus pool. At most a
few thousand of this is likely to trickle down to the
employee responsible. More likely, he would get much
less than this. Thus, from a purely financial point of view,
the employee will rationally undertake the extra effort
only if the costs are less than the extra bonus he can expect.
Yet, the value of the extra effort to the organization is
many, many times this amount—a million dollars. Effort
is rationally under-provided because the benefits are
shared but the employee bears all the costs. The situation
is even worse with stock-based pay.13 The employee’s
share of the extra value created by his actions is just the
employee’s fraction of the ownership of the outstanding
stock. This is almost surely a trivially small number.

Stock-based pay thus seems remarkably inefficient as a
direct motivation tool. Yet it is common, and not just at
senior executive levels. While there are certainly other
reasons for giving ownership claims to employees, such as
encouraging them to invest in firm specific human capital
(Roberts and Van den Steen 2001), it just does not seem
a sensible way to motivate effort.

A plausible explanation for its prevalence lies in its sup-
porting norms of hard work and mutual monitoring. If
stock ownership somehow changes employees’ mindsets,
making them “think like owners,” then it could be an effec-
tive motivational tool. This is especially likely if the firm
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combines this with a series of other measures in what is
often called a “high commitment” work system (see below).

Manipulation of Performance Measures

A second complaint against performance pay is that, too
often, the available measures are manipulable—the agent
can find ways to increase measured performance that are
easier than doing what is wanted. Then higher measured
performance may be achieved by lowering the actual value
created for the organization. The examples here are all too
numerous. Paul Oyer (1998) has documented how paying
bonuses for meeting annual performance targets leads
managers to accelerate or delay sales in the last quarter of
the year in order to make the numbers while not “wasting”
sales that exceed the target. This increases the agents’ pay,
but cannot help the firm. At H. J. Heinz & Co, division
managers were required to post steadily increasing results
every year in order to earn bonuses. They manipulated the
accounts to achieve their targets (Horngren 1999: 937–8).
As the capital markets have come to demand steady earn-
ings growth, such practices have become appallingly wide-
spread. In two of the more egregious recent examples,
industrial giants Enron and Worldcom each collapsed into
bankruptcy after the exposure of the manipulations that
they employed to hide their true performance and hold up
their stock prices. Enron’s trickery was sophisticated, mis-
representing the true balance sheet situation and profit-
ability via asset transfers to nominally unrelated entities
that in fact were controlled by Enron executives. Restating
the firm’s earnings to undo the chicanery reduced them by
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two-thirds from their reported levels. Worldcom’s
approach was simpler. It inflated its earnings by blatantly
recording billions of dollars worth of current costs as cap-
ital expenditures and by treating non-recurring receipts as
if they were revenue that could be expected to be ongoing.
These deceits were easier ways for the executives to bolster
the value of their stock holdings than actually generating
the returns honestly.

These examples involve misleading corporate superiors
and/or shareholders, but customers can be the target
victims as well. Sears Roebuck in 1992 sought to motivate
the mechanics in its auto repair business by setting targets
for the amount of work they did. The mechanics
responded by telling customers that they needed steering
and suspension repairs that were in fact unnecessary.
Customers could not easily verify the need for the repairs
themselves, and many paid for the unnecessary work.
When the fraud was uncovered, Sears not only paid large
fines, it lost much of the precious trust it had once
enjoyed among its customers.

In some of these instances, the problem is that the incen-
tives are poorly designed. Giving a fixed bonus if and only
if a target is met invites the agent to meet the target and no
more. This then can lead to the problems of manipulating
the timing of sales and of doctoring internal accounts.

In other examples, monitoring some elements of behav-
ior directly would have helped control the manipulation.
Sears’ incentive scheme led to a major shift in the sort of
work being done, with the extra business being concen-
trated in repairs the need for which it is easy to misrepre-
sent. If Sears’ managers had monitored the mix, they
could have caught the cheating. The top executives at
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Enron and Worldcom claimed ignorance of the accounting
manipulations. If they were indeed ignorant, they
certainly had not done a very diligent job of monitoring.

Making pay less responsive to the manipulable mea-
sure is also an appropriate response (Baker 2000): If the
people at Enron had not had such huge amounts tied up
in the company’s stock and options, perhaps they would
not have been so eager to push up the stock price.

Another important way to limit the incentives for
manipulation is to avoid formulaic reward schemes,
replacing them with more subjective evaluations and bas-
ing rewards on these. In fact, subjective evaluations and
subjectively determined pay represent an important alter-
native to direct performance pay in providing incentives.

Subjective Evaluations

The basic theory of agency assumes that enforceable
contracts can be written on the observed performance
measures, even though the actual desired behavior is not
directly contractible. In many instances, however, there
may be information about performance that is available
but not easily used in explicit contracts because it is too
complex and too difficult to describe, or too hard to 
verify by third parties who might enforce the contract.
Most subjective evaluations are of this form. Yet, such
information obviously might be useful for motivation if
rewards—whether pay, or promotions, or something less
tangible but still valued—can be tied to it.

The problem comes with the firm’s incentives actually
to carry through on its promises to pay the appropriate
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rewards when they have been earned. There are at least
two sorts of difficulties.

First, once the job has been done, the principal may
gain by reneging on the promised rewards. The most
obvious problem involves refusing to pay, claiming
falsely that performance was not satisfactory. The lack of
an explicit contract means that the cheated agent cannot
go to court to enforce the agreement. But if the princi-
pal’s promises are not credible to the agent (as they cer-
tainly will not be once the first reneging has occurred),
they will not induce effort in the first place. Indeed, even
without the principal having yet cheated, if agents
understand her incentives they will be unlikely to trust
her to pay them honestly and so will not work hard.

In a related vein, perceived arbitrariness and ambiguity
in evaluations can undermine incentives. If the basis for
the subjective evaluation is unclear to the agent, then he
cannot respond by altering his behavior in the desired
ways. Bias and favoritism too can be a problem. If employ-
ees believe that the rewards will flow to the favored, not to
the deserving, the promised rewards will not induce the
desired behavior.

It is also possible that the principal may be too for-
giving, paying rewards that were not really earned. This
may seem unlikely when the principal is acting on her
own account, but it is certainly an issue when the prin-
cipal is also an agent and is not well motivated. For
example, the compensation committee of a board of
directors may reward the CEO handsomely despite the
firm’s miserable performance because they feel more
allegiance to the CEO than to the shareholders. They
get away with this because free riding and informational
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asymmetries mean the shareholders do not and cannot
monitor the Board effectively.

The second major difficulty with subjective perfor-
mance evaluation is that it may be subject to influence
activities. Without a clearly articulated, mutually under-
stood, unambiguous basis for evaluating performance,
the agent has every reason to try to affect the principal’s
judgments and decisions. The agent can marshal argu-
ments and evidence that, in fact, he did a great job, and
there is some reasonable expectation that this may sway
decisions. Moreover, if the evaluation involves any com-
parative aspects, then the agent also has incentives to
try to make others look bad. The danger is that the whole
system becomes politicized, and the rewards are ultimately
given for success in special pleading, self-promotion, and
sabotage, and not for doing one’s job. The perversity of
such incentives is clear.

The solution to many of these difficulties lies in the
principal’s reputation (Baker, Gibbons, and Murphy
1994). If the principal has a history of not acting oppor-
tunistically, keeping its non-contractual promises, and
not being swayed by influence activities, then agents may
extrapolate this past behavior into the future. They may
then be motivated by the principal’s promises. They
expect her to keep her promises, because not doing so
would hurt her reputation and thus her ability to induce
others to behave as she wants in the future. In effect, her
reputation becomes an asset that generates value by
affecting the behavior of both the principal and the
agent.
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Reputations

Reputations can arise in many contexts and the same
general principles apply across them all. In particular,
managers (agents) may be motivated to work hard and gen-
erate good performance by their concern with their repu-
tations in the labor market (Holmström 1982a; Gibbons
and Murphy 1992). Even when there is no explicit pay for
performance, doing well increases their market value and
this may affect their pay in the future. However, we will
develop the analysis by continuing with the principal–
agent framework and the principal’s use of her reputation
in supporting motivation via non-contractual rewards.

If the reputation mechanism is to be effective, then in
each interaction the returns from maintaining an unsul-
lied reputation must exceed the gain from violating trust
and reneging on promises. The value of an intact reputa-
tion comes from its leading others to trust the principal’s
promises and so be willing to act as she would want—
working diligently and cleverly in the current context.
This means there must be future opportunities for her to
use her reputation, that the future gains from using an
intact reputation to affect behavior are significant relative
to the immediate gain from reneging, and that the princi-
pal does not discount these future returns too heavily.

Frequently repeated dealings, either with the current
agent or with others, give the basis for future use of the
reputation. This means that each time the parties interact
the principal must anticipate additional opportunities to
gain from the reputation. Consequently, there has to be at
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least some probability of the stream of dealings extending
indefinitely, and short time horizons are a major problem
for reputation formation and use. Meanwhile, increasing
the number and frequency of interactions helps support
good behavior by increasing the returns to maintaining
the reputation.

For there to be significant future gains from the repu-
tation, the agents who will deal with the principal in the
future also must be able to observe and recognize cheat-
ing whenever it occurs, even if they are not directly
affected. Then they must be willing and able to punish
the cheating by behaving differently than they would have
if the promises had been kept. All this puts limits on the
possibility of using reputation. When performance is
hard to describe, the measurements are subjective, and
any promises are necessarily vague, knowing whether the
implicit contract has been breached is problematic. Did
my performance merit better treatment and more reward?
Did yours? And will agents be willing to punish the prin-
cipal when she apparently has cheated? Punishment
cannot be too costly for the punisher, or it will not be
invoked voluntarily. Here a sense of fair play, a desire
to see justice done, or a psychological need for taking
retribution can be helpful, because they lower the costs of
punishing transgressors. They thus deter cheating.

Even large gains to inducing good behavior in the
future by maintaining a reputation for fair dealing and
keeping promises will not be enough to motivate the
principal if she discounts future returns very heavily.
Even the most honorable principal, if faced with immi-
nent bankruptcy, is likely to find that the immediate gains
from reneging on promised but non-contractual rewards

Motivation

162



are just too tempting. The principal recognizes that her
reputation may be shot and that this will mean that any
future dealings may be more difficult. Still, if the options
are keeping agreements and going broke or reneging and
surviving, the choice is clear.

While it seems clear that reputations in fact play a huge
role in reward systems within firms, some of the most
striking evidence on their use comes from trade in
economies where the institutions of contract law are not
well established. John McMillan and Christopher
Woodruff (1999a, b) studied emerging private business in
Vietnam. Businesses there cannot count on courts to
enforce contracts. Consequently, they rely on reputations
heavily. People in the same business meet regularly to dis-
cuss which customers have refused to pay them, so that all
may avoid future dealings with the cheats. This raises the
cost of cheating in a particular deal, because all sellers
punish the cheater, not just one. It thus supports better
behavior. As well, large amounts of effort go into screen-
ing potential customers before taking the risk of supply-
ing them. Once a successful relationship has been
established between trading partners, the asset will be
used repeatedly, even to the extent of their increasing the
scope of business activities so as to be able to trade more
with one another. This leverages the scarce asset, trust.
Moreover, it also supports more cooperative behavior in
each transaction, because more is at stake across the many
dealings.

The value of reputation and the importance of the
reputation-bearer’s being long-lived (so that it always has
more opportunities to use the asset) suggest an advantage
of organizing a permanent firm rather than leaving
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transactions to be market dealings between individuals
(Kreps 1990). A corporation is, in principle, immortal.
Further, it will have many more opportunities than any
individual to use any reputation it develops. Thus, it may
be an effective mechanism for supporting efficient dealings.

PARC and Motivation

Formal agency theory has tended to emphasize contrac-
tual responses to motivation. Yet, these are only some of
the means that are available for motivating. In fact, all the
aspects of organization can be employed, alone or in con-
cert, as can managerial vision and strategy. We will illus-
trate with a number of examples.

Managerial vision is a clear conception of a desirable
future state of the world and the business. For example,
Nokia’s vision in the early 1990s was that “Voice will go
wireless.” Mobile phones would become ubiquitous,
making it a very attractive business for Nokia. Steve Jobs
and Steve Wozniak of Apple had a vision that the personal
computer would be similarly ubiquitous. Having a leader
whose vision is very clear and certain can be highly moti-
vating for employees, inducing more effort and guiding
its allocation, because they are sure of what will be
rewarded (Rotemberg and Saloner 2000; Van den Steen
2002). Strategy can serve a similar function (Rotemberg
and Saloner 1994). If there is clarity about what the firm
will do and what it will not, well-placed effort is more
likely to be rewarded and, thus, to be provided.

Turning to the organization, first the people dimension
can be used. Whom the firm attracts and selects as
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employees can have a tremendous effect on their motivation.
Clearly, it should seek to attract people who are interested or
challenged by the work being done. This is intuitively
clear—if people like their work, there is less of a problem
motivating them. More formally, this sort of matching
reduces the divergence of interests that underlies the moti-
vation problem. Also, it is clearly advantageous to match
people with the rewards that can be offered. For example, if
it is desirable to provide intense incentives but performance
measures are not very precise or results are hard to forecast,
then it is important that the people put in these jobs not
be too risk-averse. If only non-monetary incentives can
be offered, then get people who value the rewards that are
possible.

In this context, it is important to recognize that the
formal rewards systems offered will cause potential
employees to self-select. Thus, an element of the organi-
zational routine affects the people dimension of the
organization. For example, Safelite Auto Glass, which is
in the business of replacing broken car windshields in the
field, instituted a piece rate to replace the hourly wages it
had previously paid installers. Productivity increased by
44 percent within the year following the change. Half the
gain was attributable to the motivation effect of the piece
rate’s leading installers to work harder and faster. The
remaining 22 percent increase was due to selection
effects. People who were willing to work hard were dif-
ferentially attracted to Safelite, where their efforts would
be rewarded, and turnover among the most productive
workers fell dramatically (Lazear 2000).

The importance of having a good fit between the
people and the other elements of the organization became
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evident when Lincoln Electric made a number of foreign
acquisitions in the early 1990s (Bartlett and O’Connell
1998). Lincoln Electric’s pay system offers exceptional
monetary rewards for production workers who are willing
and able to work very hard. In its home base of Cleveland,
the bargain is well understood, and self-selection is effec-
tive. Employee turnover is well below average, Lincoln’s
people willingly work large amounts of overtime when it
is available, and the company actually had to make a rule
that production workers could not be on the factory floor
more than a half hour before the start of their shifts
because they were so anxious to get to work and start
making money. The company discovered to its chagrin
that the employees in a number of the acquired foreign
operations had very different tastes than those in the
Cleveland plant. They did not respond well to the piece
rates, they were reluctant to work overtime, and they
showed, for Lincoln employees, an unusual taste for
taking time off. The acquisitions failed, leading Lincoln
to suffer its first losses in a century of doing business.

Organizational architecture can also be used to affect
motivation. For example, creating small business units
can have strong effects via a number of different mecha-
nisms. First, it facilitates measuring performance more
precisely and so supports giving stronger incentives. In
this regard, Asea Brown Boveri, the Swiss–Swedish engi-
neering company, went to the extreme. In the early 1990s
it had over 1,300 separate business units, each a separate
company with its own balance sheet. These in turn were
broken down into 5,000 profit centers, each of which
averaged about thirty-five employees and was concerned
with a very narrow product range in a single geographic
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market. Managers in these units were compensated on
their units’ performance, which was carefully tracked
through the company’s ABACUS reporting system. A
second effect of creating such small units is that it lets
people see the impact of their efforts more clearly, which
is itself directly motivating, whether or not pay is tied to
performance. People tend to put more into tasks where
they perceive they can make a difference and where the
results they generate are clear to them. This enhancement
of intrinsic motivation may be especially important when
direct performance pay is not easily employed. As well,
organizing in small units reduces the extent of free riding,
because the credit for extra results is shared more narrowly.

The basis on which organizational units are defined can
also affect motivation. Most simply, the basis for organiz-
ing shapes perceptions of what is important. For example,
people in a functional organization are likely to focus on
excellence in their respective functions. The fact that jobs
are defined functionally signals that functional excellence
is important to those who designed the firm. The close,
frequent contact that naturally occurs with immediate
colleagues, all of whom are in the same function, rein-
forces the tendency to see excellence in that function as
centrally important. As well, since evaluations are done
by others in the same function, rewards are more likely to
flow to those who demonstrate functional excellence.
In contrast, organizing around customer groups or
production facilities will turn people’s attention in the
corresponding direction.

The recent popularity of the “front-and-back” model for
organization reflects the impact of architecture on motiva-
tion. In this model, production and product development
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are organized functionally as the “back-end” of the firm,
while “front-end,” market-facing units deal with cus-
tomers. The idea is to get functional excellence while pre-
serving a customer-oriented focus. Correspondingly, the
two types of units are measured and rewarded differently.
The challenge then is to achieve effective coordination
between front and back. In this regard, Tenaris, a global
supplier of pipe for the petroleum and auto industries, has
a sophisticated supply management system linking its four
customer-defined front-end business units operating in
twenty countries and the eight manufacturing plants
around the world that are the back-end of its organization.

The effect of organizational architecture on motivation
and behavior also underlies the decision by Stanford
University’s Graduate School of Business not to sub-
divide its faculty into academic departments, although
many other leading business schools do have a depart-
mental structure. Instead the Stanford professors are
organized into multiple, overlapping groups for different
purposes—MBA teaching, doctoral student supervision,
faculty recruiting—and the membership of these groups
changes over time. This system is managerially compli-
cated, and it would certainly be simpler to organize along
departmental lines. The reason it is used is that the
School wants to foster cross-disciplinary interactions in
teaching and research, and it fears that departmental lines
would get in the way of collaboration across fields.

The external boundaries of the firm can also be used to
effect motivation, particularly in a multi-tasking context.
For example, it may be important that managers of a
business both drive current performance and invest to
support future growth. It is easy to measure current

Motivation

168



performance but probably harder to tell if investments for
the future are appropriate. Then if the business is a unit
within a larger enterprise, the future may be under-
emphasized. (This is especially likely if the managers can
expect to move on to new jobs before the results of any
investments become evident.) It may then be better to
spin-off the unit and give the managers a large ownership
stake in it, so that they have the more balanced incentives
that come from the stock price. Of course, the market will
not be likely to do a perfect job of evaluating investments
either, but investors do have very strong incentives to
measure performance on this dimension—their personal
net worth is on the line. Thus, their evaluations are likely
to be pretty good and they will certainly enjoy an
integrity that internal measures often lack.

Whether someone should be an employee, using
tools provided by the firm, or an outside contractor
owning his own tools may also be responsive to motiva-
tional concerns (Milgrom and Roberts 1992: 231–2). It is
desirable that someone using tools at work both produces
output and maintains the tools. It may be fairly easy to
measure or accurately infer the effort the worker devotes
to production, but telling whether the tools are being
properly cared for is more difficult—determining the
actual depreciation on capital goods is notoriously hard.
Thus, there is a precise measure for one activity and
only an imprecise measure for the other. Yet, balanced
incentives are clearly needed. Balanced weak incentives
come from making the person an employee, paying in
a manner that is largely independent of output, and hav-
ing the employer own the tools. To a first approximation,
because the worker is paid the same no matter how he
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spends his time, he will be willing to allocate his effort
between production and maintenance as the firm
requests. If, on the other hand, the worker owns the
tools—as an independent contractor—he bears all the
costs and benefits of the effort he devotes to mainte-
nance. Then the worker needs to be given comparably
strong incentives for producing output. Providing strong
balanced incentives may most easily be done outside the
employment relationship. Strikingly, contractors much
more often face explicit performance incentives than do
employees doing similar sorts of work. Which of the two
solutions is best then depends on the ability of the
worker to finance the purchase of the tools, his ability
to bear risk, and how important it is to induce high levels
of effort.

Another way that the boundaries of the firm may affect
motivation is through outsourcing. Moving supply to an
outside contractor can reduce influence activities within
the organization, since there is no longer a common boss
over the buyer and seller.

The allocation of decision authority can affect incen-
tives as well. Empowering managers may induce them to
do a better job of gathering information and making
choices because they expect that their actions will have
consequences that they control (Milgrom and Roberts
1988b, 1990a; Aghion and Tirole 1997). If, instead, their
decisions are frequently overruled, this reduces their
motivation. The cost of this empowerment is that the
decisions that are made are those that are best for the man-
ager, not necessarily the firm as a whole, unless the reward
systems or other mechanisms have brought about align-
ment of interests.
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Finally, the financial and ownership structure adopted
for the firm can affect motivation in many ways. The pub-
licly traded corporation gives limited liability to share-
holder-owners and allows them to diversify their
holdings, facilitating more risk-taking. Among the risks
that are more easily borne are those of entrusting the
actual operations of the business to others, including pro-
fessional managers. The downside is that the same provi-
sions reduce the incentives for owners to monitor. In
contrast, members of a partnership have very intense
incentives to monitor decision-making in their firms. The
management buyouts that became popular in the 1980s
meant that agents became principals, and the effect in
many cases was to improve performance radically. Having
a single large shareholder rather than dispersed owner-
ship affects the incentives for owners to monitor directors
and managers and so may affect agents’ behavior. Buying
back shares causes a given number of shares held by the
executives to become a more intense incentive scheme,
because the executives now get a bigger fraction of any
changes in the value of the firm.

Processes and routines can also be used to reduce
agency problems. An important example is improving the
performance measures. This can be done by investing in
the measurement system to reduce the divergence
between the measured performance and what the agent
actually did, by developing measures that are less mani-
pulable, or by adding additional measures that carry extra
information. In terms of the theory sketched above, any of
these allows providing stronger incentives.

For example, developing even imperfect indicators of
actual behavior rather than just relying on results can be
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very useful, especially when results are uncertain or come
only after some long lag. Casino operators spend large
amounts to monitor employees’ and customers’ behavior
directly rather than relying on any sort of outcome-based
rewards and punishments to thwart cheating. Venture
capitalists gear continued funding of start-ups to the
passing of “milestones,” largely because financial data are
not very informative. Information systems can play an
important role by increasing the accuracy and timeliness
of performance measurement and permitting more effec-
tive linking of rewards to performance.

As noted earlier, redefining jobs to reduce the need to
multi-task when measures are not of comparable accuracy
can also allow giving stronger incentives. More generally,
job design can be an important effect on motivation.

Culture can also be a factor in dealing with motivation
problems. Norms about how hard one works, what sort of
risks one takes, and, generally, about what sorts of beha-
vior are appropriate differ tremendously across compa-
nies and even among units within them. These norms are
enforced by social pressure and the desire to conform. To
the extent that managers can foster a culture that empha-
sizes performance, motivational problems are dimin-
ished. Two examples illustrate this.

BP, having disaggregated its exploration and produc-
tion stream into small business units, connected these
units together in peer groups, each of which involved
about ten business units that faced similar technical and
commercial challenges. Members of a peer group were
encouraged to call upon one another for assistance in
dealing with such problems. The groups also met fre-
quently, without any headquarters personnel present.
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Over time, strong personal networks (and friendships)
developed across business unit boundaries, and strong
norms developed about sharing best practice and
responding to requests for help. Remarkable levels of
cross-unit cooperation resulted, despite the fact that the
performance management system did not track or explic-
itly reward such behavior.

The sharing of best practice was a crucial element in
BP’s successful drive to improve its costs and volumes.
Initially the pay of business unit managers was tied to the
cost and volume performance of their individual units. As
a strong, shared belief in the importance of cost and vol-
ume performance developed and permeated the organi-
zation, and as norms developed that units managers would
deliver the performance they had promised, the explicit
linkage of business unit leaders’ pay and their units’ per-
formance was reduced and then eliminated. The values
had been sufficiently internalized that no explicit incen-
tives were needed to motivate managers to deliver perfor-
mance, and the compensation system could be directed to
motivating other elements of behavior.

Culture was also crucial to motivation at Nokia
Corporation, the Finnish mobile telephone manufac-
turer. Nokia nearly failed in the early 1990s. The new top
management team who assumed control at that time
helped create a culture where everyone was dedicated to
making the company succeed. The culture encouraged
individual initiative, hard work, and judicious risk-taking
in a technologically turbulent environment where it was
crucial that lower- and middle-level people acted quickly
and decisively on the basis of the information they alone
had. Successes were celebrated, and failures were not
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punished. Even when problems in managing logistics led
to a 50 percent drop in the stock price in 1995, no one was
fired. An atmosphere of mutual trust was established
among employees and between them and top manage-
ment. Fear, so often a central fact of corporate life, was
banished. People were simply expected to do their best
and were trusted to act in the best interests of the
company. They responded by doing just that.

Nokia became one of the most successful corporations of
the 1990s, at one point becoming Europe’s most valuable
company, and its success continued even after the bursting
of the bubble in the telecommunications industry. It con-
sistently introduced great new products while achieving
lower costs than its competitors, in large part through
highly disciplined operations. Yet, all this was done in
a context where pay was not high relative to the employees’
outside options—a top executive described Nokia’s people
as “happily badly paid”—and where rewards were tied to
group or overall corporate performance.

The model of “high commitment human resource
management systems” presents a general example of using
several different elements of PARC to achieve motiva-
tion. As outlined by the leading text in the field (Baron
and Kreps 1999: 190), key elements of such systems
include guaranteed employment (except after egregious
misbehavior); egalitarian values and norms; self-managed
teams for organizing production; attempts to make work
interesting and fulfilling; premium compensation, per-
haps involving team, unit, or firm-wide (but not indi-
vidual) performance pay; rigorous pre-employment
screening and extensive socialization and training of
employees; transparency of information within the firm
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and open communication channels between employees
and managers; a strong culture focused on an overarching
goal such as the organization’s vision; and a strong
emphasis on employees’ symbolic and financial “owner-
ship” of the firm. The basic deal is that people work hard
and cleverly, in the interests of the firm, in return for
good pay, empowerment, trust, and interesting, fulfilling
work. They do so first without any obvious, explicit for-
mal incentives because they identify their interests and
those of the firm more closely than in the set-up assumed
in the agency models. Beyond that, mutual monitoring
and social pressure among employees enforce the desired
behaviors. The screening, socialization, and identifica-
tion with the vision help ensure that the enforcement
mechanisms are at work.14

Such systems are especially attractive when it is difficult
to measure performance accurately, and thus to provide
incentives through more direct reward systems. There are
costs to establishing a high commitment system, and many
of these costs are fixed and sunk. Pay is above the mini-
mum necessary to attract and retain workers, screening
and training are costly, creating an atmosphere of trust is
not easy or automatic, and getting the workers and man-
agers to buy into the system may be difficult. It is worth-
while if it results in sufficiently higher levels of effort than
an explicit performance pay system generates. This will
tend to be the case when effort is important but perfor-
mance measures are bad.

The trick in such systems is to ensure that the standards
do not degrade, so that effort is low but the costs remain
high. Perhaps the surest way for this to happen is for the
workers to lose trust in management because it appears
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either to have violated the terms of the deal or to not
trust the workers. This example points to an apparent
contradiction with the use of measures and rewards.
Closely monitoring behavior and explicitly rewarding it,
particularly financially, may undermine trust. The near-
universal norm of reciprocity can lead to workers’
performing at quite high levels if they perceive that they
are trusted and that the firm is treating them well. The
norm, however, may not survive if the workers are closely
monitored and if the firm introduces explicit incentive
pay. Aspects of culture and explicit performance incen-
tives may be substitutes, at least over certain ranges. In
this case, if the culture supports high levels of effort
provision, it may be wise not to use explicit incentive pay.
Certainly, a small amount of incentive pay supported by
the measurement systems it requires will not be worth-
while if it undercuts the culture of trust and the norm
of reciprocity.

More generally, it is important to consider the interac-
tion of different mechanisms in affecting motivation.
While some elements of organization design may be com-
plementary in motivating people, others may conflict and
undercut one another. Performance-based rewards are
more effective if performance is measured better.
Creating small business units works better if their man-
agers are genuinely empowered. On the other hand,
overly close monitoring of behavior against mandated
processes and procedures may destroy the motivating
effects of empowerment. We will return to the problems
of designing motivation systems in the remaining chap-
ters, where we consider more specific objectives that the
designer is attempting to realize.

Motivation

176



Notes

1. For surveys of this subject, see Gibbons (1997), Gibbons
and Waldman (1999), and Prendergast (1999).

2. While motivation problems can be manifested at the group
level, we focus our discussion on the problems of motivat-
ing individuals because these are logically prior and
because most of the arguments are more directly made in
this context.

3. See Avery, Chevalier, and Schaefer (1998) for an analysis of
CEOs’ motivations for making acquisitions.

4. This is not to say that reputational concerns cannot help
here. However, the fact that behavior is unobserved will
mean some unavoidable inefficiency.

5. The basic reference for simple agency theory is
Holmström (1979). See also Hart and Holmström (1987)
for a survey and Milgrom and Roberts (1992: chapters 5
and 7) for an elementary formal development.

6. The simplest case is one where the agent’s effort is either
high (“working hard”) or low (“being lazy”) and the prob-
abilities of different outcomes are shifted by the effort
choice. In fact, most of the insights obtained in more gen-
eral formulations arise in this context (Hart and
Holmström 1987). Another central case is one where the
agent’s preferences show constant absolute risk-aversion
with respect to his money income less the cost of effort (so
there are no income effects), performance varies directly
with the effort choice, the additive noise term in the per-
formance measure is normally distributed, and the contract
is linear (Holmström and Milgrom 1991; see also Milgrom
and Roberts 1992: chapter 7). This set-up gives very rich
predictions/explanations and our discussion is largely
based on this case.
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7. The assumption of risk-neutrality for the principal is a
reasonable approximation when, for example, we think
about the compensation of an employee by a large firm
owned by shareholders who are able to diversify their
portfolios and thus are largely indifferent to the variation
in the firm’s returns that one person’s pay represents.

8. The optimal strength of the incentives (in the linear case
described in note 6) is directly proportional to the
expected marginal benefit to the principal of extra effort
and inversely proportional to a term that is equal to one
plus the product of three terms: The variance of the mea-
surement error, the agent’s risk-aversion parameter, and an
inverse measure of how the agent’s effort choice responds
to increased incentives. The claimed results follow from
this relationship. For details, see Milgrom and Roberts
(1992: chapter 7).

9. The dependence is actually on the variability of pay, which
depends on the intensity of incentives. But the agent’s
optimal effort choice will cause the marginal cost of effort
to be equated to the marginal incentive intensity, so that
the risk cost can be expressed in terms of the marginal cost
of effort.

10. Unless the monitoring is certain to catch any misbehavior,
the amount paid will necessarily be above the level of the
employee’s best outside option, so that being fired is costly
and the threat of termination is a real incentive. The extra
pay is called an “efficiency wage” because paying more
than the employee’s opportunity cost increases effort and
efficiency.

11. San Jose Mercury News, October 2, 2000.

12. It is useful to consider the extreme case where the agent’s
cost of effort depends only on the total amount that the
agent provides, not on its allocation among tasks, the
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marginal cost of effort is increasing linearly in the effort
level, and pay is a linear function of the measured perfor-
mance on each activity. If multi-tasking is induced, the
intensity of incentives must be the same for both activities.
In this case, the optimal linear payment scheme inducing
multi-tasking gives strictly weaker incentives than would be
provided for either task in isolation. Thus, the total effort is
strictly lower under multi-tasking than if effort is induced
on just one activity, even the poorly measured one.

13. The practice of paying for individual or small-group per-
formance with shares of company stock is not subject to
this criticism, which is aimed at situations where employ-
ees are given stock in amounts that are independent of
their current performance with the idea that holding these
shares will motivate effort.

14. One interpretation of these systems is they involve an effi-
ciency wage (see note 10 in this chapter) and the workers
supply lots of effort because if they collectively do not, the
firm will revert to more standard Human Resource
Management systems that are less favorable to the workers.
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5

Organizing for Performance

In this chapter we seek to apply the concepts and theories
developed in earlier chapters to examine how firms can
organize themselves to increase their performance against
their current strategies. The key idea is to design the
organization to provide as focused, intense incentives as
possible within the constraints implied by the corporate
form and the interdependencies that it both creates and
is meant to control. Doing so necessitates a variety of
choices of architecture and routines, supported by cul-
tural changes, that together can be called disaggregation.
The key architectural elements involve redrawing the
horizontal and vertical boundaries of the firm to increase
strategic focus; creating relatively small subunits within
the organization in which significant decision rights are
lodged; and decreasing the number of layers of manage-
ment and the extent of central staff. Routines and
processes are altered to hold the subunits accountable for
delivering performance while linking them together by
various means to manage the interdependencies among
them. Finally, cultural norms are developed that facilitate
the pursuit and realization of improved performance.1
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In fact, some firms have long employed organizational
designs that involve many of the features of the loosely
coupled, disaggregated model. Johnson & Johnson, the
pharmaceutical, medical equipment, and consumer prod-
ucts company, is a prime example (Pearson and Hurstak
1992). Johnson & Johnson is composed of over 150 sepa-
rate companies that each serve different markets. The
fiercely independent companies carry out their own prod-
uct development, production, marketing, and sales, pay-
ing dividends to the parent. The highly decentralized
design generates intense incentives in the companies to
create new products and increase sales. Meanwhile, a
strongly shared set of values and norms helps ensure that
behavior is aligned with overall performance.

In the last decade, however, many more firms have
adopted this design model in response to increased needs
to improve performance. Falling barriers to international
trade and investment and the increased ease of long-
distance communication and transportation have allowed
firms to enter new foreign markets. This has increased
competition in product and service markets around
the world, making improved efficiency necessary for suc-
cess and even survival. At the same time, capital markets
are arguably becoming more demanding, putting
increased pressure on firms to perform. The increased
acceptance of creating shareholder value as the prime
obligation of management, the greater activism of insti-
tutional investors, and, in some parts of Europe, the
emergence of hostile takeover bids all contribute to this.
Finally, the increased linkage of top executives’ com-
pensation to performance, which has gone furthest in 
the United States but has occurred elsewhere too, means
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that the incentives to improve performance are much
stronger than in the past.

BP plc, the integrated oil and natural gas company
formerly known as British Petroleum, exemplifies use of
the disaggregated model to improve performance. Although
we have discussed aspects of BP’s organization at a num-
ber of points already, a more systematic treatment is
worthwhile.

In recent years, BP has reported some of the highest
profits ever recorded by any corporation—over $14 billion
in 2000. While high prices for crude oil certainly con-
tributed to BP’s outstanding financial results in this
period, the company’s extremely cost-efficient operations
were crucial to its underlying performance, which was
strong throughout the last part of the 1990s and into this
century. Indeed, BP was widely recognized in the energy
industry for its effectiveness in finding hydrocarbon
deposits and its efficiency in bringing these into produc-
tion and extracting the crude oil and natural gas. This
operational excellence was actually maintained and
improved in quite difficult circumstances that could have
resulted in major disruptions in the workings of the firm:
Between 1998 and 2000, the company absorbed two other
major integrated oil companies, Amoco and Arco, that
together were almost as large as BP itself, as well as a lubri-
cants company, Burmah Castrol, a retail joint venture it
had in Europe with Mobil, and Veba’s German gasoline
retailing operations.

Strategic and organizational changes implemented
over the preceding decade under three successive CEOs
formed the basis for BP’s success. A dozen years earlier,
BP had been a politicized, top-heavy bureaucracy



organized through a cumbersome matrix structure. The
company was still spread across numerous distinct lines
of business, the result of its not having yet completely
undone the conglomerate diversification in which it
(along with the other major oil companies) had indulged
in the 1970s. Financial proposals required fifteen differ-
ent signatures before they could be accepted; head-office
staff filled a thirty-two storey building; and meetings of
eighty-six different committees absorbed the top execu-
tives’ days. Performance was in decline, the company was
heavily indebted, and in 1992 it reached a financial crisis
that almost resulted in its bankruptcy.

The changes that would eventually transform BP began
with its divesting unrelated lines of business. This
process, begun in the 1980s, was completed by the early
1990s. The company was then focused on three basic
businesses or streams: Upstream oil and gas exploration
and production; downstream petroleum refining and
marketing; and petrochemicals. These lines of business
were obviously related, as upstream’s products are the
basic inputs to the other two streams’ production. In fact,
however, they could be and were run quite separately in a
largely decoupled fashion. Well-functioning world mar-
kets allowed efficient purchase and sale of crude oil, so the
company did not need to rely on internal transactions.

The organizational changes began under CEO Robert
Horton, who took over in 1989. His “Project 1990” sought
to improve the speed and effectiveness of managerial
decision-making. Horton transferred authority for many
decisions from the corporate center to the business streams.
In the process, layers of management were eliminated and
headquarters employment was reduced by over 80 percent.
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Employees were encouraged to take responsibility and
exercise initiative, and values of caring, trust, openness,
teamwork, and cooperation were espoused. At the same
time, as economic difficulties mounted, capital budgets
were slashed and employment was cut deeply.

Horton’s abrasive personal style and the dissonance
between the proclaimed values and the reality of job cuts
alienated employees, while performance continued to
deteriorate in the context of the general economic slow-
down of the early 1990s. In 1992 Horton was replaced as
CEO by David Simon, who had been Chief Operating
Officer. Simon was more popular among the BP employ-
ees, but he continued Horton’s aggressive rationalization
agenda. Employment fell from more than 97,000 in 1992
to just over 50,000 in 1995. Some of this was associated
with divestitures and asset sales, but a significant amount
of it represented reductions in employment in ongoing
operations. Performance improved radically. The com-
pany moved from a loss of $811 million in 1992 to a profit
of $2.4 billion two years later, while debt levels fell by
$4 billion.

The biggest changes during this period occurred
within the upstream, exploration and production business,
BP Exploration (BPX). There, John Browne, who would
succeed Simon as BP Group CEO in 1995, undertook a
fundamental organizational redesign. The model, which
BPX called an “asset federation,” typified disaggregated
design. It later was applied across the company as a whole.

Browne began by refocusing the upstream strategy on
finding and exploiting large hydrocarbon deposits where
the technical difficulties and attendant risks meant that
BP’s expertise and size gave it a relative advantage over
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smaller firms. (In this period, smaller exploration and
production companies—labeled “petropreneurs”—were
often more successful than the large integrated oil com-
panies.) This led to disposal of a number of smaller hold-
ings, purchases of other fields that complemented
existing ones, and the redirection of exploration towards
areas that were more likely to have really major deposits.
This meant that each of the company’s oil or gas fields
was of some substantial size. In the late 1980s these fields
were concentrated in the North Slope of Alaska and the
North Sea, whence BP had drawn most of its production
since the 1970s. However, focusing on major opportuni-
ties meant that in the future BPX’s exploration activities
would be focused on new areas where technical or politi-
cal difficulties had prevented earlier development. Thus,
BPX’s operations would become increasingly dispersed
around the globe and would be increasingly in developing
and transition economies.

The next move was organizational. BPX had been struc-
tured through a collection of geographically defined
Regional Operating Companies (ROCs), which had staffs
of technical and business people overseeing the actual
operations. The heads of the ROCs and of the functions
joined Browne in a Global Management Group that ran
the stream. Performance data were normally aggregated to
the level of the ROCs, and the managers of the actual
fields had very limited discretion and very little control
over the resources used in their units. Browne, however,
began to push performance evaluation discussions down
to the level of the individual fields. This led to a conscious
experiment in organizational design, with the managers of
a number of fields being given authority to decide how to
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run their operations and how to meet performance targets
that were negotiated directly with top management of
BPX. When this change resulted in increased outputs and
reduced costs, the model was applied throughout BPX,
beginning in the crisis year of 1992.

All the exploration and production operations were
divided into some forty separate business units, called
assets, each of which consisted of a major oil or gas field
or a group of co-located fields. Each was headed by an
asset manager (later called a business unit leader). The
ROCs were eliminated, with senior management of the
stream being pared down to Browne and two others. As
the BPX Executive Committee (ExCo), they together
directly oversaw the assets, with no intermediate layers of
managers. The technical and functional staffs were also
largely dispersed to the assets.

The asset managers were given charters that set bounds
on their activities (e.g. limiting their drilling to their own
sites). They also signed explicit, individual performance
contracts with the ExCo, agreeing to deliver specified lev-
els of performance in terms of production volumes, costs,
and capital expenditure. Within their charter bounds and
the limits of general corporate policy, the asset managers
were then empowered to figure out how to achieve their
promised performance. They could decide on outsourc-
ing and choose suppliers, do their own hiring, and deter-
mine where and how to drill.

The performance of individual assets was not aggre-
gated below the level of the stream itself and was fully
transparent to Browne and the ExCo members. They
tracked performance closely, especially through rigorous
Quarterly Performance Reviews. Through conversations
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in these meetings, Browne coached the asset managers,
helping them develop their managerial skills and
inculcating the values and norms he sought to spread
through BPX.

The performance contracting was not limited to the
asset managers. Instead, the promises made in the perfor-
mance contracts at the asset level became the basis for
performance contracts for all the individuals within the
asset. All employees’ compensation was tied to their
assets’ performance and to the overall performance of
the stream. This increased the variability of pay and the
intensity of incentives significantly.

The asset managers found the new system very liberat-
ing, but the leanness at the top meant they could not rely on
stream headquarters to advise and support them when tech-
nical or business difficulties arose. To respond to this need,
the assets were aligned into four peer groups that (after
some experimentation) were defined on the basis of the life-
stage of the assets. One group consisted of actual explo-
ration activities, including obtaining rights to develop fields;
the second included assets that were being developed and
brought into production; the assets in the third group were
in full, plateau production; and the fourth included assets
that were approaching the end of their economic viability
and were in decline. The key point was that assets within a
group, although geographically dispersed, were likely to
face similar technical and commercial problems.

The asset managers were encouraged to rely on the
peer group colleagues for support. Indeed, the peer
groups were designed to facilitate mutual assistance
among their member assets and to promote the sharing of
best practice. To this end, the system of peer assists was
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established under which an asset facing a problem could
call on people from other assets to come and help solve
the problem. As well, numerous other “federal groups”
came into being, linking people with common interests
and challenges across the different assets.

The peer groups were also given another role early on,
called peer challenge. Under it, peer group members
were expected to challenge one another on the targets that
they negotiated individually with the ExCo. This process
allowed the asset managers’ collective expert knowledge
to be brought to bear in establishing targets. Later, the
peer groups each took collective responsibility for meet-
ing the performance targets of the member assets and for
allocating capital among them.

At the same time, increasing reliance was put on out-
sourcing. This included significant elements of the
human resource management and accounting functions
and extended even to activities previously seen as criti-
cal, including the generation of seismic data on potential
new fields (only the interpretation of the data was kept
in-house). Strikingly, the logic of the performance con-
tracts was sometimes extended to outside suppliers,
whose payments were made a function of their perfor-
mance. A triumph for this approach was the Andrew
field in the North Sea, which had previously been
believed to be too expensive to bring into production.
By sharing cost savings with its contractors, BP was able
to develop the field at a fraction of the original cost
estimates and in much less time than had been believed
necessary.

This organizational model led to BP’s remarkable suc-
cesses. New fields were found and developed, many in
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areas that were previously thought to be technically too
difficult to be economically feasible. The cost of develop-
ing fields was reduced substantially and kept being
squeezed, and the productive life of assets was extended
long beyond what had been believed possible.

After Browne became CEO of British Petroleum in
1995, this model was applied across the whole of the
company. The appropriate definition of assets was less
obvious in the other streams than it had been in BPX,
and establishing the right performance measures also
presented some challenges. Still, the system of discrete
business units, peer groups and peer assists, small
Executive Committees for each stream, performance
contracts, and peer challenge was instituted. Performance
management began with a performance contract between
CEO Browne and the Board, which then cascaded down
through contracts for the Managing Directors who led
each stream through to the Business Unit Leaders and
then on to the individual employees. In addition, a set of
Regional Presidents was established to provide assurance
that company policies were being met with regard to
issues that tended to cross stream boundaries and were
best handled on a national or regional basis, such as
safety and environmental matters or legal and regulatory
affairs.

These changes in the architecture and routines eventu-
ally led to fundamental cultural changes. BP’s people
developed a deep, intrinsic dedication to delivering ever-
improving performance. Strong norms emerged of
mutual trust, of admitting early when one faced difficul-
ties (“no surprises”) and seeking assistance when needed,
of responding positively to requests for help, of keeping
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promises about performance. These had powerful effects,
generating a remarkable amount of cooperation while still
inducing great initiative.

This model has been adjusted since, but in its basic
logic persisted through the 1990s. It proved especially
valuable during the absorption of Amoco and Arco, where
the newly acquired assets were quickly integrated into the
BP system with the support of the peer groups.

In the wake of BP’s success, many firms have sought
explicitly to emulate its organizational design. Others
have adopted similar organizational designs on their own.
There is, of course, no one best way to organize that all
firms should adopt. The best organization design
depends on the strategy being pursued, the market and
non-market context, and the administrative heritage of the
organization. Nonetheless, real gains in performance can
often be achieved by adopting designs that adhere to the
basic logic underlying BP’s disaggregated model. These
include a tendency towards focusing the activities of the
firm to a select set; creating business units with clear
scope of responsibility and clear accountability; giving
strong incentives for unit performance; linking units hor-
izontally rather than requiring all communication to pass
up and down through the hierarchy; flattening the hier-
archy and increasing spans of control; outsourcing;
improved information, measurement and communication
systems; and, ultimately, the creation of a culture that is
oriented to delivering performance.

These design elements are complementary and so the
significance and impact of each can be understood only
by recognizing the interactions among them all. However,
it is worth first looking at each in isolation.
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Vertical Scope

An important element of designing the organization for
greater performance is to focus the firm on just those
activities where it can create the most value. For many
firms, this has involved vertical disintegration, turning
over to others the provision of goods and services that the
firm formerly provided for itself.

A striking manifestation of this process of outsourcing
and vertical disintegration is a set of firms exemplified by
Nike (Brady and de Verdier 1998; Whang and de Verdier
1998) and Benetton (Stevenson, Martinez, and Jarillo
1989) that have adopted the role of “vertical architect” or
“value chain organizer.” This role involves the lead firm’s
organizing and managing a value chain—in sports shoes
and, more recently, apparel and sports equipment at
Nike, and in fashion wear for Benetton—but actually
owning few of the assets involved and carrying out few of
the activities that are needed to create value. Nike, for
example, outsources all its production, but does the prod-
uct design, marketing, and distribution to (independent)
retailers. Benetton actually outsources the basic design
work and most of the manufacturing for its products. It
also relies on retail outlets that are independently owned,
although selling only Benetton products, and it deals with
these retailers through agents who are not Benetton
employees. The outlets are, however, linked to Benetton’s
information systems to track sales. Benetton takes care of
creating the patterns from the designers’ drawings, dyes
the clothing, handles the logistics of distribution, and
runs the advertising and marketing for the brand. In both
cases, the lead firm manages a complex set of relations
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with other value chain participants and coordinates activity
among them.

This model has been extensively adopted in the elec-
tronics industries. For example, in the personal computer
industry, many of the leading firms outsource almost
all manufacturing to such electronic manufacturing ser-
vices (EMS) companies as Solectron and Flextronic. Both
of these EMS companies do tens of billions of dollars of
business a year, but they have no products of their own.
Further, the computer firms are also beginning to out-
source logistics, order fulfillment, and post-sales service,
and even the design and manufacture of their low-end
products.

There are, of course, numerous very good reasons why
a firm should prefer to purchase goods and services rather
than provide them in-house.2 Fundamentally, unless the
firm has some special competence in carrying out the
supply activity, others are likely able to do the job better
and more cheaply. This could be because they specialize
in this task and, through learning, become more profi-
cient at it; or because they enjoy economies of scale in
supplying multiple customers which the buying company
cannot itself realize; or because their focus reduces orga-
nizational complexity relative to the integrated alterna-
tive and thus results in lower costs of management.
Greater focus also reduces measurement and attribution
problems, facilitating the provision of stronger incentives
to employees. Moreover, relying on competition to set
prices may be much better than attempting to determine
internal transfer prices. Outside supply is also attractive
because it is probably easier to induce competition among
external suppliers than it is when the suppliers are inside
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the buyer’s firm. In particular, replacing an unsatisfactory
outside supplier is much easier than getting rid of an
internal supplier that is not performing well.

On the other hand, a variety of reasons have been
offered to justify vertical integration. Some of these stand
up to rigorous analysis; others do not. For example, the
transaction cost and property rights schools of econo-
mists accentuate the protection of specific assets against
hold-up. Owning the assets associated with providing the
good or service and supplying it in-house may provide
better protection for such assets and thus stronger invest-
ment incentives. Other reasons to integrate have to
do with the protection of intellectual property or, more
generally, the difficulties of operating efficient markets
for information. Relying on internal provision may pro-
tect sensitive knowledge from misappropriation by sup-
pliers. Because interests may be more aligned within the
firm than across firm boundaries, internal provision may
also facilitate the transfer of valuable information
between the supplier and customer.

The provision of appropriately balanced incentives for
multiple activities can also drive firm boundaries. The
example discussed in Chapter 3 of the choice between an
outside distributor and an employee sales force is illustra-
tive. If it is important that sales people also serve as an
information conduit from customers back to product
development, then keep sales inside the firm. It will be
difficult to motivate an outside distributor to undertake
this activity, which is hard to measure and thus to reward,
while also providing incentives for sales that are suffi-
ciently strong that the distributor will focus on the firm’s
business rather than that of other firms it might represent.
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Instead, the firm should employ its own internal sales
force. It would then give the sales people incentives that
are balanced (to induce both sorts of activity) but rela-
tively muted (since strong incentives for the ill-measured
activity are likely to be too random and costly) and simply
tell them they cannot sell other firms’ products. In a
related case, integrating forward into retail sales may
facilitate the provision of customer education about use of
the product. An independent seller, unless it has an exclu-
sive territory, may be reluctant to provide this costly ser-
vice. It fears the customer will come to it for the
information but then actually buy from a lower-priced
competitor that free-rides on the first seller’s educational
activities.

Yet another reason to favor internal procurement may
be to lessen the incentives for opportunistic slacking on
quality (although in fact it seems that many managers
view internal suppliers’ quality as more problematic than
outsiders’). Finally, to the extent that being in the same
firm, with the managers of both activities reporting to a
single boss and with the employees all belonging to a sin-
gle company, facilitates coordination, then integration is
favored.

To the extent that outsourcing involves trading off
lower costs of production against increased transactions
costs (from hold-up, information leakage, or whatever),
globalization, improved information and communication
technologies, and more flexible manufacturing systems
would favor a shift to more outsourcing. The Internet
facilitates finding new suppliers, improved communica-
tions makes dealing with them easier, and lower transport
costs and reduced trade barriers allow working with more
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distant suppliers. Thus, the costs available through
outsourcing should be lower, and this favors doing more
of it. More flexible manufacturing systems, such as com-
puter numeric controlled machines, also favor increased
outsourcing by reducing the threat of hold-up: The sup-
plier’s flexible equipment can be reassigned to other uses
if the buyer tries a hold-up, and the flexibility of competing
suppliers means that the buyer can find others with which
to deal if the supplier tries to grab more than its share.
Thus, standard theories of the make–buy choice would
predict increased outsourcing in the current context.

All of these theories, however, have largely focused on
one-off dealings between discrete parties who do not act
as if they expect to transact again and who do not worry
about the effect of their behavior in this transaction on
their reputations. They can then be assumed to maximize
their immediate returns in the current transaction.3 In
such a context, it is relatively easy to justify integration,
because of the fear of excessively sharp dealing when
transacting with outside parties.

The distinguishing feature of much of the outsourcing
that companies have been adopting recently, however, is
precisely that the supplier–buyer interaction is structured
as an ongoing relationship, partnership, or alliance. The
long-term nature of the relation radically changes the
incentives that can be provided, whether these are to
make investments, respect intellectual property, maintain
hard-to-monitor quality, or whatever. They thereby
greatly increase the attractiveness of outsourcing com-
pared to a situation where the outside dealings are simple,
one-off, arm’s length ones. Repeated dealings allow for
much more cooperation. Meanwhile, moving the supply
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relation from being a long-term one within the firm to
another long-term one that crosses firm boundaries per-
mits gaining many of the advantages that were always
inherent in outside supply. The opportunities for induc-
ing initiative are also increased.

In terms of the cooperation–initiative trade-off, orga-
nizing through a long-term relationship is an organiza-
tional innovation that shifts the frontier of feasible
combinations to allow achieving much more cooperation
than one-off market dealings but much more initiative
than internal supply. Points like R are now available that
were not before (Figure 9).

The leading Japanese automobile manufacturers—
especially Toyota—were among the first to develop fully
the model for this sort of long-term supplier relations.4 In
part the Japanese firms chose to outsource extensively in
response to government policies that favored dealings with
smaller firms. In part too, the permanent employment
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policies adopted by the major Japanese firms may have
favored using outside suppliers to maintain flexibility.
Still, the model proved very effective: Its use has been
credited with a significant portion of the cost and quality
advantages the Japanese auto firms enjoyed over their U.S.
rivals in the 1970s and 1980s (Womack, Jones, and Roos
1990). Since then, other auto companies have adopted this
model, and it has spread widely to other industries.

In such an ongoing relationship, the relative focus for
each party is supposed to shift away from attempting to
appropriate value (at the possible cost of reducing the
total value created) and towards creating value, with the
presumption that the extra value will be shared appropri-
ately. The basic logic of the relation is that incentives for
cooperative, value-enhancing current behavior are provided
by the promise that good behavior will result in continued
future cooperation and sharing of the resultant returns,
while misbehavior will result in future punishments, up
to and including the termination of the relationship. The
parties in effect enter a “relational contract”—a shared
understanding that they will cooperate and divide the
resulting gains. The exact behavior that will be needed in
every eventuality cannot reasonably be described in a formal
contract and verified by the courts, so the relational contract
must be self-enforcing. The enforcement mechanism is the
future behavioral responses of the parties to current good or
bad behavior.5 To make this logic work, a number of condi-
tions must be met. These flow from the fundamental incen-
tive problem and the nature of its solution.

The fundamental issue is that, at various points in time,
either of the parties may see opportunities to increase its
current returns by behavior that hurts the other party but
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that cannot be effectively deterred through normal,
court-enforced contracts. For example, the supplier
might not expend as much effort as would be efficient at
controlling costs or maintaining hard-to-observe quality.
Similarly, the buyer might refuse to absorb its share of the
costs that the supplier has incurred to serve the buyer’s
needs, even though the understanding between the par-
ties was that the buyer would compensate the seller. Or
the buyer might make unreasonable demands for speedier
delivery and threaten not to pay unless the seller acqui-
esces. If cooperation is to be maintained in the face of
such temptations, then giving in to temptation today
must bring consequences in the future that are suffi-
ciently unpleasant that today’s gains are more than offset
by tomorrow’s losses.

In effect, each party must always anticipate that resist-
ing temptation will result in continued cooperation while
succumbing will elicit punishment—a response from the
other party that is worse for the tempted party than on-
going cooperation. Further, the difference in the present
value of the two possible streams of future returns must
exceed the magnitude of the immediate gain realized by
giving in to the temptation. When this is so, the overall
return to cheating is negative and so misbehavior is
deterred.

Thus, a first requirement for a successful partnership is
that there must be an opportunity to create value by coop-
eration, over and above what would be available under
either self-supply by the buyer or normal, short-term
market transactions. This immediately means that there is
likely to be little reason for adopting a relationship-based
model if there are numerous external suppliers who are
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always ready to meet the buyer’s needs efficiently. This
would often seem to be the case when procuring stan-
dardized commodities. It also applies even when the
purchased item is not standardized but producing it does
not involve extensive specialized investments in knowl-
edge or physical capital.

The long-term outsourcing arrangement must then
ensure that this gain is shared between the parties so that
each is in fact better off in the relationship than out of it.

Further, for the threat of punishment to be effective, it
must be that the injured party can retaliate and do things
that are relatively unpleasant for the transgressor. Ending
the relationship, thereby depriving the cheater of the
future profits it would have earned, is often the strongest
punishment available. An alternative might be reverting
to the short-run, non-cooperative mode of market deal-
ing. Moreover, these options must be sufficiently attrac-
tive for the punishing party that it will prefer to adopt
them than to continue to deal with the transgressor. Since
conjectured punishments that would hurt the punisher
too much will not likely be imposed, they cannot deter
misbehavior.

Note that the larger the gains from cooperation over
alternative arrangements and the worse the punishments
that can be imposed, the easier it will be to induce coop-
eration. So if the parties are really committed to the rela-
tionship and do not fear that a change in circumstances
might make them both want to end it, they may actually
gain by worsening their outside options and making
themselves more dependent on one another. For example,
the seller might close its marketing group so that it is in a
worse position if the relationship ended, or the buyer
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might allow its capabilities in manufacturing the item in
question to erode. Of course, this is a double-edged
sword—it helps as long as the relationship continues, but
can be very harmful if it dissolves.

Further, it is important that the participants place
enough weight on their future dealings. This is facilitated
if the dealings are more frequent and if the parties do not
heavily discount future returns. Clearly too, it is impor-
tant that the relationship be expected to continue more or
less indefinitely, or else, as the end approaches, there is
not enough future in which to give rewards and punish-
ments to deter giving in to temptation, and cooperation
will tend to break down.

Finally, it is better if it is clear whether a party actually
has transgressed, so that punishment is meted out if and
only if it is warranted. Otherwise, cheating may not be
punished, and so cannot be as effectively deterred, or
punishments may be imposed when they are not
deserved, limiting the extent of realized cooperation and
mutual gain (Abreu, Pearce, and Stacchetti 1990).

Features of the way that leading firms actually arrange
their long-term supplier relations are responsive to these
requirements.

First, long-term relations are not used for acquiring all
products. When the product or service is standardized,
when numerous suppliers are available, and when delivery
and quality are not problematic, then simple arm’s length
dealings are used. This is because there is no real basis for
creating value through a partnership over and above what
is possible in regular market arrangements. Also, some
activities are systematically kept within the firm rather than
outsourced to a partner. In the auto business these typically
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include at least product development and assembly,
although there have been recent experiments in turning
assembly over to partners. Almost all firms do the career
management aspects of the human resource function and
the management of their financial resources themselves.
Arguably, both the knowledge needed to carry out 
these activities and that gained in doing them are so crucial
to the firm that there is no value in having another under-
take them.

Second, significant attention is given to selecting part-
ners and establishing the basic understandings with them.
For example, in selecting suppliers for Toyota’s first wholly
owned assembly operation in the United States, Toyota’s
purchasing staff spent months meeting with each of the
suppliers it considered, and more time with the ones it
actually chose, visiting their facilities, encouraging them to
visit Toyota’s, teaching the Toyota Production System, and
establishing common expectations (Milgrom and Roberts
1993). This was true even of firms that were already sup-
plying NUMMI, the joint venture with GM in California
that Toyota managed. This intense and extended inter-
action was not aimed at developing and negotiating any
detailed, explicit contract. Indeed, the actual contracts
with the suppliers were short and very simple, essentially
committing the partners to work together to resolve prob-
lems as they arose. Rather, it was first a screening process,
as Toyota sought to identify suppliers with whom the most
value could be created and who would be cooperative part-
ners. Then it was a matter of establishing the relationship
and the shared understandings that it entailed.

Once the relationship is established, the gains from
cooperation between the auto company and the supplier
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are in fact shared, with both parties getting more than
they would in their next-best alternatives. Prices are nego-
tiated. Toyota then helps its suppliers improve their effi-
ciency, even assigning personnel to the suppliers’ factories
to serve as consultants, and cost improvements do not
immediately result in offsetting price reductions. Thus,
both parties get some benefit from the cost improvements.

The parties also pay attention to the punishments that
can be inflicted for bad behavior. The most direct, extreme
form of punishment is to sever the relationship. This is
obviously easier for the buyer—and thus a more credible
threatened punishment—if there are other qualified sup-
pliers to which it can turn. Toyota in fact maintains a
“two-supplier” policy: While any particular part or com-
ponent for a specific model of vehicle will have a single
supplier for the life of the model (roughly four years), there
will normally be another firm supplying similar inputs for
other models. For example, one firm might supply head-
light systems for the Camry, but another would supply
them for the Corolla. If necessary, Toyota will take on this
second-source role itself. For example, Toyota has long
relied very heavily on Denso for automobile electrical
components and systems. As electronics came to become
more and more important in cars, Denso developed major
capabilities in the area, and Toyota began to be uncom-
fortably dependent on this one supplier. It then chose to
develop significant internal capabilities in electronics. It
thus is at least conceptually possible to cease dealing with
Denso, thereby providing a severe but plausible punish-
ment threat (Helper, MacDuffie, and Sabel 1998).

The two-supplier policy in fact permits giving more
nuanced incentives than simply the threat of termination.
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Toyota keeps careful track of its suppliers’ performance
in cutting costs, improving quality, coming up with ideas,
and behaving cooperatively. Suppliers are rated using this
information, and when models are redesigned, higher-
rated suppliers get more business. This induces some
competition between the suppliers, and this competitive
pressure is a source of the advantage of outsourcing over
(typically monopolized) internal supply. Meanwhile,
compared to arm’s length, short-run dealings, the
stronger incentives that can be provided for mutually
advantageous, value-creating behavior in an ongoing rela-
tionship also favor this approach.

There are costs to the two-supplier policy. Two rela-
tionships must be managed, rather than just one, and this
takes time. There may be some loss of possible economies
of scale. More subtly, there is less value being created
between Toyota and any one of its partners than there
would be if it were a sole-supplier relationship. This, in
turn, may limit the extent to which the promise of future
cooperation and value sharing can induce good current
behavior. There is, thus, a trade-off here: Having only one
supplier means that more value may be created if cooper-
ation is maintained, but having multiple suppliers may, by
increasing the range and credibility of punishments, make
a higher level of cooperation more likely to be achieved.

A major difficulty in managing a system based on
implicit threats and promises rather than formal con-
tracts is in knowing whether the parties have in fact
adhered to the terms. It might seem that unforeseen
events would be problematic in this regard, because what
is appropriate behavior may not be obvious. The parties
might then individually choose to act in ways that each
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perceives to be perfectly appropriate but that the other
finds non-cooperative and objectionable. This ambiguity
should be a real problem, however, only if the parties can-
not consult one another and negotiate successfully what is
to be done. While these negotiations might well be difficult,
a bigger problem arises with informational asymmetries,
whether of the hidden action or hidden knowledge type.

If the parties’ actions are not directly observable to one
another, then it is possible that misbehavior will not be
detected or that it will be inferred when in fact it did not
take place. For example, suppose realized quality is not
entirely under the control of the supplier. Then it may be
tempted to cut back on its quality control in hopes of not
being caught, or, if caught, of managing to make the poor
quality seem accidental. Moreover, even if the supplier is
scrupulous about attempting to achieve the desired qual-
ity, accidental failures may look to the purchasing partner
like evidence that the supplier has cheated. In terms of
the hidden information problem, if the costs and benefits
to each party from various courses of action are not rea-
sonably clear to the other party, then what is in fact the
optimal thing to do is also unclear. This, too, can make
cooperation hard to achieve. For example, if the supplier’s
costs vary over time in ways the buyer cannot confirm, then
requests for price adjustments can lead to very contentious
bargaining because it is unclear if they are justified.

The extensive information sharing that marks Toyota’s
dealings with its suppliers helps minimize these asymme-
tries and the resulting problems. Even after the relation-
ship is well established, Toyota purchasing department
engineers are frequent visitors to the supplier plants, and
suppliers are often at the Toyota facilities. Toyota has
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extensive knowledge of the production processes at its
suppliers and, correspondingly, of their capabilities and
costs. Meanwhile, it shares its production scheduling
plans with the suppliers and keeps these updated.

If there is a weakness in the system of supplier rela-
tionships that Toyota has created, it is that Toyota may be
in too strong a position relative to the suppliers. They are
very dependent on Toyota, especially in Japan, where
suppliers to Toyota rarely also supply the other leading
automakers. It would seem that Toyota could, if it chose,
squeeze its suppliers, demanding unreasonable conces-
sions and expropriating the returns they expected when
they made investments to serve it. A supplier that had
been mistreated like this would not have a lot of recourse,
and so such misbehavior on Toyota’s part might seem
tempting. Then the threat of mistreatment—not to men-
tion the actual experience of it—might lead the suppliers
to behave less cooperatively or to expend resources trying
to protect themselves, either of which is value destroying.
Yet, it does not seem to occur.

Suppliers want to work with Toyota—in an eleven-year
period, only three of the 176 members of kyohokai, the asso-
ciation of Toyota’s Japanese suppliers, left the group
(Asanuma 1989), while other firms (including General
Motors’ parts operation, now spun off as Delphi) have been
anxious to become Toyota suppliers. Moreover, Toyota’s
suppliers in Japan regularly make heavy investments that
are completely specific to Toyota, apparently undeterred by
fear of hold-up. They typically do the actual design work to
create products to Toyota’s specifications, and they own the
dies that are used to make products to Toyota’s specific
needs. (In contrast, the norm in the American industry,

Organizing for Performance

205



where short-term contractual relationships with outside
suppliers prevailed until recently, was that the auto com-
pany did any specialized design work, and if an outside sup-
plier needed special dies to make a product, the auto
company would own these. These practices eliminated the
threat of hold-up of the supplier.) As well, there is econo-
metric evidence that, as is asserted by the industry, Toyota
and the other Japanese auto companies actually do share
returns with their suppliers (Kawasaki and McMillan 1987;
Asanuma and Kikutani 1991). Finally, the fact that Toyota
purchasing engineers are welcomed into the supplier plants
and supplier personnel are often in the Toyota facilities indi-
cates a fundamental trust.

Presumably, Toyota is sufficiently concerned with its
reputation that it does not act opportunistically. One fac-
tor that may support this is that the suppliers are in con-
tact with one another—indeed, Toyota itself encouraged
the leading suppliers to its Georgtown, Kentucky, plant
to form a formal association. This effectively means that
any mistreatment of a single supplier will be known to all.
If Toyota’s taking unfair advantage of one supplier would
lead all of them to withhold full cooperation, this would
significantly temper any incentives Toyota might have
for opportunism relative to what they would be if any
punishments were from just the individual firm it had
exploited. Further, the low interest rates at which Toyota
has been able to borrow mean that future returns are not
likely discounted heavily, so its reputation with partners
looms large. This fits, of course, with the general long-
term orientation for which the firm is known.

The importance of future returns’ not being heavily dis-
counted means that maintaining a cooperative relationship
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is easier when interest rates and, more generally, the cost
of capital are low. Thus, two weak firms are unlikely to cre-
ate a strong, productive alliance, even if their capabilities
and resources are very complementary. Future returns are
not sufficiently salient to offset current temptations and
induce full cooperation. And when a previously strong
firm gets in trouble, its partners need to be very wary.
A partner facing a cash crisis is apt to behave in a very
short-run oriented way, even if it would be completely
trustworthy in more normal times. When immediate
survival is at stake, longer-term considerations are just not
very salient. Two examples from the auto industry illus-
trate the difficulties.

General Motors in the late 1980s and early 1990s had
made some moves towards establishing the sort of long-
term relations with a select group of suppliers that we have
been describing. It sought to engage them, to get them to
share cost information that they would normally have kept
completely confidential, and to work cooperatively to cre-
ate value. Then GM got in financial trouble—it ultimately
registered a loss of $23 billion in 1992. Part of the response
was to use the cost information gained from suppliers to
force large price cuts. This breach of trust soured relations
with the suppliers for years afterward. Yet, it was com-
pletely rational in the context of the crisis: Some GM exec-
utives credited the money squeezed from the suppliers
with saving the company from bankruptcy.

In such circumstances, it probably was in the interests of
the many suppliers to help General Motors, voluntarily
adjusting the terms of the bargain to give the troubled
partner a temporarily bigger share. This would not only
have helped GM through its difficulties, it would also have
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improved its incentives and might have helped maintain
cooperation. The problem would have been to coordinate
all this and overcome the free-rider problem among the
suppliers that each would like the others to help GM while
it kept to the original terms of the deal. This may be less
of an issue when the numbers are smaller.

The second example illustrates the possibility of offer-
ing to help a partner in trouble, but it also shows the dan-
gers of being dependent on such a partner (Burt 2002).
The case involves the hold-up of Ford’s Land Rover sub-
sidiary. UPF-Thompson, a small British firm that was the
sole supplier of the chassis for Land Rover’s Discovery
model, went into receivership in December 2001.
KPMG, the accounting firm, was appointed to run the
company while exploring a possible sale. Anxious to keep
its supplier operating, Ford offered to increase the price it
paid for the chassis by 20 percent and to make an addi-
tional “goodwill payment” of £4 million. KPMG
rejected this offer, demanding that Ford make an up-front
payment to UPF of £35 million and also increase the
price by substantially more than Ford had offered. The
total demand was estimated to amount to £61 million,
although Land Rover had been spending only £16 mil-
lion a year on the Discovery’s chassis. The KPMG part-
ner in charge stated that his firm was merely fulfilling its
legal obligation to get the most from the assets of UPF:
“Land Rover’s reliance on the company is an asset and we
need to obtain the best value on the asset.” Ford officials
were furious, and before obtaining an injunction requir-
ing UPF to continue delivery, Ford was reported to have
been considering ceasing production of the Discovery
rather than submit to the hold-up attempt.6
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Even when there is nothing as dramatic as a bankruptcy
to disturb arrangements, long-term relationships generally
need to adjust over time. It is not sufficient to set the orig-
inal terms of the understanding and then let it run, appeal-
ing to the original contract when issues arise. At a
minimum, as volumes depart from those that were forecast,
prices may need to be adjusted to ensure an equitable divi-
sion of the returns and thus maintain both parties’ interest
in the relationship. Moreover, as technology, markets, com-
petitors, customers, and the partners themselves change,
the opportunities for cooperation will change, as will the
parties’ outside options. All these affect the extent of coop-
eration that can be maintained in the relationship, the divi-
sions of the returns that are acceptable, and even the
appropriate mix of activities for the parties to undertake. It
thus becomes crucial to the survival and success of the
relationship that the parties be willing to adjust its terms.

The complex relationship among Xerox, Fuji Photo
Film, and Fuji Xerox, a joint venture of the first two
companies, provides an outstanding example of such
adaptation. Fuji Xerox was established in 1962 and con-
tinues successfully today, one of the longest-surviving
international partnerships or alliances (Gomes-Casseres
and McQuade 1991). The roles of the parties, the activi-
ties undertaken by each of them, the ownership structure
of the joint venture, the nature and direction of payments
between the parties, even the identity of the parties to the
partnership have all changed over the years in a flexible,
adaptive fashion that has been crucial to the success of
the arrangement.

Fuji Xerox was originally intended simply as a vehicle
to sell Xerox’s revolutionary plain paper copiers in Japan.
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It was in fact a creation of Rank Xerox, itself a joint venture
of Xerox and a British firm that had been set up to mar-
ket Xerox products outside the United States at a time
when the fledgling Xerox Corporation lacked resources to
exploit its technology worldwide. A Japanese partner was
sought to facilitate entry into the Japanese market, and
Fuji Photo Film was chosen, the only firm among those
interested that was not in the electronics business. Xerox
was to provide the product, exported from America, and
Fuji Photo would staff the sales organization and provide
market knowledge. Government regulations mandated,
however, that the joint venture had to do manufacturing
as well as sales. Thus, Fuji Xerox was given a role in manu-
facturing (largely assembly of knock-down kits from
America), which it then outsourced to its parent, Fuji
Photo.

The initial formal contract between Rank Xerox and
Fuji Photo Film specified payments from Fuji Xerox to
Xerox for use of the latter’s technology. It also provided
for protection of Xerox’s intellectual property—Fuji
Photo Film had no right to use any Xerox technology
about which it might learn through the joint venture. In
fact, Xerox insisted on adhering strictly to this condition,
refusing at one point even to consider ideas that Fuji
Photo Film developed for new uses of the Xerox technol-
ogy. At this point, Fuji Photo Film effectively became lit-
tle more than a financial partner in the arrangement,
passing manufacturing back to Fuji Xerox, but not with-
drawing its money from the partnership or the people it
had sent.

This realignment of Fuji Photo Film’s role was just
the first of many changes in the basic structure of the
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partnership. A few years later Xerox increased its owner-
ship share in Rank Xerox to greater than 50 percent. As
a consequence, Fuji Xerox came under direct control
from Xerox headquarters rather than through the inter-
mediary of Rank Xerox. In the early 1990s, Xerox and
Fuji Xerox set up a further joint venture, Xerox
International Partners, to market Fuji Xerox’s laser print-
ers in the United States. As well, responsibility for selling
Xerox products in the Asia–Pacific region was shifted
from Rank Xerox to Fuji Xerox. In the late 1990s, Xerox
bought full ownership of the Rank Xerox joint venture, so
Fuji Xerox was now a 50–50 joint venture of Xerox and
Fuji Photo Film. Most recently, with Xerox facing finan-
cial difficulties, Fuji Photo Film bought half of Xerox’s
interest in the joint venture.

That Fuji Xerox had laser printers to sell in the United
States was a reflection of other fundamental changes that
had occurred in the relationship over time. From the out-
set, Xerox had always been focused on developing and
selling larger, faster copying machines aimed at corpora-
tions that used them in central copying facilities. The dif-
ficulties of reproducing documents written in Japanese
kanji meant, however, that a larger part of the demand in
the Japanese market was for smaller machines that could
be put in every office. When Xerox refused to develop
such machines, Fuji Xerox found money in its budget to
develop them itself, in direct contravention of Xerox
policy. The Fuji Xerox machines proved to be of high
quality and sold well, and eventually they were accepted
by Xerox. In fact, Fuji Xerox came to provide all the
lower volume copiers sold by the Xerox group through-
out the world. This evolving role for Fuji Xerox was

Organizing for Performance

211



recognized by repeated renegotiation of the contractual
payments between Xerox and Fuji Xerox.

Perhaps the greatest adjustment occurred in the flow of
knowledge between Xerox and Fuji Xerox. Xerox won
acclaim in the early 1990s as the first American company
to have gained back market share after losing a dominant
position to Japanese competitors. Fuji Xerox played a
huge role in this. Initially most learning flowed from the
Xerox’s technology to Fuji Xerox. Once Xerox lost the
protection of its key patents in an antitrust action, how-
ever, it faced a wave of entry. The parent company
focused on the threat from such established American
giants as Eastman Kodak and IBM, but the Japanese
entrants to the industry were Fuji Xerox’s concern. The
Japanese in fact proved the greater threat to the Xerox
group as they came to dominate the lower end of the U.S.
market and then to start making inroads into higher-
volume copier segments. Fuji Xerox had already learned
the techniques of designing and manufacturing products
at low cost and with exceptionally high quality that
became the competitive advantage of Japanese manufac-
turers, including those like Canon and Ricoh that entered
the copier business. Once Xerox finally awoke to the true
nature of the competitive threat (after what it labeled
a “lost decade”), it was able to import Fuji Xerox meth-
ods of management and production, as well as Fuji Xerox
products, to reverse its decline. Thus, the parent learned
from the organizational child, as the flow of expertise
reversed from its original direction.

These adjustments, involving the explicit contractual
terms and the implicit relational contract, were key to the
survival and success of the joint venture.
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While evolution of any long-term relationship is
inevitable, the parties need to careful about taking actions
that would force adjustment in the partnership, because
these can be destabilizing even when their intent was not
to force changes in the terms. Choices that either partner
makes that alter the returns that the partnership can gen-
erate can affect the possibility for continued cooperation.
They could also undercut cooperation by causing the
partner to become concerned about its ability to protect
itself against misbehavior. For example, developing an
in-house capability in an area that has been the partner’s
responsibility reduces the difference in value between the
what the partners can achieve by cooperation and what
the firm can achieve on its own, making cooperation less
valuable. It also may make the partner worry that it will
be replaced, which may deter it from committing future
resources to the partnership.

In a related vein, making the parties more dependent
on one another or increasing the difficulty of severing the
relationship generally tends to make cooperation easier to
achieve. It was this effect that led telecommunications
giants AT&T and BT to avoid specifying up-front the
terms for dissolution of their Concert joint venture,
which was to serve the telecommunications needs of the
two companies’ multinational business clients. But if
there is some danger that external events, like regulatory
changes or demand shifts, could eliminate the basis for
cooperation, then there is a substantial cost to such mea-
sures. When demand for Concert’s services proved less
than anticipated and the difficulties of integrating the two
parents’ businesses more substantial, the lack of agreed
terms for dissolution proved very costly.
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Despite such difficulties, the innovation of managing
supply through long-term relations has spread and plays
a major role in explaining the increased outsourcing of
the last decade.

Horizontal Scope

In the 1960s and 1970s, conglomerates—companies
involved in multiple, unrelated lines of business—were in
fashion. In the 1980s they fell from favor, and much of
the merger and acquisitions activity of that decade in the
United States essentially involved unwinding complex
combinations of distinct businesses created in the preced-
ing decades.

The stock market appears to have believed in conglom-
erates in the 1960s and 1970s, when they were first put
together, for unrelated acquisitions were rewarded by
increases in market valuations that made the combined
entity more valuable than the pieces going into it
(Matsusaka 1993). Later, demergers were also rewarded
(Comment and Jarrell 1995), and scholars identified
a “conglomerate discount” (Montgomery and Wernerfeldt
1988; Lang and Stultz 1994), with the market apparently
valuing firms in multiple lines of business at less than the
sum of the values the component businesses would have
as stand-alone operations. While the extent to which the
market actually does apply such a discount is now a topic
of some debate, it is clear that focus is much more in favor
than it once was. It would seem that even the wave of
merger and acquisition activity that occurred in the late
1990s did not lead to firms having as broad scopes as
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twenty years ago, at least in the major English-speaking
economies. Meanwhile, there are some signs that conti-
nental European firms are starting to reduce their scope.
Novartis and ICI are prime examples: Both have disposed
of lines of business and become more focused. Earlier,
Daimler Benz had done the same.

Why should putting two distinct businesses under
common ownership and management affect the value
they create? Or, equally, why should breaking them up
into separate businesses affect their value? What is the
impact of corporate strategy?

In an earlier era, the claim was made that combining
businesses under common ownership served a risk-
reduction purpose: The diversified firm was like a diver-
sified portfolio, with the aggregate being less risky than
any one of the pieces. Of course, this diversification is of
no particular value to shareholders, since they could hold
both firms’ shares on their own and achieve the same
result. In fact, since the combination forces all sharehold-
ers to hold the claims on the two earnings streams in fixed
proportions, the merged entity actually restricts share-
holders’ portfolio choices (although prominent asset pric-
ing theories would suggest this latter factor may be
unimportant).

Note that there are at least two points that might
counter this powerful argument against the idea that
diversification creates value by reducing risk. First, if
shareholders cannot easily diversify on their own, then
there may be a risk-reduction value to having diversified
firms. This may, in fact, rationalize diversification in some
contexts. An example is family-owned firms, especially in
countries with poorly developed capital markets. The
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family cannot easily diversify through the financial markets
and does so instead by entering numerous lines of busi-
ness. Second, while stockholders can diversify their
financial portfolios, the managers and employees of the
firm are not able to diversify their employment. If diver-
sification allows for cross-subsidization of businesses
doing badly by ones that are doing well, and if this in turn
reduces the likelihood of pay cuts and layoffs, then the
risk faced by the employees is reduced. This has value,
some of which might accrue to the shareholders if the
lessened risk allows reducing average total compensation.

A diversified firm might also have advantages if it were
able to allocate resources between businesses more effec-
tively than the market can. Williamson (1975) suggested
that capital allocation might be done better within firms
than across firm boundaries. Possibly the information
asymmetries that confront the internal capital allocation
process are less troublesome than those in market deal-
ings. For example, the manager of each unit might pri-
vately know something about the value of extra capital
allocated to it. If the managers of different businesses are
in the same firm, it may be easier to align their interests
with efficient allocation between the businesses than
would be possible in a market. Then each may be more
inclined to reveal the relevant information, thereby
permitting better capital allocation.

Similarly, if sensitive or subjective information about
people and jobs flows more easily within a firm than
across firm boundaries, it may be possible that the alloca-
tion of human capital is more efficient within the firm.
Even though, in comparison to the market, having fewer
people to match with fewer jobs reduces the possibilities
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for a great fit between the person and the job, the quality
of the average match may be better because of the
improved information. Certainly there is some reason to
expect that there are such advantages in communication
within the firm, because shared experiences and shared
language make communication more effective. A diversi-
fied firm may also be better positioned than the market to
offer managers a rich set of experiences in different busi-
nesses, and thus may have some advantages in developing
human capital. This argument has been made in the case
of General Electric, the most successful of the surviving
conglomerates.

Diversification might also make sense if the firm has
capabilities or non-marketed resources that are not fully
being utilized in its current line of business, yet further
expansion of that business is not attractive. An argument
made in the 1960s by Harold Geneen, head of ITT, per-
haps the archetypal conglomerate of the day, was that his
firm had access to superior executives who together could
manage assets and businesses better than others could.
ITT’s expansion was then justified by the possibility of
letting its superior team of managers work with a larger
set of resources to create greater value. Expansion in any
single line of business was presumably restricted by the
strict antitrust enforcement policies of the day, and so
ITT became a conglomerate.7 More recently, Virgin’s
expansion of its scope, from airlines and trains through
music and bridal stores to soft drinks, may possibly be
rationalized by regarding the Virgin brand as such an
incompletely utilized resource.

In a related vein, externalities among businesses
might also favor integrating the businesses inside a single
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firm. Absent efficient Coasian bargaining or complete
contracting, coordinating across businesses to handle the
externalities will require cooperation in the sense used
in Chapter 3—behavior that supports others’ welfare.
Inducing cooperation may be easier inside the firm than
between separate organizations because the firm can offer
more muted but better balanced incentives than those
that come from dealings between distinct, autonomous
parties. Thus, for example, if customer lists can be shared
or if a common brand gainfully used by different busi-
nesses, or, more generally, if investments will affect mul-
tiple businesses, then integration may have advantages.
The Walt Disney Company’s expansion from its base in
animated films to television shows, theme parks, retail
stores, cruise lines, and more, can be seen in this light. In
each case, the characters and general brand characteris-
tics (wholesome, family-oriented fun) were leveraged to
gain advantage in the new activity. This was more easily
accomplished within a single firm because the brand
created externalities among the businesses and these
needed to be coordinated.

Complementarities can be a basis for interdependence
between potentially separate businesses that can favor
their integration. The rationale offered by Sony
Corporation for its acquisition of Columbia Pictures and
CBS Records between 1987 and 1989 was based on the
complementarity between “software” or content—films,
TV shows, recorded music—and “hardware”—Sony’s
consumer electronics products that turned content into
entertainment (Avery, Roberts, and Zemsky 1993).
Managing a company combining consumer electronics
and recorded entertainment has been problematic for
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Sony. However, at the time of the acquisitions Sony had
had a string of experiences that convinced its executives
that the key to success for new consumer electronics
products might well be the ability to provide content that
could be played on them. The film and recording compa-
nies had historically resisted every new delivery technol-
ogy that had emerged: Television would destroy the movie
business; audio cassettes would destroy the record
business by permitting copying; home video cassette
recorders would destroy television and the movies, again
by permitting copying; the compact disk would just be
another costly medium that would bring no extra demand
for recorded music. In fact, each innovation eventually
created huge new profits for the content providers.
Meanwhile, Sony perceived that the CD had succeeded
only because Sony and Philips, the co-developers of the
technology, each controlled recording companies and
required them to issue recordings in the new format.
Further, some within Sony believed that Sony’s Betamax
might have won the standards war for videocassette
recorders against JVC’s VHS standard if Sony had con-
trolled recorded video entertainment that it could have
issued only in its format. Anticipating that it would con-
tinue to develop new delivery systems for entertainment
(including the then much-heralded High Definition TV),
Sony bought control of the two content providers, hop-
ing thereby to ensure the success of its future consumer
electronics products. Strikingly, Sony’s strategy was soon
copied by its archrival, Matsushita, which also bought a
studio and record company.

The Sony experience points to some of the drawbacks
of integrating diverse businesses within a single firm. In
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fact, it appears that the hoped-for synergies never
emerged. None of the products Sony has developed in the
intervening years seem to have benefited significantly
from its ownership of the entertainment businesses,
although perhaps there has been some spillover between
video games and the studio. There may yet be some value
to emerge from the combination if digitalization leads to
convergence of various industries including consumer
electronics and entertainment, as some now anticipate.
Yet, the eventual returns would have to be immense to
offset the initial multibillion-dollar outlay and the subse-
quent losses that Sony experienced and that led to a $3.4
billion write-off on the acquisition.

The first problem was that the Sony leadership had
little experience with or understanding of the new busi-
nesses. They knew something of the recorded music busi-
ness from having had a joint venture with CBS Records in
Japan, but Hollywood was unknown territory. Almost of
necessity, they were forced to rely on managers hired into
the corporation from the entertainment industry. The
ones they chose appear to have acted in a very opportunis-
tic, self-interested way, assuring their Sony bosses that the
extravagances they enjoyed and the failures they generated
were the norm in the business. Perhaps the geographic
distance and the gaps in corporate and national cultures,
compounded by choices Sony made to give the studio
executives remarkable freedom and minimal oversight,
made the difficulties uniquely severe in this case. Yet, the
general point remains that broadening the scope of a
firm’s activities can make the top executives’ task of evalu-
ating and controlling the individual businesses harder and
invites managerial moral hazard.
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At the same time, Sony’s top executives were diverted
from their previous single-minded focus on the consumer
electronics area. It may be only coincidence, but in the
period after the acquisitions Sony experienced an unac-
customed lack of success with a number of new prod-
ucts—high definition television failed to take off, digital
audio tape never caught on, the Minidisk® was a failure.
Perhaps if the leadership had not been distracted by the
new businesses and if the amount of attention they could
give to the traditional business had not been correspond-
ingly limited, these failures might have been avoided or
mitigated. Further, if the entertainment businesses had
not been losing money there might have been more
resources to support investment in consumer electronics.

Having the disparate businesses in the same company
also created tensions between the groups. For example,
Sony’s head of consumer electronics in the United States
complained publicly about announcements affecting his
business coming from the entertainment side. He eventu-
ally left Sony, but that surely did not eliminate the problem.
Top executives had to deal with these rivalries and con-
flicts. Generally, heterogeneity invites corporate politics
and influence activities, with all the attendant costs.

Another problem comes in organizational design.
Different businesses, with different technologies, mar-
kets, and strategies, would on their own typically adopt
different organizational designs—different sorts of peo-
ple, different architectures, different managerial
processes and routines, and different cultures. Putting
the businesses in a single firm means that either the firm
must deal with the complexity and difficulties of compar-
ison that maintaining organizational differentiation
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implies, or else the organizational designs must be made
more common, so that they are no longer optimized for
the individual businesses. Either choice is costly.

Sony opted to maintain as much differentiation as pos-
sible. The result was complexity, increased influence
activities, and loss of control. It is perhaps more common
to insist that standard operating procedures be applied
across the company, precisely to avoid these problems and
increase comparability. Then the cost is likely to be
diminished performance from having an organizational
design that does not fit any of the individual businesses’
needs well.

A prominent example is Tenneco’s takeover of Houston
Oil and Minerals (Williamson 1985: 158). Houston was in
the business of finding and developing hydrocarbon
deposits. Tenneco was a conglomerate with some activi-
ties in oil and gas exploration. Houston was known for the
very intense incentives it offered to its exploration per-
sonnel, including giving them an interest in any petro-
leum deposits they found. The spirit of the company was
very entrepreneurial and its people were highly motivated
and very skilled, and Houston was extremely successful
at finding gas and oil. At the time of the acquisition,
Tenneco vowed to run Houston separately from its other
operations to maintain its entrepreneurial spirit, which it
hoped would spread to the acquiring company. Within
months, however, Tenneco had imposed uniform corpo-
rate processes and compensation systems on Houston. An
executive explained that common processes and proce-
dures were imperative. The bulk of the talent that had
made Houston so successful then left the firm. Eventually
what was left of the Houston unit was rolled up into the
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existing operations. Other examples of the same sort
abound.

Sony sought to limit influence activities and the
problem of complexity by its hands-off management
approach. It did not assign any Japanese executives to
Hollywood and oversaw the entertainment businesses
from an office in New York rather than from Tokyo head-
quarters. This contributed, however, to the difficulties in
control and in allocating resources effectively between the
groups.

Allocating capital between businesses is an especially
important potential source of inefficiency in the diversi-
fied firm. As noted, one of the early justifications of the
conglomerates was the possibility that internal capital
allocation might actually be better than the market would
achieve. More recently the billions of investment dollars
lost by the dotcom start-ups and the collapse of the bub-
ble in technology and telecommunications stocks have
revived the belief that the market may do a far-from-
perfect job in allocating capital. So it seems possible that
internal capital allocation processes might well do a better
job. On the other hand, there are also reasons to suspect
that internal capital budgeting may be grossly inefficient
and that separating businesses into distinct firms may
thus create value.

The risk-reduction for managers and employees cited
earlier as a possible advantage of multibusiness firms
means, a fortiori, that capital is not automatically being
invested where it has its highest-value use. While there
may be gains in terms of the insurance offered to employ-
ees, there is a cost in using capital in low-valued uses.
Further, this cross-subsidization has an additional cost
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that incentives are muted from what they would be in a
stand-alone operation. If losses in one unit are made up
by resources generated in others, then the threat of bank-
ruptcy and job loss becomes less motivating. Thus, the
internal allocation of capital becomes subject to a much
more complex calculus.

Moreover, even if bankruptcy and job losses are not an
issue, having multiple businesses in a single company may
result in inefficient capital allocation because of influence
activities or the desire to limit these. For example, in the
1980s Nokia Corporation undertook a number of acqui-
sitions to shift from its traditional focus on low-growth
commodity businesses (wood pulp, rubber goods, cables)
to electronics. However, to maintain morale in the old-
line businesses, they too were allowed to make acquisi-
tions of their own. This expenditure came at a high
cost—the debt Nokia took on for these acquisitions
nearly bankrupted it in the early 1990s—and the costs
would certainly have been avoided if the old-line busi-
nesses had not been part of the firm. (They were, in fact,
shed after the crisis in the early 1990s, when Nokia chose
to focus on telecommunications.)

The methods available to compete for capital differ
depending on whether it is allocated by the market or
through an administrative process. This means that the
resulting outcomes may differ. In particular, the opportu-
nities to deprecate or sabotage others’ projects are much
more extensive inside organizations. It is clear that this
sort of behavior can be costly in many ways.

An extensive empirical literature has developed on the
efficiency or inefficiency of diversification. The earliest
work documented an apparent “diversification discount.”
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The U.S. stock markets valued diversified firms at a lower
multiple of the replacement cost of their assets than more
focused firms (Montgomery and Wernerfeld 1988). The
market also apparently valued diversified firms a lower
amount than it would have given to the sum of their con-
stituent parts (Lang and Stultz 1994). Later work repli-
cated this last result, showed it also held in the United
Kingdom and Japan, and traced it to inefficient internal
capital allocation processes (Berger and Ofek 1995; Shin
and Stultz 1997; Scharfstein 1998; Lins and Servaes
1999; Scharfstein and Stein 2000).

The technique used in many of these studies was to
match each diversified firm with a collection of single-
segment, stand-alone firms that, in aggregate, replicated
its range of businesses. Then the stock market perfor-
mance and investment choices of the actual firms and the
constructed matches were compared. Doing so revealed
that the diversified firms apparently invested less in
strong divisions with good prospects than did the focused
companies in these same lines of business and, corre-
spondingly, overinvested in the weak ones. These distor-
tions were typically traced to the impact of influence
activities, which led to cross-subsidization of losers by
winners. Two possible mechanisms could have been at
work. The influence activities may have been successful in
twisting choices, with businesses with limited opportuni-
ties getting more resources than they should for efficiency
(Meyer, Milgrom, and Roberts 1992; Rajan, Servaes, and
Zingales 2000; Scharfstein and Stein 2000). The other
possibility is that the firms deliberately adopted evalua-
tion and decision processes that distorted capital invest-
ment in order to limit influence and reduce the attendant
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costs, for example, dividing resources more evenly than
they would for efficiency (Milgrom and Roberts 1990c).

The finding of a conglomerate discount has had a
major impact—management consultants refer to it in
advising their clients to “stick to their knitting,” limiting
their companies’ scope to a narrow range of businesses.
Many executives now believe there is a prima facie case
that diversification will reduce value, and there is indeed
substantial evidence that the market rewards increases in
corporate focus (Comment and Jarrell 1995; Berger and
Ofek 1996). Yet, much of U.S. employment remains in
diversified firms, and almost as many firms increased
their diversification in the first half of the 1990s as
reduced it (Villalonga 2002b). This presents two puz-
zles—why would executives pursue apparently value-
destroying activities, and how could they get away with it?

Very recently, empirical scholars have questioned the
presumed inefficiency of internal capital allocation and
even the existence of the diversification discount. The
problem is that there may be biases in the process
researchers use in selecting groups of single-business
firms against which to compare the investment choices
made by the diversified firms and their market valuation.
Measurement error may also be a factor, and together
these—rather than any real relative inefficiency or result-
ing discount—may account for the statistical findings.

For example, Judith Chevalier (2002) examined the
investment behavior of businesses in the 1990s that later
merged with one another. These firms showed the same
patterns of apparent over- and underinvestment when
independent of each other as they did after combining.
Thus, she concludes that the apparent distortions cannot
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be attributable to cross-subsidization. Belen Villalonga
(2002a, b), looking at the same period, found that the
apparent distortions that were found when using standard
methods to select the single-business firms to match with
the diversified ones disappeared when she used more
sophisticated methods. So, perhaps, there is no significant
amount of inefficient cross-subsidization.

Further, Chevalier and Villalonga both found (as did
Campa and Kedia (2002), who looked at a longer time
period) that diversifying acquisitions in the 1990s were
actually met with positive stock market reactions—the
market perceived them to be value-enhancing. This is in
line with other studies that have consistently found posi-
tive stock market returns to the acquired firm and essen-
tially zero return to the acquiring one, implying that the
market perceives that value is created in aggregate in the
mergers. It also fits with a large number of studies that
suggest that diversified firms are more profitable in
accounting terms. However, it is in some conflict with
other studies that have shown somewhat negative returns
to diversifying combinations (offset by positive returns to
combinations that involve more closely related busi-
nesses). Moreover, firms that diversified in the 1990s
actually traded at a statistically significant discount before
they diversified. Thus, if there is any causal linkage at all
between poor performance and diversification, it appears
that low performance leads to diversification, not the
other way around.

Finally, there is the conundrum of General Electric—
one of the most diversified of businesses and, throughout
the last half of the twentieth century, consistently one of
the best performing.
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What then to make of all this? How can both acquisitions
that increase diversification and those that increase focus be
good? There is an obvious answer. If executives are actually
making choices that increase value, then changes in scope,
whether they increase or decrease focus, should bring a
positive response from the market. Some firms sometimes
can increase value by exiting businesses, focusing on what
they do best and reducing the costs of complexity and
influence. Others can gain by increasing the range of busi-
nesses, especially if the new business can take advantage of
underutilized capabilities or resources or if they have
significant externalities with existing businesses that cannot
effectively be handled contractually. When such moves are
made, value is also increased.

There has, however, been a strong suspicion among
management scholars and economists that diversification
is often a value-destroying manifestation of moral hazard
by executives. If executives enjoy heading bigger compa-
nies and if the opportunities for growth in existing lines
of business are limited, then the obvious choice is to grow
by increasing scope. This would seem to have been at
work in some cases, particularly in the oil industry in the
1970s. High oil prices brought huge cash flows, while
nationalization of the oil industries in Africa and the
Middle East limited the multinational oil companies’
opportunities to invest in the industry. Rather than give
the money back to shareholders, the oil companies diver-
sified. Some of these investments were plausible, even if
they proved unsuccessful. For example, several oil com-
panies went into coal mining on the basis that it was
another energy business based on extraction of subter-
ranean hydrocarbons. Other moves seem completely

Organizing for Performance

228



bizarre: One oil company bought a circus and another
went into fish farming!

Certainly there are cases where executive empire build-
ing has occurred. Further, the executives pursuing it may
have been behaving quite rationally from a personal point
of view. Leaders of bigger firms make more and have
more prestige, although it is unclear that acquiring other
firms leads to higher pay. In any case, those who do acqui-
sitions tend to get invited to serve on the boards of other
firms (Avery, Chevalier, and Schaefer 1998). Until the
scandals around corporate malfeasance erupted in
2001–2, board memberships were plums. Yet, it seems
incorrect to assume that current diversification is primar-
ily a matter of empire building. Indeed, if it were, the
stock market should react negatively, and it does not.

The reason to reject a general presumption that diversi-
fication is simply empire building is that, at least in the
United States, executives of large firms now typically have
significant stock and option holdings that should make
them very sensitive to the value of the firms they lead.
Moreover, although changes in state laws have largely
removed the threat of hostile takeovers that arguably drove
much of the value-enhancing de-diversification in the
1980s, corporate boards seem to have become much more
diligent and demanding monitors of their executives, and
some institutional investors have become quite active in
pushing for performance. So it would seem that executives
would have little incentive or opportunity to indulge any
taste they might have for empire building if it is at any
significant cost in performance.

Thus, we return to the logic that changes in scope are
presumptively aimed at creating greater value. In this
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context, we would expect increased diversification to be
part of a strategy that emphasizes growth. Decreased
scope, on the other hand, would be consistent with a strat-
egy that emphasizes increasing value by focusing on deliv-
ering performance in current businesses. One might then
expect to see increased focus being adopted in conjunction
with other changes in organization that are designed to
improve current performance.

Further, if environmental changes allow new opportu-
nities for growth in a firm’s core businesses, it might be
expected to focus on these and to leave other lines of busi-
ness that it had entered when they were the only avenues
for expansion. Thus, we might expect to see decreased
scope even among some firms that are focused on growth.
Globalization is one such change: Lowering barriers to
trade and investment and increased ease of communicat-
ing, traveling, and shipping across borders mean that
companies have new opportunities to expand internation-
ally and can grow by increasing their geography without
increasing the scope of products or services they offer.
Deregulation and changes in antitrust policies have had
the same effects in particular instances.

Internal Organization and Performance

While much economics research has addressed the vertical
and horizontal boundaries of the firm and given a basis for
analyzing and evaluating the changes that we observe there,
much less has dealt with the internal organization of the
firm and its impact on performance. Thus, our discussion
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here must be much more speculative. Nevertheless, eco-
nomic logic can shed some light on the sort of changes that
are occurring and their possible causes and effects.

The popular perception is that the technological and
competitive environment of business is changing more
rapidly than in the past, and business people assert that
many of the changes they are making in their organiza-
tions are responses to this acceleration. The logic they
offer is similar to that we suggested in the case of the
eighteenth-century Canadian fur trade. Recall that the
Northwest Company overcame the Hudson Bay
Company’s huge cost advantage by creating an organiza-
tion that empowered those close to the relevant informa-
tion to make key strategic and operational decisions,
motivated them via more intense financial incentives and
ownership to make the right decisions and to exert
remarkable efforts, and created mechanisms to ensure that
information was shared and that the decisions of the many
individuals were aligned. This worked spectacularly well
in the newly competitive environment and led to the near
collapse of the HBC, with its more traditional, hierarchic
command and control systems that had worked so well for
more than a century while the HBC had been a monopoly.

The changes implemented at BP and in other loosely
coupled, disaggregated organizations share many of the
same features. A number are particularly germane:

● establishing clarity about strategy and about corporate
policies;

● creating discrete organizational units that are smaller
than previously favored;
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● giving these units’ leaders increased operational and
strategic authority, and holding them strictly accountable
for results;

● reducing the number of layers in the hierarchy in a
process of delayering;

● reducing the number of central staff positions;
● increasing incentives for performance at the unit and

individual levels, perhaps accompanied by increased
rewards tied to overall performance;

● increasing the resources devoted to management train-
ing and development;

● promoting horizontal linkages and communication
among managers and staff, rather than requiring all com-
munication to move up and down through the hierarchy;

● improving information systems that facilitate both the
measurement of performance and communication
across units and up and down the hierarchy.

These moves are linked by a rich web of complemen-
tary relationships, so the impact of adopting any one is
increased by doing the others as well. Thus, we tend to
see all being done together. Indeed, firms that adopt only
some of them not only fail to achieve the substantial per-
formance improvements experienced by those adopting
all; they may even suffer performance degradations.

Creating discrete, focused operating units and giving
their leaders substantial decision rights over their activities
should have a number of direct effects that each improve
performance. The first is to improve the incentives for peo-
ple in the unit to work hard on their unit’s performance
and think cleverly about their responsibilities—to show
initiative. This can come about in several ways.
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First, knowing that you really have the responsibility
and authority to make decisions can be motivating in
itself. If the decision is surely yours to take, or even if
your boss is just less likely to overrule you, you will care
more about the decision and probably invest more in
developing the information needed to decide well
(Aghion and Tirole 1997). Further, if hierarchic superi-
ors have given up decision power, then your incentives to
spend time and effort on influencing their decisions,
rather than on getting your job done, are reduced
(Milgrom and Roberts 1988b, 1990a). This can lead you
to pay much more attention to your unit’s performance.

Delayering augments these incentive effects of creating
small, empowered units. Delayering typically means that
spans of control—the number of people reporting to any
single manager—will increase, in particular for those
directly above any level that has been removed. This may
effect a commitment by such managers not to intervene in
the lower-level decision-making, particularly if the num-
ber of staff personnel has been cut, because they will not
have the time and resources. This, in turn, increases the
motivating effect of reallocating decision rights.
Moreover, if decision rights and authority are reallocated
away from middle managers, there is less need for these
managers and so getting rid of them is more attractive.
Thus, delayering and the creation of small, empowered
organizational units are complementary in affecting
incentives for initiative.

The second way that creating smaller units affects
motivation is by making clearer the relationship between
individuals’ choices and actions and the performance of
their unit. This can support both increased intrinsic
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motivation and the provision of more intense formal
incentives. If the organization is structured so that per-
formance can be tracked and measured only for large
subunits, the link between what an individual does and
the results of these actions is very ambiguous. In a smaller
unit, the linkage likely is clearer. This can increase intrin-
sic motivation because you can see how your actions make
a difference.

At the same time, measuring results for smaller units
probably improves the accuracy of performance mea-
surement, reducing the randomness in any system linking
behavior and rewards, since results are no longer buried
in an amalgam with the effects of other people’s and
units’ actions. This, in turn, allows giving more intense
formal incentives at the unit level without imposing too
much risk. Thus, these features of the design are also
complementary, and creating empowered units makes it
more attractive to increase incentives. This is so both for
explicit financial rewards tied to performance and for less
formal rewards ranging from enhanced prospects of
promotion to well directed praise.

Moreover, measuring performance for a smaller group
makes providing explicit incentives to the group more
effective by reducing the free-rider problem. This prob-
lem arises because the returns to any improvements are
effectively shared among those whose performance is
measured together (Holmström 1982b). When credit is
shared less widely, the incentives are stronger. Finally,
social norms to encourage performance-enhancing
behavior may also be more effective in smaller groups.

Increased incentive intensity, in turn, is complementary
with improving the measurement of performance: If
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stronger incentives are indicated, then the benefits of
improving performance measures increase. This can be
achieved both by defining smaller, focused performance
units and by improved information systems. At the same
time, as the quality of measurement increases, the attrac-
tiveness of increasing incentive intensity goes up. So
falling costs of measuring performance lead to more
intense incentives. Clarity about strategy, so that it is clear
what constitutes good performance and what needs to be
measured, thus leads to giving stronger incentives. Finally,
improved measurement supports broadened spans of con-
trol. Thus more of the common features are linked.

A second effect on performance of creating small,
empowered units is to increase the likely speed of adapta-
tion to new information, at least to the extent that the
information is first available to those in the operating
units rather than higher-ups in the organization.
Information about customer needs, supplier and com-
petitor behavior, and production conditions and opportu-
nities should be most readily available to frontline
personnel, who are in direct contact with the sources of
this information. (In contrast, information about emerg-
ing political and regulatory issues, social trends, financial
market conditions, and corporate policies is arguably
more likely to be available first at the corporate center.)
Empowering those with the information to act upon it
clearly speeds action, provided those with the decision
rights are motivated to make the decisions. There is no
need to wait while the information is communicated up,
absorbed, and analyzed, and then the decisions sent back
down. Further, because aspects of the relevant informa-
tion may be difficult to communicate and, in any case,
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communication tends to result in garbling, the decisions
are likely to be based on more accurate information when
they are made close to the source.

Increasing the speed of decisions is more valuable the
more rapid the environment is changing. There is cer-
tainly a popular perception among business people that
the world is changing at an unprecedented and yet ever-
accelerating rate. This then favors moving decision-mak-
ing to the front lines.

One cost of empowering small, frontline units is that
quality of decision-making may worsen. In the traditional
hierarchic organization, a variety of decisions were made
by the middle managers whose jobs are eliminated in
delayering. In particular, decisions affecting several units
but not the whole organization, such as the allocation of
capital or customers between two divisions or whether
one unit can undertake a project that will harm another,
would naturally have been made by an experienced man-
ager who oversaw both units and who was responsible for
the results of both. Responsibility for such decisions now
moves, either down to lower-level people or up to the top.
Either can potentially be problematic.

If the decisions are moved down, the decision-makers
may not have the information needed to account for
spillover effects on other units or the organization as a
whole. They also may not be properly motivated to
account for these effects. Further, to the extent that the
newly empowered frontline managers have less relevant
experience than the displaced middle managers, the qual-
ity of decision-making may slip. On the other hand, if the
decision power moves up, then motivation is presumably
not a problem—top executives will want to advance the
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performance of the overall organization. As well, since the
top management is no further from the front lines than
were the now-gone middle managers, the amount and
quality of information to which they can gain access is not
likely worse. This is especially true if information, mea-
surement, and reporting systems have been strengthened,
as is normally part of the set of organizational changes.
Instead, the difficulty is that executive overload—too
much to do and too many decisions to be made—may lead
either to hasty, bad decisions or to costly delays. There is
also a danger that the results of top-level interventions
will be applied on a blanket basis, undercutting the loose
coupling and the enhanced incentives that are important
elements of the model. This means that, in fact, the bulk
of the decisions formerly made in the middle must move
down. Thus measures to improve decision-making by
front-line managers are complementary with delayering.

If the problem is that front-line managers do not under-
stand the full implications of their decisions, one solution
is to provide the relevant information. This is increasingly
easy with improved communication and information sys-
tems, investment in which then makes the reallocation of
decision authority more effective. Linking managers of
different units directly so that they can inform one
another about spillovers may be especially valuable, so this
practice is also complementary with the others in the
package. Much of this may occur through information
technology, but face-to-face, personal contact is impor-
tant, especially at the start when relationships are being
established. Being clear about strategy and about overall
corporate policy will also help, because it will set bounds
on decisions and will focus attention on key issues.
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If the poor decisions come from misaligned incentives,
the obvious answer is to provide the appropriate incen-
tives. This might come from reducing the extent to which
performance pay is linked to the individual unit perfor-
mance and paying more on overall firm performance,
although this may limit initiative and have negative impli-
cations for unit performance. Establishing strong norms
with regard to decision-making in the context of spillovers
will also be useful if they lead managers to account more
fully for the effects of their decisions on others. BP’s tying
pay in part to overall corporate performance in part had
this aim. Even more, its creating the peer groups worked
to increase cooperation, because unit managers had to
work with and rely upon the other managers who experi-
enced many of the spillovers from their decisions.

On the other hand, Johnson & Johnson’s decentralized
structure had great difficulties inducing cooperation among
the thirteen J&J companies selling to hospitals in the 1980s.
The company sought to introduce a shared service model
for logistics and billing that would consolidate orders and
shipments to the hospitals for the J&J companies. This was
competitively important for many of the companies, which
were losing market share, and would have generated impor-
tant savings and increased convenience for the customers.
The values of the company then should have induced coop-
erative acceptance of the change, because these accentu-
ated that the first duty was to the customer. However, the
strongest businesses with the best products, which were
competitive even when the customers were not well served,
were unwilling to give up any of their independence.

If limited capabilities are the source of the problem,
then the first question is whether the center would do any
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better. After all, it lacks the relevant information and must
depend on the line managers for it. Even so, the solution
may be in increasing the capability of the line through
investments in managerial development and the provision
of staff in the units. BP has, in fact, invested heavily in
management development.

A second difficulty that can arise with creating small,
focused, empowered units is that the organization may
have trouble responding to challenges and opportunities
that are most naturally addressed on some basis other than
the “natural” linkage patterns derived from the primary
dimensions of performance. At BPX, where the focus was
largely on increasing volumes and controlling costs, the
linkages among units connected ones facing similar tech-
nical problems in achieving low costs and high volumes.
Thus, units that were located in the same geographical
area would not be linked together directly. But, for exam-
ple, regulatory and environmental issues might be better
approached on a national or regional basis.

The natural response to these problems is to create
matrix forms. These can vary in how explicit and formal
they are. ABB’s matrix of geography and product, with
every line manager reporting to two bosses, was at the one
extreme. General Motors employs a “basket-weave”
model. The primary dimension of organization is by
product and region, but senior executives take cross-unit
responsibility for processes such as quality and manufac-
turing. BP tried having a Regions and Policies group that
was nominally to be on a par with the business streams, but
would only have an assurance role. The business units,
linked in their peer groups, would still report to the stream
Executive Committees, but the Regions and Policies staff
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would be in contact with them on matters that did not fit
well into the business focus of the main structure. This was
not fully successful, however. As the mergers and moves
into new business areas increased greatly the complexity of
the company’s business and its geographic spread by the
late 1990s, it began to adjust its design to handle regional
issues better by giving additional, explicit regional respon-
sibilities to senior managers overseeing the business units.

The Whole System

The complementarities described among the features of
internal organization in fact extend to the horizontal and
vertical scope of the firm. Clarity about strategy and the
meaning of performance is easier when the firm is more
focused. A narrower scope also means that there is less
room for the interdependencies among units that can be
problematic for the disaggregated model, although the
logic of partnering means that outsourcing does not
relieve the need to handle interdependencies effectively.
Further, a small top executive team makes a narrower
scope more attractive, as the overload problem is less-
ened. So all the pieces fit together.

The implications of these arguments have in fact been
tested. Andrew Pettigrew and colleagues (Ruigrok et al.
1999; Whittington et al. 1999) studied 448 European com-
panies in the period 1992–6 to examine the linkage
between their performance and the extent to which they
adopted elements of this model (the researchers focused
on ten elements involving changing the boundaries of the
firm, its internal architecture, and its processes). They
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found a number of statistically significant positive correla-
tions among the practices adopted in the best-performing
companies in their set: Adopting one of the features (such
as greater horizontal linkages) was associated with adopting
others (such as higher IT investments). Strikingly, the
worst-performing companies often showed the reverse
patterns, so that weak firms that had increased horizontal
linkages were likely to be investing less in IT.

These observed patterns are in line with the argument
above, with the existence of complementarities among
the features of the design, and with the new model having
positive performance effects. These results held up in a
full econometric estimation of the determinants of per-
formance. Adopting a coherent collection of the measures
was shown to have a strongly positive effect on perfor-
mance, even though individual elements adopted on their
own often hurt performance.

The researchers also found that most companies in their
sample had begun to move to the new model, adopting at
least some of the collection of features. However, only a
tiny percentage (about one in twenty in the sample) had
gone all the way, adopting the full model by changing their
structures, processes, and boundaries in fundamental
ways. Those that had done so experienced much higher
profitability than firms that had not moved at all towards
the new model. Strikingly, those firms that adopted only
one or two of the three elements actually did substantially
worse than those that had not moved towards it at all.

Thus, the changes that are being adopted, when seen
and acted upon holistically, make excellent business sense.
Together they improve performance substantially, while
mix and match does not work.
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Notes

1. For a detailed examination of the range of changes and a
survey of the evidence that they are occurring, see
Whittington et al. (1999). See also Lichtenberg (1992) on
focus, McMillan (1995) on outsourcing, Rajan and Wulf
(2002) for evidence on delayering, and Nagar (2002) on del-
egation and incentive pay.

2. See Milgrom and Roberts (1992: 552–61) for a general dis-
cussion of the issues involved. See also McMillan (1995)
and Holmström and Roberts (1998).

3. Baker, Gibbons, and Murphy (2001), Levin (2003), and
Doornik (2001) are recent exceptions.

4. The norm in the Japanese auto industry has been for only
some 30 percent of the total cost of the vehicle to be
incurred by the final manufacturer, with the rest being done
by outside suppliers. In contrast, General Motors in the
1980s did 70 percent in-house, sourcing much less from
outsiders. See McMillan (1995) and Milgrom and Roberts
(1993) for more details and references.

5. The basic logic is very similar to that developed in the dis-
cussion of reputations in the agency context in Chapter 4.

6. In fact, Ford had earlier stopped selling its Explorer sports
utility vehicle in Europe after Arthur Andersen, the receiver
for another insolvent British supplier, had demanded a
60 percent price increase, with the threat to stop delivery of
cylinder heads for the Explorer. In that case the British High
Court had ruled that Andersen had acted properly in
exploiting the customer’s vulnerability, since the receiver’s
responsibility was to raise money to repay creditors.

7. Geneen also directly appealed to the risk-reduction
argument.
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6

Organizing for Growth and
Innovation

Delivering current performance may please shareholders,
but they are even happier if the firm is not just profitable,
but if its profits and profitability are actually increasing.
Moreover, the members of the firm are apt to like growth
too. Work is more fun in a growing company. Growth means
more opportunities for new, exciting assignments and pro-
motions, and unpleasant conflict is lessened, because there
can be more for everyone from the ever-bigger pie that is
being divided. Yet realizing growth without undercutting
current performance and destroying value can be very
problematic.

As long as the potential of the firm’s original business
is not exhausted, then delivering current performance
and achieving growth can be completely compatible. That
is not to say that growth is necessarily easy. Size brings
complexity, and organizational designs that were adequate
in a small firm may fail to scale up successfully in a larger
one. But there is no inherent conflict in extending the
basic strategic model as the business expands.



There are limits to such organic growth, however.
Management scholars have argued that most industries
go through a life cycle, from founding through a period of
rapid growth to maturity, when the industry essentially
grows with the overall economy, and then perhaps to
ultimate decline.1 While no single firm necessarily follows
through this whole cycle, because some enter late and
others exit before the industry dies, the dynamics of the
industry set the context for the growth of individual
firms. When the industry is growing fast, attracting new
customers, there is lots of room for individual firms to
grow rapidly too. Thus, some auto companies and the
industry as a whole grew very fast in the early twentieth
century, while firms in the software, semiconductor, com-
puter, and telecommunications industries grew at
tremendous rates in the later part of the century.

At some point, however, market growth must slow. It
may still be possible for a few firms to keep growing fast by
attracting customers from competitors, but this is likely to
be increasingly difficult. Another possibility is to expand
into new geographic markets, but there are often real lim-
its to this approach. Leading a process of industry consol-
idation by absorbing competitors can also bring continued
growth for some time. But there are obvious limits to this
source of growth as well: Even if further consolidation
would be economically possible, antitrust is likely to prove
a barrier.

Thus, if the firm is to continue to grow at substantial
rates, it must ultimately be by developing business oppor-
tunities beyond its original scope. Moreover, if demand
for a firm’s original products declines, then developing
new options can be crucial to its very survival.
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Acquisitions are one way to get into new businesses:
Buy products, divisions, or companies already in these
fields. The other option is for the firm to create and
develop new opportunities on its own. Acquisitions read-
ily lead to higher sale numbers and higher total profits,
but the implications for value creation and profitability
are less clearly positive. Innovating, on the other hand, is
an inherently uncertain process. Moreover, the organiza-
tional designs that support it are very different from those
that support delivery of current performance. This means
that sustaining growth at rates exceeding the rate of growth
of the economy is a difficult process—one that few firms
manage successfully for very long. Meanwhile, huge
amounts of value may be destroyed in pursuing unattain-
able growth ambitions.

This chapter is about organizing for growth. We will
first discuss briefly the acquisition option. Then we turn
to our main focus, the problem of organizing for innovation
while continuing to deliver performance in the existing
businesses.

Buying Growth

Acquisitions can certainly lead companies into new busi-
nesses and new growth opportunities. General Electric has
undertaken hundreds of acquisitions. In recent years many
of these were by the company’s GE Capital financial ser-
vices group, which in the process became a hugely diverse
concern in its own right whose growth was a major ele-
ment of the parent’s. Acquisitions have also been used by
some companies to maintain the flow of new products
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needed to compete and grow in high tech businesses. Most
prominently, Cisco Systems bought scores of smaller com-
panies to obtain the technologies and people it needed to
keep innovating in its business in routers, switches and
other network equipment, and software. Acquisitions have
even been used to transform companies completely.
Westinghouse Electric, the venerable American manufac-
turing concern, in 1997 transmogrified itself into a media
company called CBS, owning the CBS television network,
cable channels, and radio and television stations. It did this
largely by buying the media businesses and selling off its
original manufacturing operations. Similarly, Mannesmann
in 1990 epitomized German heavy industry, producing
coal, iron and steel, pipes, industrial machinery, and auto-
motive equipment. Nine years later it was a pure-play
mobile telecommunications provider. Beginning in 1990
with a license to start a wireless communications network in
Germany, Mannesmann grew to become a major player in
the industry by acquiring wireless companies in other
European countries. In 1999 the company exited all its
industrial businesses, completing its transformation.
(Strikingly, both Mannesmann and CBS have since been
absorbed by other companies, the former by Vodafone and
the latter by Viacom.)

The big problem with acquisition-based growth strate-
gies is generating value for the acquiring company’s
shareholders through the process. Profitless growth is not
worthwhile, because just being bigger has no real value.
In general, it seems very hard for firms to benefit their
owners by buying other firms. The difficulties are twofold.
First is to avoid having all the potential value creation
flow to the shareholders of the acquired firm. The second
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is to realize the potential gains once the transaction is
completed.

A consistent finding from a number of studies is that,
when measured by stock-market reactions, mergers and
acquisitions on average do create value, but most or all of
it accrues to the target firms’ owners. The general pattern
is that the stock price of the acquired firm shows signifi-
cant positive “abnormal returns” (its price rises relative
to what would have been predicted from general market
movements), reflecting investors’ perception that the
target’s shareholders usually do very well, receiving a sig-
nificant premium for their shares. On the other hand, the
stock price of the acquiring firm tends to be unaffected
on average, or to fall somewhat.2 So, on net, investors
perceive that there is value created in the average deal, but
that little or none of it accrues to the acquiring firm.

This distribution of the surplus is what one would
expect if there is active competition to acquire companies
and potential targets are in short supply relative to the
number of interested buyers. Of course, it is not inevitable
that sellers should be on the short side of the market, but
it appears that they systematically are. Perhaps this is
reflective of the desirability to executives of growing and
keeping one’s job over being acquired and possibly termi-
nated. It may also reflect the targets’ actively seeking addi-
tional suitors once the possibility of being acquired arises.
Indeed, the directors of the target arguably have a duty to
their shareholders to try to get an auction going in which
the price of their firm will be bid up by competition.

Even if competition for targets is not overly intense, an
informational problem may help explain the distribution of
the benefits from acquisitions. It is known in the literature
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on competitive bidding as “the winner’s curse.” The basic
idea is that, in auctions where the value to the different
bidders of the thing being sold has a common element,
unless the bidders are sophisticated there will be a tendency
for the winner to end up paying more than the item is actu-
ally worth. Target acquisitions may have this feature.

What a company is worth to any other company may be
expressed as some common amount that it is worth to any
possible acquirer, which reflects the underlying value of
the business, plus an idiosyncratic component that
reflects the particularities of the fit between the target and
the individual bidder. No bidder likely knows either of
these two elements with certainty. Instead, they must be
estimated. If bidders with higher estimated values tend to
bid more aggressively, then the winner will tend to be the
firm that estimates the sum to be largest. But even if each
firm’s estimate of the value is unbiased, the largest of the
estimates of the common component is systematically
likely to be an overestimate of the actual amount. Unless
the bidder takes account of the fact that, when it is the
winning bidder, it has the highest estimate of the value of
the target (which means that it is likely an overestimate),
it will tend to bid too aggressively and pay too much.

Sophisticated bidders may learn to avoid the winner’s
curse by adjusting their bids downwards. For example,
the oil companies have been aware of the problem for
many years and presumably have learned to deal with it in
their bidding for oil leases. Whether companies bidding
to acquire others have learned to overcome the winner’s
curse is less certain.

Even if the winner’s curse is avoided, the fact of compe-
tition for targets means that growth by acquisition can be
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value-enhancing for the buyer only if the target is worth
discernibly more to the acquirer than to others. In an auc-
tion of the sort that often occurs in competing to acquire
a company, the price will tend to reflect the highest valua-
tion of the target among the losing bidders. Unless this is
quite a bit lower than the winner’s valuation, all the gains
will flow to the acquired firm’s shareholders.

What makes a target worth more to one firm than
another? First, we need to distinguish whether we are
thinking about the value to the executives of the acquirer
or the value to the shareholders. If the executives are build-
ing empires, or if they are afflicted with hubris and overesti-
mate their abilities to create value in running the target,
these valuations may clearly differ. But as we argued in the
previous chapter, the rise of activist investors and the
increased reliance on executive compensation that is tied in
one way or another to the stock price means that this form
of managerial moral hazard is perhaps less of a problem
than it may have been in the past. Then the answer depends
on two things: The potential for creating extra value by
having the assets of the two companies under common
direction, and the actual ability to realize that extra value.

The potential for value creation in a business combina-
tion depends on there being complementarities between
the two firms that cannot be realized except through uni-
fied management and governance. In particular, if the gains
can be realized without combining the two firms—say, by
an alliance, partnership, or contractual arrangement—then
putting the two firms together cannot be worthwhile.

The requisite complementarity could come from assets
that are underutilized in one of the concerns and that can
be used in both. Many of the “synergies” that are often
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claimed in mergers and acquisitions are of this sort:
Having just one accounting or human resource depart-
ment would allow savings if there are any scale economies
or indivisibilities and if the efficiencies these offer cannot
be realized by, for example, outsourcing these functions.
Importantly, the relevant underused assets may be intan-
gible ones, like knowledge. For example, it is arguable that
much of the value created in BP’s acquisitions of Amoco
and Arco in the late 1990s came from applying BP’s supe-
rior management systems to the American firms’ human
and physical assets. An attractive market position that can
be leveraged to include the new business might also be the
source of the gains. Cisco Systems could make money
buying technology companies because of its unmatched
position as a provider of network equipment to large busi-
nesses and the reputation it had with its customers. These
meant it could get more from the technologies it bought
than could another bidder. The complementarity gains
may also come from each firm having assets that are made
more valuable by being used together. So if one has capa-
bilities in manufacturing and another in marketing, then
possibly the combined firm can do better than the sum of
the parts.

The existence of complementarities that are economi-
cally significant is plausible when the target and acquirer
are in related businesses. For example, Newell Company
has grown to be a major force in the home products busi-
ness by buying other companies in the general field,
including Rubbermaid, to expand its product line
(Barnett and Reddy 1995). Newell adds value by applying
its unique management systems and by leveraging its
relations with retailers. Such complementarities would
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seem less likely, however, when the acquisition is meant to
take the buyer into new businesses. Thus, achieving real
value-creating growth in this fashion is apt to be difficult.

Moreover, even if there are potential complementar-
ities in bringing two existing businesses together, actually
realizing them can be a major organizational challenge.
Postmerger integration is notoriously difficult. It is easy
to understand why.

There are basically three models for organizing after a
merger or acquisition. One is to keep the two organiza-
tions as separate as possible. This was the path initially
followed by Sony after buying Columbia Pictures. This
approach largely gives up on realizing any significant
complementarities, but it permits each part to have an
organizational design that fits its business. It may be app-
ropriate if the objective is to get into a new business, per-
haps to leave the old business behind as Mannesmann and
Westinghouse/CBS did. However, it is hard to see how
any value is going to be created in the process, and any
premium that was paid for the target will be difficult to
recoup.

The other two approaches actually seek integration.
One picks one of the two organization’s models (typically
the acquirer’s) and attempts to institute it across the
board, with the target being reorganized and absorbed.
This was done in the BP–Amoco merger, where the BP
organization design prevailed and the Amoco assets were
brought under the BP business unit model. The third
approach seeks to find the best in both organizational
designs and to combine them to create something quite
different. This is a common pattern, especially when
comparably sized firms are involved in a “merger of
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equals.” The integration process following Hewlett-
Packard’s acquisition of Compaq is a prominent example.

Imposing the organization of one of the firms has the
great advantage of minimizing the confusion and disrup-
tion that is involved in organizational change. It also con-
tributes to rapid integration. There is a clear model, and
the new people simply have to adapt. Of course, the
inclusion of a new group of people in the organization
will necessarily change it, and their adoption of the
selected model’s culture may be a slow and unsure process.
This approach may work very well when the two compa-
nies are in the same business, as in an industry consolida-
tion like BP led. It is also the approach used by Cisco
Systems in acquisitions of much smaller firms for tech-
nology and human resources. Indeed, Cisco screens
potential targets with respect to the people and culture
elements of their organizations to ensure that they will
easily fit into Cisco (O’Reilly 1998). However, if the
objective is to bring in a really new set of business oppor-
tunities, imposing the acquiring firm’s model is likely to
be very inefficient, because it is unlikely to be well adapted
to coordinating and motivating people to carry out the
activities of the new business. At the extreme, it risks driv-
ing away the people who came with the acquisition, and
thus possibly losing the capabilities that were the reason
for the deal in the first place. The example of Tenneco and
Houston Oil and Minerals cited earlier illustrates this
danger.

The first danger in the “best of each” approach is that
choices will be delayed and performance will consequently
suffer for an extended period. What is the better way
needs to be determined, and this may not be immediately
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evident. Moreover, the choice can be an occasion for
immense politicking and resultant influence costs, as each
side competes to have the way it knows be chosen. Indeed,
sometimes choices may never be made. Some twenty years
after the merger that created Japan’s Dai-ichi Kango
Bank, there were still separate Human Resource depart-
ments in the bank to deal with the people who had come
from each of the original companies. HP may actually have
benefited from the delay in carrying out its merger occa-
sioned by shareholder opposition, because it gave extra
time for the design issues to be settled before the actual
combination occurred.

The second problem is that, to the extent that the orig-
inal designs involved coherent systems, the selection of the
apparently best-performing features of each may not yield
a coherent design. As we argued in Chapter 2, mix and
match is often a recipe for disaster in the design problem.

The conclusion from all this is that trying to grow
profitably through acquisitions is difficult, and that creat-
ing value by getting into new businesses by this route may
be especially problematic. Thus, we turn to the problem
of promoting innovation within established firms while
maintaining performance in the original business.

Innovation in Established Firms: Exploring
and Exploiting

Organizing to support the generation of new ideas is not
hard. Research universities provide the model. Get
bright, curious people together, give them time and
resources and minimal direction, let them communicate

Organizing for Growth

253



with other smart people who will both share thoughts and
subject ideas to rigorous examination, and make sure that
the people whose ideas are judged best are rewarded in a
way they value (not necessarily with lots of money!). The
old Bell Laboratories of the American Telephone and
Telegraph Company operated this way, and it generated
several Nobel prizes for the fundamental work done
there, including inventing the transistor and finding evi-
dence of the Big Bang. Xerox’s Palo Alto Research Center
was similarly designed and similarly productive: Object-
oriented programming, local area networks, and many
of the key features of the personal computer were all
developed there. Of course, neither parent company
made any money from these great ideas—perhaps they
were organized a little too much like universities!

Thus, the problem is not just to create ideas, but also to
turn them into successful businesses. Many established
firms struggle painfully to find new business opportuni-
ties, and others never seriously try. Meanwhile, there are
other firms that are constantly creating not just new prod-
ucts, but whole new product categories. Yet, many of
these firms that are so proficient at innovation struggle to
deliver day-to-day performance. They can invent things
and create novel businesses, but they seem unable to run
them with real efficiency. Firms that manage to be both
innovative and efficient are rare. Our first concern will be
to discover why this is so. We then discuss emerging
research that suggests how to encourage the innovation
needed for growth without giving up too much in current
performance.

James March (1991) has distinguished the two tasks that
are involved in firms creating new businesses and then
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running them successfully. One is to exploit effectively the
opportunities inherent in the current situation—the basic
business model the firm has adopted, the market segments
it addresses, the products or services it offers, and the
technology it employs. The other is to explore for and
develop new opportunities. Exploration and exploitation
are quite different tasks, calling on different organiza-
tional capabilities and typically requiring differing organ-
izational designs to effect them.

The essence of exploitation is achieving maximal per-
formance in delivering on the current strategy. As
described in the Chapter 5, consummate exploitation
requires complete focus on the current agenda, with all
energy aimed at effective, timely execution. Consequently,
exploitation involves organizational designs—people,
architecture, routines, and culture—that facilitate focus
and execution. Incentives are likely to be strong and based
whenever possible on quantitative measures of operational
performance, costs, revenues, and profitability. Control of
processes is tight in order to reduce uncertainty and man-
age risk. Meeting current customers’ recognized needs is
accentuated. Slack—resources not devoted to delivering
on the strategy—is ruthlessly eliminated.

Lincoln Electric has done a superb job of exploitation.
Over many decades it has consistently and very effectively
pursued its aim of reducing the cost of the arc welding
equipment and supplies it makes, allowing it to reduce
prices to customers and dominate its markets. As
described earlier, everything in its organizational design is
geared to encouraging workers to increase the productiv-
ity with which they carry out their assigned tasks. This
runs from Lincoln’s famous piece rates and its remarkable
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bonus pay scheme through to the way jobs are designed
and on to the ownership structure. Every bit of cost is
relentlessly squeezed. Even what might appear to be waste
turns out to be a required element of the strategy for real-
izing efficiency. For example, Lincoln’s unusually high
levels of work-in-process inventory are needed to allow
individual pacing of the work, which is crucial to the effec-
tiveness of piece rates and the incentives they generate to
work hard and be smart about how to do one’s job better.
Similarly, the high level of employee earnings—they are at
least twice the average for manufacturing workers in
Lincoln’s home region—could not be reduced without
undermining the trust and long-term loyalty of the work-
force and without damaging the incentives for initiative
(from the piece rates) and cooperation (from the bonus).

Exploitation is not just a matter of static efficiency in a
narrow sense. Indeed, it can involve large amounts of
innovation. Lincoln could not have achieved its record of
ever-increasing output per hour without developing and
implementing innumerable process innovations over the
years. Similarly, BP Exploration, a superb exploiter, has
made numerous major innovations in finding and extract-
ing oil, including developing the ability to drill horizon-
tally and in very deep ocean water. Moreover, firms in
technologically very dynamic industries have operated as
effective exploiters. For example, through the 1990s Intel
exploited the opportunities in the X86/Pentium micro-
processor architecture with remarkably single-minded
determination. Getting maximal yields in manufacturing
for each new generation of the chips was always a key
priority, so that costs could be minimized and price could
be reduced. The development process for new chips was
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highly regularized and disciplined. The focus on the
microprocessor business was complete—so much so that
the desert creosote plant, which extrudes a poison that
kills any other plant that invades its space, became an
accepted metaphor describing the effect of the micro-
processor business on any initiatives that might divert
attention away from it (Burgelman 2002).

Although exploiters do innovate, radical innovations are
not the product of exploitation, but rather of exploration.
Both exploitation and exploration involve searching for
improvement. But exploitative search is largely conducted
in the course of normal business, looking for improve-
ments in the context of the current agenda and model or
for fairly limited extensions of them. Exploration involves
search over broader domains, looking for new opportuni-
ties outside the current paradigm. It necessarily involves
much greater uncertainty, both as to whether anything will
be found and then whether it is actually better. It funda-
mentally depends on slack—that resources be allocated to
uses that contribute little or nothing to executing on cur-
rent strategy. Think of “New, Improved” Tide® detergent
versus the digital compact disk. Proctor & Gamble’s
tinkering with one of their established products in a way
that intensive consumer research tells them will meet
expressed customer needs is search in an exploiter mode.
Sony’s and Philips’s creating a new delivery system for
entertainment whose advantages the potential customers
could not imagine is much more exploratory search.

A few companies have adopted a thoroughgoing
exploratory orientation. The purest explorers focus com-
pletely on generating ideas, leaving it to others to select
among them as to which might be worth trying to develop
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into businesses and then to create and run these busi-
nesses. This is how research universities operate, deriving
some revenue from licencing their technologies, but few
commercial organizations can afford this approach. Still,
some come close. Rather than ever trying to build and run
businesses themselves, they sell the ideas they generate or
spin them off into freestanding companies. IdeaLab is an
example. Although IdeaLab has run into difficulties with
the collapse of the dotcom bubble, its original business
model was to create Internet businesses from the ideas of
its founder, Bill Gross, and company researchers. CEOs
for the new businesses were recruited from outside, and
IdeaLab functioned largely in the now familiar role of
incubator, a role it helped create. It provided the initial
idea, capital, office space, business services, specialized
skills, and advice, and it later assisted in connecting to
venture capitalists. The businesses became independent
companies, with IdeaLab retaining a substantial owner-
ship in each. As of 1998, there were over thirty indepen-
dent companies that had come out of this process.

Few companies are content to be pure explorers or
incubators, and yet they still focus heavily on exploration.
One of the most notable is 3M, especially in the period
through the 1960s (Bartlett and Mohammed 1995). This
company has a huge array of products, from the wet-use
sandpaper it developed a century ago, through the reflec-
tive signs used worldwide on freeways, to Scotch brand
adhesive tape, and medical supplies. Its forte has been
developing new, breakthrough products. This requires
imagination, thinking “outside the box,” a willingness to
take significant risks and to accept failures (and even
celebrate, rather than punish, ones that had a chance),
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openness to the new and untried, and finally the slack
resources to generate and develop ideas that may initially
seem very far from successful product offerings. 3M put
together its organization to make all this possible.

Multiple R&D groups were established, and there was
little attempt to coordinate and rationalize activity across
them. Direct communication among groups was strongly
encouraged, however, and became the norm. Thus, a
thousand flowers were let bloom, and multiple approaches
to a problem could co-exist, compete, and cross-fertilize
one another. 3M also gave its people unusual freedom and
autonomy in deciding how and on what to work. To pro-
tect this freedom, it actually mandated that technical peo-
ple should be able to devote 15 percent of their time to
“bootleg” projects of their own choice, rather than
working on the ones to which they were officially assigned.
The ubiquitous Post-It® note came out of such efforts.
Moreover, those who resisted directives from senior man-
agers to abandon projects and instead carried them
through to success were heroes in the organization. Even
the CEO told stories lauding such rebels who had directly
disobeyed him when he had tried to kill their pet projects.

At a corporate level, objectives were set for the share of
revenues coming from new products. Performance mea-
surement for subgroups or individuals, however, tended to
involve subjective evaluations or milestones achieved, not
the financial numbers generated. Rewards had large non-
monetary elements, especially personal autonomy and
professional recognition, and a separate scientific and
engineering career path was created so technical people
could advance without having to move into management.
The sales people were charged as much with being a
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communication link between customers and the labs as with
selling products, and their pay was arranged accordingly.

On the more mundane side of business, the motto was
“make a little, sell a little.” 3M did not attempt to impose
the sort of discipline that was needed to compete in mass
markets on the basis of cost. Rather, it pursued niche
markets, abandoning these when competition from imita-
tors proved too intense.

Both 3M and Lincoln are extreme types, and such
specialization is rare. The reasons are clear. An explorer
is very vulnerable to fast-follower competition that operates
more efficiently and can undercut the originator of the
product, stealing the market before the costs of develop-
ment can be recouped. Indeed, 3M in the 1990s faced
increasingly tough competition of this form, leading it to
spin off its videotape and computer diskette businesses.
More generally, the 3M model generates lots of ideas, but
does not rigorously select among them, and so costs are
inflated by the resources sunk over extended periods on
ideas that will never become products. Meanwhile, long-
run survival as a pure exploiter requires more than being
very good at executing on the strategy. In addition, the
strategy must remain viable. This means that there cannot
be major shifts in demand and that superior new tech-
nologies do not undercut the firm’s competitive advan-
tage. This latter danger has threatened Lincoln in the last
decade as new competitors have introduced welding
equipment using new, lighter materials and new elec-
tronic controls. The competitors have also moved to supply
customers on much shorter lead times than Lincoln can
guarantee because its policy against layoffs constrains its
hiring in busy periods. Thus, firms need to mix elements of
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explorer and exploiter if they want to innovate and grow
profitably on an ongoing basis.

Even in the simplest case—a company that comes into
being to create, develop, and sell just a single product and
that is content to go out of business if and when the demand
dries up—the firm must move between exploring and
exploiting as it develops. The early stages of the firm’s life
require it to operate in explorer mode, but then it must shift
to become an exploiter if it is to prosper. This in itself may
be problematic. Venture capitalists insist on having the right
to appoint the CEOs of their portfolio companies, and they
make frequent use of this power to replace companies’
founders (Hellmann 1998). They do this presumably in
part because the characteristics needed to come up with the
original business idea and prove its value are not the same
as those required to develop the idea into a functioning
business or to run the business effectively once it is estab-
lished. Organizationally there may be problems as well. The
people who were attracted to the firm in the freewheeling
early days of exploration may not fit in the disciplined,
focused exploiter context. The communication patterns
and decision processes that were appropriate in the small
start-up may need to be replaced by more formalized,
bureaucratic ones as the firm grows. The culture of work-
ing together to create something must be replaced by one of
taking responsibility for executing assigned tasks. All this
can be disruptive. However, once our single-product firm
makes it to the stage of exploitation, it can focus on that one
mode of operation until it ultimately ceases to exist when
the product cycle ends. As the Lincoln and Hudson Bay
Company examples make clear, this can be a long time—
Lincoln has been in the arc welding equipment business
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since 1895, and the HBC was still buying furs and selling
manufactured goods three centuries after its founding.

To move beyond this model, where growth prospects are
tied so completely to the single product’s market, firms
must develop multiple business opportunities, and to con-
tinue to grow and survive they must do this on an ongoing
basis. Thus, at any time they must have a portfolio of activ-
ities going on within the firm: Searching for new oppor-
tunities, selecting from among identified opportunities,
building new businesses, running existing ones, exiting
others—all may need to be done at once. In particular,
they must explore and exploit at once. This puts the com-
panies right in the middle of the multi-tasking problem of
exploring and exploiting simultaneously. Striking and
maintaining an appropriate balance between exploration
and exploitation can be hard. Moreover, the better you are
at one, the harder it is to do the other well.

The first difficulty with multi-tasking is the motiva-
tional problem that was discussed in detail in Chapter 4.
The difficulty is in inducing employees to allocate their
time, effort, and attention appropriately among different
tasks when these differ significantly in the timeliness and
accuracy of the available performance measures, as is the
case with exploration and exploitation.

If two tasks compete with one another for employees’
time and attention, the incentives offered for each must be
of comparable intensity, or else the employees will tend to
overemphasize the well-compensated one and under-
supply the other. In the extreme, the employees will just
ignore the less well-rewarded one completely, because that
is the way to earn the highest rewards from any given level
of total effort. Providing comparably intense incentives for
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different activities becomes problematic, however, when
the available measures of the two tasks differ greatly in
their precision or timeliness.

Generally, the better the performance measures on an
activity, the less costly it is to provide stronger incentives 
for the activity in isolation and so to induce higher effort. 
A major reason for this is that the poor measures mean the
employee faces large amounts of uncontrollable risk in her
rewards, which will vary not just with her choices, but also
with the randomness in the measures. This uncertainty is
costly to a risk-averse person, and the cost rises as the incen-
tives become more intense, causing the amount of uncer-
tainty in the rewards to scale up. Since the agent must be
compensated for bearing this risk, good measures tend to
lead to strong incentives and poor measures to weak ones.

When the quality of the measures on two activities
differs significantly, it may thus be extremely difficult or
expensive to give strong incentives for the ill-measured
activity, even though it is easy to provide intense incen-
tives for the other. Thus, providing strong, balanced
incentives for both can be problematic. Consequently, if
both tasks are desired, it may thus be necessary to supply
relatively weak—but balanced—incentives for both.
(Indeed, theory suggests that the optimal incentives to
induce multi-tasking may be even weaker than those that
would be given for the poorly measured activity in isola-
tion.) The weakness of the incentives then means the
agent will not devote much effort to either task, even the
well-measured one to which she could be induced to
devote significant effort if it were in isolation.

Exploratory activity is typically hard to measure in any
precise and timely way. The appropriate behaviors are
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hard to specify in advance, the connection between the
employee’s efforts and the results that are achieved is
subject to real randomness and may be poorly under-
stood, and the actual value of the results may not become
clear for a long time. Exploitation, on the other hand, is
much more easily measured. Sometimes the tasks are so
well understood that the desired behavior can be speci-
fied in advance and controlled directly. More generally,
the connection between effort and results is likely to be
much clearer and less noisy, and the measures of perfor-
mance—operational and financial results—are readily
available. Moreover, the tough, disciplined mindset
appropriate to generating current performance is likely
rather different from the more open, experimental one
that might go with generating new ideas in previously
unexplored fields.

Consequently, if current performance is desired, quite
strong incentives can be given and significant effort
induced at a reasonable cost. On the other hand, if only
innovation is desired, it too can be induced, although
making the incentives very intense can be quite costly.
Getting both sorts of activity from employees can be a
problem, however. This is especially true in a context
where one of the two modes of operation has been the
primary focus, and the company now wants to do both.

In many firms in the last decade, the focus has been on
cost control, and appropriately intense incentives have
been provided for this one activity. Suppose one of these
firms decides it wants to encourage growth, and for this it
sees that it needs to induce more innovation from
employees. Yet, it is loath to give up the performance it
has been enjoying in cost control. What can it do?
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Note first that simply adding some incentives for innova-
tion to the employees’ existing reward package is unlikely
to have any effect. Until the incentives for attempting
innovation are comparably intense to those for cost con-
trol, the employees will rationally ignore them, because
diverting thought and effort towards innovation will
lower their expected rewards. It may also increase the
variability of the rewards and thus the risk they face. This
may help account for the often-heard complaint from
executives that, despite their being eager to welcome
growth-promoting ideas, their people just seem to lack
the imagination to come up with anything. The fact is, for
all the talk, the inducements offered just do not justify
diverting attention away from what is really rewarded
towards risky and poorly compensated activities.

As the incentives for innovation are increased, at some
point they may become sufficiently intense that they do
induce the employees to allocate some attention in this
direction. But because the two activities compete for their
time, unless the incentives for cost control are also
increased, the effort and expected performance in this
activity will fall. This is a second sense in which multi-
tasking is problematic—inducing one sort of behavior
increases the cost of getting the other. Moreover, the
now-intense incentives are tied to noisy, imperfect mea-
sures. This means the employees’ rewards vary signifi-
cantly with the randomness in the measured performance
and only partially with their own efforts. This variability
is costly to risk-averse employees. The cost might be
expressed in terms of discomfort with the lack of control
they experience. Their rewards vary immensely, but not
with their efforts! Then either expected total compensation
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must be increased, which is directly costly to the firm, or
else the employees may quit.

Both these alternatives are actually taken in organiza-
tions. Many start-ups in the 1990s used stock options 
to give very intense incentives for exploratory activity.
Even given the probability that the options would prove
worthless, the expected returns on them—and thus the
expected total compensation offered to employees—was
likely much higher than they could expect elsewhere 
(or, at least, the employees who chose to join such firms
perceived this to be the case). This high expected mone-
tary value was needed to offset the risk that the employ-
ees faced. The “solution” of losing people is adopted
implicitly when firms do not give adequate returns to off-
set the risks they attempt to load on employees when they
ask them to undertake risky projects. The employees face
the risks to their incomes and career prospects that
accompany failure but get little of the returns that success
generates. Many just refuse the offer, either by quitting
or, more subtly, by diverting attention to lower risk activ-
ities. In either case the firm in fact fails to get the innova-
tion it claimed to want.

These factors help explain the problems that some
firms have experienced in trying to become more innova-
tive. For example, despite very large investments in R&D,
Proctor & Gamble, the U.S. consumer products firm,
regularly failed through the 1990s to develop and suc-
cessfully introduce really new, innovative products. Late
in the decade it decided to reorganize to speed new prod-
uct development and introduction. In the process, how-
ever, it lost control of costs, revenues did not climb as
quickly as they had (let alone as fast as had been hoped),
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earnings fell, and the stock price collapsed. All this led to
the CEO’s replacement in June 2000, after less than two
years on the job.

Related problems arise if an explorer tries to push for
greater operational efficiency. The natural way to do this
is to try to introduce a little more focus and discipline and
to try to weed out some of the slack. For example, man-
agement may start measuring operational performance
and talking about the need to control costs. Such moves
may have little effect, because the incentives are unbal-
anced. This is obviously unfortunate. More serious is the
possibility that the measures will work, but that in the
process they destroy innovation.

In an organization that is giving relatively intense incen-
tives for exploration, as through stock options in a start-up,
introducing limited incentives for current performance
may have little effect, because the main rewards are still for
the innovative activity. Moreover, it is likely that the people
who were attracted to the firm when it offered such
rewards will not have a great taste for the perceived
drudgery of exploitation, and they will be inclined to
ignore calls for it, even if these come with some explicit
rewards. After all, they came to the company to work on
cool things and to get a chance at the big prize; responding
to calls for boring cost control is not what they want to do.

The situation is different in more established explorers,
like 3M, where the incentives have probably been more
muted. People have likely been motivated primarily by
pride in their work and the intrinsic pleasure of it, and
they likely value the freedom that they enjoy. The natural
means to increase efficiency, such as tighter controls,
more disciplined resource allocation, and more explicit
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rewards tied to outcomes, are likely to have a significant
effect. In particular, they may shift attention radically. In
effect, the failures that must be common in really
exploratory activity now become very costly to those
involved. This can reduce risk-taking immensely and
severely curtail innovation. Moreover, the problem of
mismatch between what attracted the current people to
the firm and what it now offers them is likely to be at least
as intense as in the start-up.

The last several chief executives at 3M have sought to
increase efficiency while not destroying the innovative
engine that was their company. Thus, while they instituted
more stringent reviews of research projects and speeded
up dropping unpromising ones, they also increased
research budgets significantly. However, they were under-
taking a tough balancing act, and there have been sugges-
tions that the effects on innovation were negative.

Job Design for Multi-tasking

One obvious solution to the multi-tasking problem may
be to divide the jobs, with some employees exploring and
some exploiting. Then each has a simple agenda, and nei-
ther faces any conflict between tasks. There may be draw-
backs, however, if it would otherwise be advantageous to
have one person or group undertake both activities. For
example, the probability of a successful innovation may
depend on knowledge of the current technology or mar-
kets that can best be gained from working in the area.

Other motivational problems arise when a business unit
seeks to pursue multiple goals and assigns different groups
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within the unit to each activity. These problems have to do
with internal competition within the unit and influence
activities. The problems are likely to be especially severe if
growth and innovation are added to the agenda of a unit
that has been focused on current performance.

If a single unit is expected both to push performance on
current products and services and to develop new ones,
the teams assigned to each task are likely to be in compe-
tition over resources. Funds can go into developing new
products or making and marketing current ones. Talented
people can be assigned to one group or the other. The
attention of the unit leaders can be allocated to support-
ing the growth team or the performance team. The next
promotion can go to a member of one team or of the
other. This internal competition is apt to be costly and
divisive under the best of circumstances. Each side will be
tempted not just to argue the merits of its own case, but
also to denigrate the other. Each may become more
focused on the internal competition than on the external
competitors and customers. Resources earned from the
efforts of the team handling the current offerings are
spent on the pet development projects of the other team,
generating jealousy and discontent. When the products
being developed would themselves compete with the cur-
rent offerings, the competition can become really intense
and destructive. The results can be inadequate attention
being given to either task, compounded with severe
morale problems.

Moreover, it really is not possible to eliminate the
multi-tasking problem by assigning exploration to one
group and exploitation to another. If the firm is going to
both explore and exploit, someone will have to multi-task.
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At a minimum, the head of the organizational unit who is
responsible for motivating its members to do the different
tasks must face multiple objectives. So even if each of the
people in the unit is given a simple task, the head must
face balanced incentives if she is to be induced to motivate
the units’ people to undertake both sorts of activity in the
appropriate amounts.

If the unit leader’s rewards could be structured so that
they depended on the full returns generated by the unit
over time, then from the point of view of inducing multi-
tasking it would be equivalent to the leader’s making deci-
sions on her own account. There would then be little
problem in motivating the manager’s multi-tasking
(although there might be trouble motivating those below
her). In reality, however, business unit managers rarely
face such incentives. Their rewards are typically tied to
overall corporate performance, to unit accounting
returns, and perhaps to some subjective measures or the
passing of various milestones. Tying results to corporate
performance, even if it is measured in stock prices, buries
the impact on rewards of any results generated by the
individual unit itself and creates a free-rider problem.
Accounting measures are a poor proxy for the value cre-
ated, let alone for the effort and imagination that has been
employed, especially in a context where innovation is
being pursued. Indeed, current accounting profits are
likely to be hurt by innovative search. Subjective mea-
sures and milestones may provide more effective incen-
tives for innovation than do the accounting numbers, but
using them to provide very intense incentives is certainly
problematic. Big rewards tied to subjective evaluations are
an invitation to politicking and their administration can
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easily seem capricious, biased, and unfair. Consequently,
motivating unit managers to pursue a balanced agenda of
both performance and growth is tough.

On the other hand, top executives may be appropriately
motivated to make the right choices between exploration
and exploitation. At least in the United States, typically a
large fraction of their substantial compensation is tied to
the firm’s stock price. To the extent that the stock price
recognizes both the short- and long-run prospects of the
firm, executives do have strong, balanced incentives.
Thus, it might seem that an easy solution to the multi-
tasking problem is to have only the top executives respon-
sible for both exploration and exploitation. Then
individual business units and functions can focus on
simple agendas of performance or growth.

Typically, this would involve creating different units to
pursue projects outside the normal scope of the existing
businesses.3 The existing units focus on exploitation of
current opportunities, while the new units explore for new
ones and build them into businesses. Creating a separate
exploratory unit also facilitates application of processes
and measures that are appropriate to a new business and
may help ensure that it gets the needed managerial atten-
tion. However, it does not eliminate the conflicts between
those charged with delivering performance in current
businesses and those seeking to build new ones. Instead,
the battleground shifts to the corporate level, and the
resultant influence costs may be even greater.

To protect the new business from the “creosote plant”
effect of the existing ones, some companies try to separate
them radically via the “skunk works” model. The term
referred initially to teams working on top-secret defense
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projects at Lockheed. To maintain secrecy, the teams were
isolated from the rest of the organization. The model has
since been adapted and widely adopted. IBM developed
its first PC using a new ad hoc unit that was located far
from other IBM facilities and whose existence and man-
date were kept a secret from other parts of the firm. The
idea was to protect the project from the dominant culture
of the mainframe computer business, then IBM’s core.
Similarly, General Motors created its Saturn Division to
be “a new kind of car company” producing “a new kind
of car.” To protect it and allow it to develop new ways of
working and of relating to suppliers and employees,
Saturn was located far from GM’s Detroit home base.
The question with the skunk works model is whether the
new unit can ever be integrated back in successfully. IBM
succeeded, but GM has struggled with Saturn. The new
unit will still meet resistance and possibly jealousy, and to
the extent it is organized differently from the rest of the
company, there is complexity and the opportunity for
influence costs.

There are other difficulties, moreover, with passing
responsibility for multi-tasking to the top levels of the
firm. Most obviously, the top executives may be far
removed from having first-hand knowledge on which to
base allocation decisions. This is true under the best of cir-
cumstances in large firms, and when the decisions involve
such matters as the returns to different lines of explo-
ration, it is even more likely to obtain. Thus, the decisions
will necessarily be based on second-hand knowledge and
on hunches and gut-feel. This can obviously result in less
than ideal decisions. Moreover, the information that
the executives will have for decision-making will be

Organizing for Growth

272



very asymmetric. Exploration will have a difficult time
quantifying the costs and benefits that might flow from
giving it resources, while the exploitation groups will be
able to document their cases well. This may tend to bias
decisions in favor of the established, performance-
oriented businesses.

To compensate, executives may try to adopt a bias
towards the exploratory, but this too can cause problems.
When a project gets the CEO’s early support, it will tend
to get resources that it might not objectively deserve. For
example, Intel spent hundreds of millions on a camera
product to permit video-conferencing using personal
computers (Burgelman 2002). CEO Andy Grove’s belief
in the product kept resources flowing to it despite signs
that it would be a failure in the market (which it was).
Similarly, Apple’s Newton personal digital assistant was
the pet project of CEO John Sculley. Although the prod-
uct was good in concept (as Palm later showed), the fail-
ure of the Newton itself might have been forecast, and
huge amounts of resources saved, but for the CEO’s pro-
moting it. Even absent such problems, the top executives’
time is limited, and this may result in delays in decisions,
overload, and frustration for all concerned.

An orthogonal approach to the problem of multi-
tasking is to try to change the fundamental trade-offs
involved, largely by working on the people and cultural
elements of organizational design. The idea is to try to
bring greater alignment between the interests of the firm
and its employees so that the agency and incentive prob-
lems that underlie the multi-tasking problem as we have
discussed it are lessened or even eliminated (Day et al.
2002). The general term used for this approach is “high
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commitment” human resource management. As argued
in Chapter 4, if only very weak explicit performance
rewards are possible, then it may be especially desirable to
incur the costs of adopting high commitment HRM
because it may lead to higher levels of effort (and a better
allocation of it among tasks) than can be induced by the
weak explicit rewards. The hallmarks of this system are
trust, transparency, empowerment, egalitarianism, job
enrichment, teamwork, the absence of explicit individual
monitoring and performance pay, and employees’ identi-
fying their interests and those of the firm and accepting
its vision wholeheartedly.

Nokia Corporation has used many of these organiza-
tional levers with some success in achieving both innova-
tion and remarkable efficiency in operations. In 1992
Nokia was a failing Finnish conglomerate whose products
ranged from rubber boots through wood pulp to televi-
sion sets. The collapse of the Soviet Union had sent the
Finnish economy into severe depression, the rest of
Europe was experiencing a sharp recession, and both the
company and the Finnish banks that were its leading
shareholders were in serious financial difficulties. In this
crisis it offered to sell its small mobile phone business to
Ericsson, but the Swedish company was not interested.
By 2000, Nokia had Europe’s highest market capitaliza-
tion and the fifth most valuable brand in the world.
Completely focused on telecommunications, it was the
clear global leader in mobile phone sales and a strong
player in providing the supporting network equipment.
Its margins on phones were estimated to exceed 20 percent,
while those of its chief rivals—Ericsson and Motorola—
were at best in the low single digits. Nokia had achieved
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this transformation by consistently leading the industry
in developing new models with better technology,
features, and design at the same time that it maintained
the strict control over operations necessary to keep meet-
ing the exploding demand for its products. Even after the
boom in telecommunications collapsed and many firms in
the telecommunications equipment industry ran into
severe difficulties, Nokia continued to thrive.

Nokia chose in 1992 to focus all its energies and atten-
tion on telecommunications, and over the next few years
it exited all its other businesses, including ones with
global scale and good performance. As deregulation and
privatization opened telecommunications services mar-
kets in Europe, Nokia allied with the upstart new
entrants that were challenging the established national
monopoly service providers. Paying careful attention to
the final users, Nokia developed new features for its
phones that gave its clients points of differentiation that
the established service providers were slow to match.
This pattern of innovation was a result of Nokia’s early
recognition that mobile phones were a consumer prod-
uct. This recognition also led it to focus on design, aim-
ing for both appealing looks and ease of use, and on
branding. At the same time, Nokia was quick to recog-
nize the possibilities for developing common platforms
that would allow offering a wide variety of models while
saving on product development, procurement, and
manufacturing costs.

Nokia’s sales more than doubled year-on-year from 1992
through 1995. Growth at these rates presented immense
operational challenges, and in 1995 logistics problems 
led to severe difficulties in meeting demand for its latest
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products. Meanwhile, older products sat unsold. The
firm’s stock market valuation was cut in half. Rallying
from this new crisis, Nokia introduced new information
and decision support systems and stronger operating con-
trols that allowed it to triple its sales revenue between 1996
and 1999 while maintaining its pace of innovation.

The organizational design that Nokia adopted was cru-
cial to this success. In the early days, employees throughout
the firm were motivated by the desire to save the company
and then to build it to be something special for themselves
and their country. The successes they collectively achieved
were a source of real, personal pride. The vision first
offered by the leadership—that voice would go wireless—
was an additional source of inspiration, as, later, was the
announced intention to supplant Motorola as the industry
leader. The excitement and fun of being part of a rapidly
growing, internationally successful firm further strength-
ened employees’ identification with the company.

Other aspects of the organizational design supported
this identification and the motivation it provided. The
architecture was kept fluid, with project teams forming and
dissolving easily, so all had the opportunity to work on
interesting things and to build networks across the firm.
Growth meant there were potentially lots of opportunities
for learning and taking on new responsibilities. The com-
pany encouraged taking these by posting all job openings
internally and prohibiting the bosses of those who wanted
to move from blocking transfers. The leaders of the com-
pany were open and very approachable, eating in the same
cafeteria as the other employees. They clearly operated as
a team and set an example of teamwork throughout the
organization. “Value-based leadership,” rather than control
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through rigorous processes, was the model, and the values
of customer satisfaction, respect for the individual, achieve-
ment, and continuous learning were acted upon consistently.

Pay differences across the organization were muted.
Bonuses were small and were typically paid on a team
basis and on overall company performance, not individu-
ally. At the same time these low-powered explicit incen-
tives were offered, stretch targets were set that shaped
expectations and helped create norms of hard work and
performance delivery. Meanwhile, innovation and experi-
mentation were encouraged. More than a third of the
employees were in R&D positions, but anywhere in the
organization, if someone had an idea, it would be hard to
find anyone who would block its being tried. Honest fail-
ures were not punished—for example, no one was fired
over the 1995 logistics breakdown—and the leadership
sought to remove fear from the organization, so that peo-
ple would be willing to take risks. Politics and influence
activities were strongly discouraged, and a norm of open,
honest communication and debate was fostered. People at
Nokia felt they could trust one another and their bosses,
and this too made taking risk-taking easier.

In 1998 and 1999, Nokia made an even greater commit-
ment to innovation, declaring its intent to lead the devel-
opment of the “Mobile Information Society” that would
put full access to the Internet on everyone’s mobile phone.
Nokia’s previous innovations had been undertaken in the
context of the externally established standards governing
mobile voice communications. In contrast, no quasi-
governmental body would set standards for the mobile
Internet. Moreover, while mobile telephony in the 1990s
had been largely concerned with voice communications,
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data and multimedia would likely drive the next generation
of mobile communications. What constituted a better
mobile phone for voice communications was pretty
clear—smaller, better sound quality, longer battery life.
Data communications involved much wider possibilities
for developing services that could be delivered over the
phone, from the provision of location-sensitive informa-
tion tied to the Global Positioning Satellite system to
interactive games and mobile commerce. Additionally,
there were emerging technologies for wireless communi-
cations apart from the phone. Thus, the company’s new
innovation efforts could, and would have to be, much
more far ranging and open-ended than before.

To deal with this need for more exploration, Nokia
in 1998 established a separate unit, Nokia Ventures
Organization (NVO). Its remit was to develop businesses
that involved combining new technologies with new
markets. Explicitly, the two existing core business units sup-
plying mobile phones (Nokia Mobile Phones—NMP) and
network equipment were charged with developing opportu-
nities that extended existing technology into new markets or
that sought to serve existing markets with new technologies.
At the same time, responsibilities were reallocated among
the group who together had led the corporation since 1992.
The president, Jorma Ollila, became chairman while retain-
ing the role of CEO. Pekka Ala-Pietilä, the head of NMP,
was named to replace Ollila as president of the corporation
and then assigned to head the fledgling NVO and the cor-
porate Central Research Laboratories. Thus, the second-
highest ranking executive took responsibility for driving
exploration and growth. Meanwhile, the head of the net-
works business moved over to lead NMP.
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NVO contained both internal venture units and a cor-
porate venture capital fund, which was based in Silicon
Valley. NVO was to function as an incubator for new
businesses, which would, if they succeeded, return to the
core business units, become new freestanding business
units on their own, or be sold or spun off as independent
companies. No business would stay in NVO indefinitely.
This was to limit internal resistance and jealousies that
many companies have experienced when they set up
exploratory units. Ideas for new ventures might arise
anywhere in the company. Whether they were moved into
NVO or stayed in one of the core businesses, which had
their own internal venturing units, was determined by
the rule of whether the ideas involved both new 
technologies and new markets. Teams of engineers regu-
larly moved between the operating businesses, NVO, and
the Labs, so that narrowly defined interests were
avoided. Governance of NVO was by a group involving
the leaders of the operating businesses. This helped
further ensure that NVO would be connected to the
main businesses and not isolated from the corporation’s
center.

The collapse of the boom in telecommunications in
2000 has slowed adoption of new technologies by the tele-
phone service operators and has been disastrous for many
equipment suppliers. Still Nokia has continued to prosper.
It has developed a range of new products and software
platforms, both on its own and through consortia, spend-
ing over 10 percent of net sales on R&D. Meanwhile it has
increased its market share to near 40 percent in mobile
phones and maintained remarkable margins while its
competitors are losing money.
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Ollila attributed Nokia’s success to the company’s
ability to balance exploration and exploitation: “Why
have we been a successful company? If you want a very
simple answer, it is getting the balance right between
innovation and execution.”4

Ollila’s answer is simple, but actually achieving this
balance is very hard. The key is good organizational design.

Notes

1. See, for example, Saloner, Shepard, and Podolny (2001:
271–84).

2. See Grinblatt and Titman (2002: 707–8) for a discussion of
the literature in this area.

3. See Day et al. (2001) for a discussion of this architectural
solution and Burgelman (1984) for a broad analysis of alter-
native models for organizing new business development
initiatives.

4. Quoted in Doornik and Roberts (2002).
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7

Creating the Modern Firm:
Management and Leadership

Challenges

This book has offered a set of frameworks, concepts, and
tools to help meet the challenges of designing effective
organizations. It has also offered a number of examples of
firms that have developed strategies and organizational
designs that allowed them to deliver exceptional perfor-
mance and growth. Yet, the fact remains that it is very
difficult to develop a winning strategy and an effective
organization. Doing so is fundamentally a creative act that
requires both the analytical problem-solving that charac-
terizes management and the vision, communication, and
persuasion that are essential features of leadership.1

For success, the elements of the firm’s strategy and
organization must be aligned with one another and must
fit the environment in which the firm operates. This need
for alignment and fit, combined with the many interde-
pendencies among the elements of the strategy and orga-
nizational design, means the strategy and organization
really must be developed in tandem, in a holistic fashion.



Structure does not follow strategy any more than strategy
follows structure. This simultaneity implies that the
problem of creating a strategy and an organization that
will allow the firm to succeed is immensely complex,
because it involves so many dimensions that interact with
one another.

Many of these interactions are dynamic. Especially for a
large firm, a change in strategy can easily affect the indus-
try and bring a reaction that leads to the need for further
changes in strategy and organization. The same is true
internally: Changes in one aspect of the organization aimed
at effecting one particular change in behavior can alter
other aspects of behavior in ways that necessitate further
changes on other dimensions of the design. Thus, the usual
approach to fixing the problems that arise as organizations
evolve—find an intervention whose first-order effect is to
solve the problem, take everything else as given, and pull
the lever—is fundamentally flawed. It only sets off a poten-
tially unending stream of response, intervention, further
unanticipated response, and yet another intervention.

Instead, strategic and organizational choices must be
made holistically, recognizing the interdependencies. The
scope of the firm—what it is going to do, where, how, and
for whom—must be decided. How it is going to distin-
guish itself from the competition, gain competitive advan-
tage, and create value must be determined. The right
people must be attracted, retained, and assigned to differ-
ent roles. The formal architecture must be crafted to allow
effective coordination and motivation of these people. The
processes, procedures, and routines that guide and control
behavior must be developed. The fundamental values,
beliefs, and norms that will be shared across the firm must
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be created, transmitted, and adopted. And all these must
mesh properly with one another, so the organization really
does allow the strategy to be executed.

The people, the networks among them, and the rou-
tines they follow must give the firm the capabilities it
needs to create value. The system of incentives must moti-
vate the particular people that have been attracted to the
firm to supply the right mix of behaviors needed to deliver
on the strategy and let the firm reach its goals. The formal
structure and the allocation of decision authority need to
be aligned with where expertise lies and with what moti-
vates the people in the organization. Finally, all the ele-
ments of the strategy and organization need to fit with the
competitive, technological, social, legal, and regulatory
realities the firm faces.

Then, as the world and the organization itself evolve,
the fit must be maintained by adjusting—or even radically
changing—the strategy and the organizational design.

Recognizing the complementarity and substitution
relationships that exist among the design variables can
help suggest the shape of potentially coherent patterns,
and thus reduce the design problem’s complexity. Still, it
remains very hard. People throughout the firm must be
involved, because in a firm of any size the knowledge of
how things really work, how customers really behave, how
choices really interact, is highly dispersed. Managers
throughout the firm must participate in the design task,
completing the details of the parts of the strategy and
organization they know best while cooperating to ensure
that the overall result remains coherent.

Solving the organizational design problem then funda-
mentally requires both management and leadership.
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Much of the actual design work is management—putting
together budgeting processes, specifying reporting rela-
tionships, determining what will be outsourced, setting
up governance procedures, creating and staffing depart-
ments, establishing the financing model. This is vitally
important, but it is not enough. Leadership is needed too.
Leaders offer direction and then motivate others to
believe and to follow. The basic conception of the strategy
and organizational design is thus a matter of leadership.
The leaders must provide a vision of the strategy and
organization, indicating the underlying principles and
how the basic trade-offs are to be resolved. They also
need to communicate the model in a clear and compelling
way, so that others understand and embrace it and are
motivated to try to realize it in designing their parts of the
organization.

Leadership is involved in a second way in solving the
design problem. While managers across the firm can craft
and institute the formal aspects of the design, they cannot
directly control the networks and culture. The people in
the organization, individually and collectively, determine
what they are going to believe, what they will value, what
behavioral norms they will adopt, and with whom they
will connect informally. Yet, these features may be the
most important ones for determining behavior, and thus
how well the firm performs. Leadership can shape these
choices.

The formal elements of the design can influence the
networks and culture, so managers can have some indirect
control over them. For example, BP’s establishing peer
groups helped create networks that were important even
after the original members had moved on to new jobs and
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were no longer in the same peer group. Nokia’s choosing
not to fire anyone after its logistics disaster in 1995 helped
create the absence of fear in the organization that strongly
promoted people’s willingness to take risks. Still, leadership
must play a crucial role in successfully shaping the culture.

Enunciating corporate values is the easy part and, on its
own, not very effective. Most statements of values are too
vague and too abstract to have much impact. Organizations
all say that they care about their customers, but what does
that mean in terms of behavior? Leaders must give specific
meaning to the values, which then sets the basis for their
generating norms of expected behavior.

The first step is for the leaders themselves to act in
accordance with the values and to model the sort of behav-
ior that is wanted. A CEO who personally handles a sam-
pling of customer complaints on a regular basis is
indicating in a forceful way how important customer care
really is. The leaders should also celebrate and reward those
who act in appropriate ways and correct those who do not.

Stories can be an especially powerful tool for commu-
nicating what is wanted and thus for shaping what hap-
pens. For example, the 3M CEO’s telling stories about the
scientist who ignored his orders to drop a project and
brought it through to a successful product moulds the
culture by signaling very clearly what is important. Even
more powerful is the story told every new employee at
Nordstrom, the U.S. retailer renowned for its customer
service. A customer carrying a very worn set of tire chains
approached a clerk and complained that the chains had
not proven satisfactory. Although the customer had no
receipt, the clerk immediately refunded the claimed
purchase price without question. This was despite the
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fact that Nordstrom has never sold tire chains, or any
other kind of automobile supplies!

Thus, organizational design involves both management
and leadership. Beyond that, it is fundamentally a creative
process. To succeed, a firm must create value and keep
some of it. This can happen only if the firm’s strategy and
organization together allow the firm to be better than the
competition, to offer products or services that meet its
target customers’ needs more effectively or more cheaply.
A firm that does the same things in the same ways as the
competition cannot be better than its rivals, and the head-
to-head competition that will ensue will guarantee it gets
to keep very little of any value it might create.

This means that inherently there must be something
distinctively different about a successful firm’s strategy
and organization. For this reason, solving the problems of
strategy and organization is an act of real creativity. It
involves finding something new and different that works.

Clearly, much of this creativity can take the form of
putting existing things together in novel ways. Not every
element of the strategy and organizational design has to
be absolutely new and unique, and there is much to be
learned from experience. But chasing after apparent best
practices is largely futile if the aim is to achieve distinc-
tiveness. At best it may make the firm as good as the com-
petition, and this is not enough to win. The more likely
outcome is that it results in a monstrosity, a patchwork of
ill-fitting organizational features that do not add up to a
coherent design. This is a recipe for failure.

Creativity involves originality, imagining new things,
seeing new patterns and connections. Yet, as important as
this originality is, it is not enough. For the point is not just
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to come up with something new, but instead something
distinctive that works. For this, understanding of the fun-
damental logics governing organizational design is
required. The ideas and examples offered in this book are
meant to be a start on providing this understanding.

Note

1. See Kotter (1990) on this differentiation between manage-
ment and leadership.
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