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Preface

The presence and influence of online commerce are growing steadily, despite, if not
because of, the burst of the dot.com frenzy. With the speculators gone and in the absence
of unsubstantiated claims, it is now possible to face the real problems of the information
society in a rational and systematic manner. As more virtual services are offered to the
general public or among businesses, security of the networked economy will be entangled
with many other considerations. Potential solutions can go along so many directions as
additional parties with different priorities and requirements are brought online. The
interconnection and fusion of local spaces can only mean that electronic commerce (e-
commerce) security will require global actions, including global technical standards and
organizational agreements. These activities, however, do not occur in vacuum;
compromises will have to be made to cope with existing infrastructures, processes, laws,
or social organizations that were not designed for online activity.

The aim of this book is to help the reader address these challenges. Its intended
audience ranges from readers of the periodic IT-Review of the Financial Times, who may
want to understand the technical reasons behind the analysis, to graduate students in
technical and informational domains, who would like to understand the context in which
technology operates. In updating the text, | strove to maintain the goals of the first edition
of providing a comprehensive, though readable, compendium to the protocols for
securing e-commerce and electronic payments. | tried to provide enough technical details
so that readers could gain a good grasp of the concepts, while leaving the rest to more
specialized works as indicated in the bibliography. Chapters were revised or completely
rewritten to reflect technical advances and continuous developments as well as to include
new areas, such as mobile commerce (m-commerce). In doing so, | benefited from the
experience gained in teaching the material to improve the presentation and correct errors.
In some cases, such as for secure electronic transaction (SET), | decided to maintain
topics that did not correspond to market successes because of the many innovative ideas
that were involved.

For academic use, | followed the suggestions of several instructors and added review
questions at the end of each chapter. In addition, contains PowerPoint® presentations will
be available from the CRC Web site: http://www.crcpress.com/ on the topics discussed in
each of the book’s chapters.

My French editor, Mr. Eric Sulpice, generously supplied me with information on the
development of smart cards in Europe. Mr. Kazuo Imai, vice president and general
manager, network laboratories of NTT DoCoMo, provided me with technical information
on i-mode®. Professors Manu Malek, of the Stevens Institute of Technology (Hoboken,
New Jersey), and Mehmet Ulema, from Manhattan College, New York, gave me useful
comments on the content and its presentation.

Once again, | must thank CRC Press LLC. In particular, Dr.Saba Zamir, editor-in-
chief of the series, for her confidence, the editorial team of Nora Konopka, Samar



Haddad, and Jamie Sigal for their assistance, and Lori Eby for her excellent copyediting
skills.
Finally, the trust and encouragement of relatives and friends were, as usual,
indispensable.
Tinton Falls, New Jersey, July 2002-September 2003



Preface to the First Edition

The purpose of this book is to present a synthesis of the protocols currently used to secure
electronic commerce. The book addresses several categories of readers: engineers,
computer scientists, consultants, managers, and bankers. Students interested in computer
applications in the area of payment will find this volume a useful introduction that will
guide them toward more detailed references.

The book is divided into three parts. The first consists of Chapters 1 through 3 and is a
general introduction to the multiple aspects of electronic commerce. The second part is
formed by Chapters 4 through 12 and details the various aspects of electronic money:
Electronic Data Interchange (EDI), payments with bank cards, micropayments with
electronic purses, digital money, and virtual checks. The final section comprises Chapters
13 through 15 and presents smart cards, efforts for converging heterogeneous payment
systems, and some thoughts on the future of electronic commerce.

Because the field of electronic commerce covers several topics that are evolving
continuously, it is not possible to cover all aspects in this first presentation. We would be
grateful to readers to indicate errors, omissions, or additional material for consideration.

This book appears in a French version co-authored with Professor Ahmed Sehrouchni,
for the Ecole Nationale Supérieure des Télécommunications (ENST), Paris, France and
published by Eyrolles under the title La Monnaie Electronique: Systémes de Paiement
Sécurisé.

The discussions that the author had with participants in the project PECUNIA of the
now-defunct AT&T Unisource helped clarify many details concerning the payment
systems. | would like to thank in particular Maria Christensen, Greger S.lsaksson, and
Lennart E.lIsaksson, all three from the research unit of the Swedish operator, Telia. |
would also like to thank Philip Andreae (consultant) and Patrick Scherrer who led the
project. Aimé Fay, my former colleague at AT&T France and author of the dictionary on
banking technology, Dico Banque, graciously guided my first steps in the field of
payment systems. The research conducted with Luis Lucena while he was a graduate
student at ENST-Paris as well as with my colleagues at the National Technical University
of Athens, Greece—Maria Markakis, Georges Mamais, and Georges Stassinoupoulos—
helped me evaluate the effect of computer telephony integration (CTI) on electronic
commerce. Chapters 6 and 7 were influenced profoundly by the contributions of
A.Yassin Gaid and Farshid Farazmandnia during the course of their internship at AT&T
France in 1997 as part of their ENST-Paris graduation project. The results of their work
have been published in French and in English.

CRC Press has been patient throughout the long gestation of this book. The project
would not have started without Saba Zamir, Editor-in-Chief of the series, “Advanced and
Emerging Communications Technologies,” and Gerald T.Papke, Senior Editor at CRC
Press.

My thanks also extend to Donna Coggshall who reviewed and edited the first English
version of the manuscript. Fred Burg, my colleague at AT&T, reviewed the first two



chapters and suggested some stylistic improvements. Andrea Tarr introduced me to Bert
V.Burke, the founder and CEO of Every Penny Counts, Inc. (EPC), who provided
information included in Chapter 14.

Finally, I am grateful to friends and relatives who generously gave me their support

throughout the time needed to research and write this book.
Neuilly-sur-Seine, France, October 1997

Tinton Falls, New Jersey, October 1999
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1
Overview of Electronic Commerce

ABSTRACT

Electronic commerce (or e-commerce) is a multidisciplinary activity that
influences the behavior of the participants and the relations that they
establish among themselves. In practice, it can take several forms, and this
may cause some confusion. To clarify these multiple meanings before
going to the heart of the subject, this chapter presents a general
introduction to the principal aspects of e-commerce: its framework, types,
and changes that it may cause in the banking and financial domains.

1.1 What Is Electronic Commerce?

In this book, we will adopt the definition of the French Association for Commerce and
Electronic Interchange,® a nonprofit industry association created in 1996 to promote e-
commerce: electronic commerce is “the set of relations totally dematerialized that
economic agents have with respect to each other.” Thus, e-commerce can be equally
about physical or virtual goods (software, information, music, books, etc.) or about users’
profiles, because some operators build their business models around the systematic
exploitation of demographic and behavioral data collected during online transactions. The
transactions can occur on Minitel, the Internet, or through Electronic Data Interchange
(EDI), and the means of payment can be classic or emerging, such as electronic or virtual
purses (whether they store legal or token values), electronic or virtual checks, and digital
monies. It seems to us that this definition has the advantage of covering the gamut of
dematerialized transactions and avoids the drawbacks of an excessive concentration on
transactions over the Internet, as many authors have unfortunately done (Cho, 1999;
Industry Canada, 1998; McCarthy, 1999; MENTIS, 1998; Lacoste et al., 2000).

In fact, many aspects of the e-commerce infrastructure have been in place for two or
three decades, thanks to progress in microelectronics, information processing, and
telecommunications. These advances modified the role of computers in the enterprise
tremendously. From a tool of computation and production control, the computer became
essential to the tasks of analysis, data management, and text and transaction processing.
In the 1980s, financial applications became commonplace for transactions processing and
electronic fund transfers (through cash-withdrawal cards, bank cards, etc.). Money
became guaranteed data in the form of bits moving around the world in the digital

! Association Frangaise pour le Commerce et les Echanges Electroniques (AFCEE).
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networks tying financial institutions. This decade saw the emergence of Minitel, the
French Télétel system, which was used for business-to-business as well as business-to-
consumer exchanges and payments. The usage of e-commerce spread such that in 1998,
for example, 39% of French enterprises with more than 10 workers were exchanging
information by electronic means, either by Minitel or by EDI (Télécommunications,
1998).

It should also be noted that a significant portion of the Internet economy is still
nonmonetary, founded on mutual trust and the concept of community good. Free software
comes in three forms (Chavanne and Paris, 1998):

1. Software with source code that is freely available—The authors, mostly students, do
not produce to earn a living, but as part of professional activities, whether paid or
voluntary. The work output is shared to solicit comments, contributions,
modifications, or improvements to be included in future revisions.

2. Shareware—This includes programs distributed freely on the condition that users, after
a trial-and-evaluation period, pay a symbolic fee to the developers.

3. Freeware—This includes programs that are free for use, but their code source is not
available.

The Free Software Foundation, founded by Richard Stallman, introduced a new type of
software licensing, called “general public license,” to protect free software from
commercial takeovers and from technical or legal prevention of their diffusion,
utilization, or modification (Lang, 1998). The widespread availability of free software,
even in industrial applications, has forced major commercial companies to modify their
distribution policies, for example, to make some versions of their software available free
of charge. This economy can be considered as the cybernetic form of nonmonetary
exchange systems, such as LETS (Local Exchange Trading System), SEL (Systémes
d’Echange Locaux—Local Exchange Systems), and RRES (Réseaux Réciproques
d’Echange de Savoirs—Mutual Networks for the Exchange of Knowledge) (Plassard,
1998).

Clearly then, e-commerce covers a wider area than the Internet and the applications
usually associated with it. Its exchanges are not concerned with the selling of
merchandise; the values exchanged can be nonmonetary; and the parties involved can
belong to the same organization, to enterprises, to governments, or to the general public.

1.2 Categories of Electronic Commerce

The movement toward e-commerce has foundations that are at the same time
commercial, socioeconomic, and industrial. This interest appears in a context where
ambitious growth rates are not physically sustainable due to market saturation in rich
countries, the progressive depletion of natural resources, and the risks of pollution
(Haesler, 1995). It is linked to the prospect of a “virtual” economy, free of physical
constraints whatever their origin (temporal, geographical, functional, or organizational)
(Lefebvre and Lefebvre, 1998). On the one side, the reorganization of work in
industrialized countries, the flattening of pyramidal structures, and the decentralization of
decision centers augmented the need for exchange and communication. On the other side,
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the evolution toward a service society produced a virtual and speculative economy, where
electronic monies flow without state control, which gives the illusion of an immediate
abundance that is without problems. As a consequence, the theme of e-commerce gives a
meaning, a blueprint, and a collective goal for an economy that, seemingly, has been
liberated from the constraints of the reality.

From an operational viewpoint, the evolution toward e-commerce can be explained by
several objectives. The first ambition is to increase productivity and reduce costs by
improving the reliability and speed of communications with business partners. Less
dependence on paper reduces the amount of data reentry and, hence, errors, while
efficient communication reduces exposure to inventory risks. The second drive is the
need to increase revenues of existing products and services by enhancing the supply
network or by establishing additional distribution channels. In addition, electronic data
collection of market data facilitates analyses of customers and channels information for
better prediction of market conditions and scheduling of production. Finally, e-commerce
opens doors to new services, such as online distribution of virtual goods.

Depending on the natures of the economic agents and the types of relations among
them, the applications of e-commerce fall within one of four main categories of business
relations:

1. Business-to-business relations, where the customer is another enterprise or another
department within the same enterprise. A characteristic of these types of relations is
their long-term stability. This stability justifies the use of costly data-processing
systems, the installations of which are major projects. This is particularly true in
information technology systems linking the major financial institutions.

2. Business-to-consumer relations allow an individual to act at a distance through a
telecommunications network.

3. Neighborhood or contact commerce includes face-to-face interactions between the
buyer and the seller, as in supermarkets, drugstores, coffee shops, etc.

4. Peer-to-peer (P2P) commerce takes place without intermediaries. This category may
also include the transfer of money from one individual to another.

1.2.1 Examples of Business-to-Business Commerce

We give some examples among the electronic networks used for business-to-business e-
commerce that were established before the Internet era:

1. The SITA (Société Internationale de Télécommunications Aéronautiques—
International Society for Aeronautical Telecommunications) today links 350 airline
companies and around 100 companies that are tied to them. This network allows the
exchange of data regarding airline reservations, tariffs, departures and arrivals, etc.

2. SABRE, the airline reservation system SABRE, formerly of American Airlines, and
Amadeus, created in 1987 by Air France, Iberia, and Lufthansa to link travel agents,
airline companies, hotel chains, and car rental companies.

3. The SWIFT (Society for Worldwide Interbank Financial Telecommunications)
network, established in 1977 to exchange standardized messages that control the
international transfer of funds among banks.
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4. The BSP (Bank Settlement Payment) network is dedicated to the settlement of travel
tickets among airline companies.

5. The SAGITTAIRE (Systéme Automatique de Gestion Intégrée par Télétransmission
de Transactions avec Imputation de Réglements Etrangers—Automatic System for
Integrated Management with Teletransmission of Foreign Settlement Transactions
with Charging) network used for the settlement of international transactions in France.

6. The bank settlement systems used to transport interbank instructions such as: NACHA
(National Automated Clearing House Association) and ACH (Automated Clearing
House) in the United States; BACS (Banker’s Automated Clearing Service) in the
United Kingdom; the SIT (Systeme Interbancaite de Télécompensation—Interbank
Settlement System) in France; the Swiss Interbank Clearing (SIC) in Switzerland, etc.

Most of these networks are still governed by proprietary protocols, and this translates into
greater dependency on suppliers. The first attempts to overcome these obstacles by
standardizing the transport mechanisms as well as the messages associated with them led
to the X12 standard in North America and EDIFACT (Electronic Data Interchange for
Administration, Commerce and Transport) in Europe. The European Commission issued
a model EDI contract to guide the European organizations and businesses using
electronic exchanges in the course of their commercial activities (Euro pean Commission,
1994). To simplify and expedite the procedures, various European customs authorities
currently recognize declarations submitted by electronic means (Granet, 1997). Finally,
the United Nations Commission on International Trade Law (UNCITRAL) proposed a
model law for the commercial use of international contracts in e-commerce that national
legislation could use as a reference (UNCITRAL, 1996).

In the U.S., the CALS (Continuous Acquisition and Life-cycle Support) was started in
the early 1980s to improve the flow of information between the Department of Defense
(DOD) and its suppliers. In 1993, President Clinton extended the use of commercial and
technical data in electronic form to all branches of the federal government (Presidential
Executive Memorandum, 1993). The Federal Acquisition Streamlining Act of October
1994 required the use of EDI in all federal acquisitions. A taxonomy was later developed
to describe various entities and assign them a unique identifier within the Universal Data
Element Framework (UDEF). With the installation of the Federal Acquisition Computer
Network (FACNET) in July 1997, federal transactions can be completed through
electronic means from the initial request for proposal to the final payment to the supplier.

Today, the adoption of the Internet as the worldwide network for data exchange is
encouraging the migration toward open protocols and the production of a series of
standards, some of which will be presented in Chapter 4.

1.2.2 Examples of Business-to-Consumer Commerce

Interest in business-to-consumer e-commerce started to grow in the 1980s, although to
different degrees in different countries. In Germany, and before the Internet took off,
most banks offered their clients the possibility of managing their accounts remotely
through the BTX (Bildschirmtext) system. In BTX, security was achieved using a
personal identification code and a six-digit transaction number (Turner, 1998).

Minitel is undoubtedly one of the largest successes of business-to-consumer e-
commerce systems. In this system, access is through a special terminal connected through
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the Public Switched Telephone Network (PSTN) to an X.25 data network called
Transpac. Until 1994, the rate of penetration of the Minitel in French homes exceeded
that of personal computers in the U.S. (Hill, 1996), thereby assuring more uniform access
to services by all socioeconomic classes and ethnic groups. In 1994, approximately
10,000 pro viders offered about 25,000 Télétel services, which were hosted on around
4,000 servers. The business turnover was approximately $1.7 billion (9.2 billion French
francs), mostly (about 70%) related to “value-added services,” i.e., services that are
outside simple directory services, such as information queries or remote tax filing (France
Télécom, 1995). Compare these numbers to the global turnover of e-commerce using the
Internet which grew from $0.7 billion in 1996 to $2.6 billion in 1997, reaching about $5.6
billion in 1998 (Jupiter Communications, 1998). As late as 2000, 16 million users relied
on the. Minitel regularly to manage bank accounts, query government administrations
and local authorities, file taxes, and conduct mail-order purchases or other transactions
regarding travel, tourism, and entertainment (Le Canard, 2001; France Télécom, 1997).

The importance of the kiosk model of the Minitel is that it shows how a nonbank, in
this case the telephone operator France Télécom, can be a payment intermediary for
information services sold to the public. According to this model, the service provider
delegates the billing and the collection to the telephone operator. If the payment is made
by a bank card, the user sends the payment information (on a credit or debit card) in the
clear to the intermediary, who collects the amount through its bank, retains a percentage
of the amount, and then forwards the rest to the service provider. The user’s telephone
bill reflects the connect time to the various servers in terms of telephone units. After
collection of the bill, the operator compensates the content providers according to an
established payment grid.

The intermediation functions consist of the following:

1. Authentication of the service providers to the users and guarantee of their good faith
according to a code of conduct defined for telematic services

2. ldentification of users through their telephone numbers

3. Certification of the telephone subscribers, because the telephone companies know the
addresses of their residences (see Chapter 3 regarding certification)

4. Measurement of the duration of the communication using the telephone impulse

5. Summation of all transactions

6. Billing and recovery of the amounts for a set percentage

Notice that the telephone unit plays the role of an instrument of payment for the purchase
of information services.

The financial intermediation of the telephone operator implies the collection of
payments on behalf of Minitel service providers for a given percentage of the revenues.
This infringement on the prerogatives of financial institutions can be justified because it
is very difficult for banks to propose, alone, an economical alternative for billing and
collecting sums that are individually marginal. At the same time, financial institutions
benefit from having a unique interlocutor that accumulates for them the amounts for each
individual transaction. In addition, the Minitel also proved that the sense of security is not
merely a question of sophisticated technical means because business-to-consumer
transactions are sent without encryption, but of a “trust” between the user and the
operator.
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This model kept its attractiveness, which explains its update of use in the Internet and
in mobile networks. Thus, in some systems, such as ClickShare, WISP, or iPIN, which
will be studied in Chapter 10, the access service provider records the client’s transactions,
bills the subscribers, and collects the amounts. Then it reimburses the merchants after
withholding its commission and pays a usage fee to the supplier of the management or
the payment software.

In particular, it is the Japanese mobile telephony operator NTT DoCoMo that
reutilized the Minitel model in the design of its i-mode® service so as to mask the
complexity of the Internet for the user (Enoki, 1999; Matsunaga, 1999). This service
allows the mabile subscriber to consult information pro viders to exchange messages, or
to participate in networked games. Just like for the Minitel, the operator bills the
subscriber according to the schedule set by the content supplier plus a surcharge for the
use of the mobile network. Having collected collecting the bills, the operator
compensates the service providers after deducting a commission.

1.2.3 Examples of Neighborhood Commerce and Payments to
Automatic Machines

Prepaid cards form another aspect of business-to-consumer e-commerce, particularly in
neighborhood commerce.

In Japan, about 90% of the population utilizes this means of payment. In addition to
telephony applications, prepaid cards are commonly used to play pachinko, a form of
gambling that involves a pinball machine that propels balls, with the objective of
producing a winning combination of numbers.

In France, telephone cards are widely used, and many local municipalities issue
prepaid cards to access municipal services. Telephone cards represent about 76% of the
market for smart cards in Europe and 93% of the cards issued in 1997 (Adams, 1998). In
Australia, in 1998, the telephone operator Telstra started a project to equip all telephone
booths with smart-card readers to replace magnetic-strip cards. South Africa pioneered
the use of prepayment meter systems in electrification projects. This reduced operational
costs to less than 5% of the turnover by ensuring collection and eliminating the need for
meter reading in rural and remote areas (Anderson and Bezuidenhoudt, 1996). Although
the reception of prepaid cards has been less enthusiastic in the U.S., they are nevertheless
used in closed communities, such as on university campuses and military bases, and are
slowly gaining acceptance in public transportation and telephony.

All of these experiences demonstrate that, in some cases, it is possible to replace cash
with prepaid cards. Thus, banks as well as financial and political authorities are
pondering the future role of prepaid cards in the ensemble of monetary operations and the
implications of their use in the financial system.

1.2.4 Examples of Peer-to-Peer Commerce

This category of transactions was practically unknown a few years ago. The growth of
the mechanisms for peer-to-peer (P2P) exchanges is a tribute to Napster, a software used
to exchange pop music files over the Internet without passing by the publishers. The
Mondex electronic purse has a function that allows for the transfer of value between two
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purses without the intermediation of a financial institution. In both cases, by resistance or
through judicial threats, the large enterprises succeeded in derailing or stopping the
technical evolution.

1.3 The Influence of the Internet

The arguments in f avor of the Internet sound, at a decade interval, like echoes of those
previously formulated in praise of the Minitel (de Lacy, 1987). From a technical
viewpoint, the major advantage of the Internet over the Minitel is that its protocols are
standardized, which means that the programs and applications of the Internet are
independent of the physical platforms. Traffic from several applications or users can take
on distinct infrastructures without worrying about interoperability. This technical
advantage translates into economies of scale in installing and administering networks,
provided that the challenges of security are met.

1.3.1 Some Leading Examples

The auction site eBay® illustrates a successful innovation of the Internet era, having
contributed to the creation of a virtual marketplace. The eBay site supplies a space for
exhibiting merchandise and for negotiating selling conditions, and, in particular, it
provides a platform that links participants in return for a commission on the selling price.
The setup is characterized by the following properties:

« Participants can join from anyplace they may be, and the site is open to all categories of
merchandise or services. The market is thus fragmented geographically or according
to the commercial offer.

* Buyers have to subscribe and establish accounts at eBay to obtain logins and define
their passwords.

* The operator depends on the evaluations of each participant by its correspondents to
assign the participant a grade. The operator preserves the right to eliminate those who
do not meet their obligations.

* The operator does not intervene in the payment and does not keep records of the
account information of the buyers.

These conditions allowed eBay to be profitable, which is exceptional in consumer-
oriented sites. Amazon.com®, despite its notoriety, remained more than 6 years in the red,
and its first profitable quarter was the last trimester of 2001, for a total yearly loss of
$567 million.

Targeting individual consumers and home workers, the systems for electronic
Stamps.com" or Neopost allow the printing of postal fees with a simple printer instead of
postage meters, thereby avoiding going to the post office. A two-dimensional bar code
contains, in addition to the stamp, the destination address and a unique number that
allows tracking of the letter. Stamps.com operates online and requires the intervention of
an authorization center each time a stamp needs to be printed. In contrast, Neopost is a
semionline system, where stamping of envelopes continues without central intervention,
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as long as the total value of the stamps does not exceed the amount authorized by the
authorization server.

The operational difficulties arise from the precise specifications of postal authorities
for the positioning of the impressions, which are, in turn, a consequence of the
requirements of automatic mail sorters. There is also a need to adapt to users’ software
and to all printer models. Users must pay a surcharge of about 10% to the operator. The
total cost of the operator includes that of running a call center to assist users in debugging
their problems.

1.3.2 Internet and Transactional Security

Although the Internet was able to achieve in the 1990s an international or even a global
dimension that the Minitel was never able to attain, it was not originally intended for
conducting commercial transactions. As an experimental network subsidized by public
funds in the U.S. as well as by the large telecommunications companies, the Internet was
used to encourage the free distribution of information and the sharing of research efforts.
An informal honor code shunned commercial uses, and utilization of the Internet for
profit was prohibited. The Internet allowed collaboration without geographic proximity
or financial compensation. The birth of a new community spirit was translated into a
nonmonetary social interaction and an economy of donations and exchanges, in the form
of free advice or software freely shared. Even today, despite the domination of financial
interests, the growth of Internet technologies depends to a large extent on volunteers who
put their efforts at the disposal of everyone. Which Internet user has not benefited from
the information freely given on newsgroups or distribution lists? In this manner,
developers and users form electronic communities with common objectives, and the
sharing of knowledge worldwide allows f or the rapid evolution of products through fast
fault detection and correction. Free information and free software have other
consequences as well because they increase the available services on the Internet and
attract more participants to the network.

The U.S. decision to privatize the backbone of the Internet starting in 1991 encouraged
the authorities directing the Internet to review their line of conduct and to consider for the
first time the market economy. This started a campaign to establish the Internet as a way
to realize the project of the Clinton-Gore Administration for an information highway,
without incurring the prohibitive costs of installing the infrastructure of broadband
networks (Sherif, 1997). Furthermore, the invention of the World Wide Web, with its
visual and user-friendly interface, stimulated the development of virtual storefronts.
Similarly, the introduction of XML (Extensible Markup Language) and its specialized
derivatives, improved the ease with which business data are exchanged.

Nevertheless, the transformation of the “county fair” into a “supermarket” is taking
longer than originally anticipated. For one, the utilization of the Internet for economic
exchanges clashes with the culture of availability of inf ormation free of charge, a culture
that the music industry, for example, is currently confronting. Other impediments include
the absence of a central authority and the legitimate concerns regarding the security of
information on the network. Security on the public Internet is an afterthought. As a
consequence, in 1999, half of card payment disputes and frauds in the European Union
were related to Internet transactions, even though they represented only 1% of the
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turnover.” In the U.S., the fraud rate on e-commerce transactions was around 2% (1.8% in
2002, down from 1.92% in 2000), which is about 20 times the fraud rate for offline
transactions (Richmond, 2003; Waters, 2003). It should be noted that users may have
legitimate concerns regarding the collection and the reuse of their personal data from the
Web. The consolidation of information tying buyers and products, which allows the
constitution of individualized portfolios corresponding to consumer profiles, could be a
threat to individual privacy. Another plague poisoning the life of many users is
unsolicited electronic advertisement or spam.

From an operational viewpoint, the lack of integration and the nonharmonization of
various software programs or payment mechanisms remain a handicap for a merchant
aiming for worldwide operation, as is the problem of currency for the individual
consumer. In this regard, the non-localization of the participants in a commercial
transaction introduces completely new aspects, such as the conflict of jurisdictions on the
validity of contracts, the standing of electronic signatures, consumer protection, the
taxation of “virtual” products, etc. Finally, new approaches are needed to address virtual
products, such as information, images, or software products that pose major challenges to
the concepts of intellectual property and copyrights. In the late 1990s, the contradictory
predictions of market research firms or specialized magazines were telltale signs of
market immaturity that many neglected to their chagrin.?

1.3.3 Putting the Internet in Perspective

We see that many forms of e-commerce predate the Internet. Furthermore, the growth of
e-commerce needs a legal framework in order for the “Information Society” to protect the
rights of its citizenry, such as safeguards for the protection of participants’ private
information, prevention and repression of fraud or abusive use, warranties on
merchandise, etc. In this regard, use of the Internet is a social activity, thus influenced by
the cultural environment.

Figure 1.1 depicts the rate of penetration of the Internet within the population and
within households in Western European countries. These results are consistent with many
other surveys and confirm that the Internet is more popular in the Nordic countries,
Germany, and England. For example, in November 1998, the countries with the highest
PC usage were Finland and Denmark, respectively, 9% and 5.5%, compared with 3.5% in
the U.S. and 0.9% in France (Catinat, 1999). A comparison of the volume of e-mail
exchanges among companies and their customers in France and in the U.S. shows that the
telephone remains the preferred means of communication in France, with the exception
of companies with activities that revolve around the Internet (Internet Professionel,

'Financial Times, April 12, 1999.

%0n page 14 of the April issue of Banking Technology, the article “UK business slow on e-
commerce” stated that 90% of small-business banking was still conducted by visits or telephone
calls to local branches, because “many customers like to have regular face to face contact with
people who know them and understand their business.” Yet, on page 48 of the same issue,
T.George reported in the article “On a virtual roll” that “suppliers involved in the internet banking
business are in a buoyant mood” (Banking Technology, 1998; George, 1998).
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2002). In a poll conducted at the beginning of 2002, out of the 69% of French people
that did not have a connection to the Internet, 73% had no desire to be connected
(Froissard, 2002). We remind the reader that the data compiled in the first edition of this
book based on the information available on the site http://www.nic.fr supported the same
conclusions.

These numbers can be explained by taking into account the classification of societies
into “low-context” and “high-context” societies (Hall and Hall, 1990). In high-context
societies, interpersonal relations and oral networks have a much more important place
than in low-context societies, where communication takes explicit and direct means, such
as that written. This explains why the Internet has been well received in low-context
societies such as the U.S., of course, but also, the U.K., Germany, and the Nordic
countries. In contrast, high-context societies, in particular those of Southern Europe
(France, Italy, and Spain), are less receptive, particularly because the Internet has to
compete with other social networks. Even if the dominance of cyber-English has a role in
the observed difference, the success of the Internet in Finland, for example, cannot be
understood without considering social information networks. This is consistent with the
fact that the written press is a more important source of information in Northern Europe
(Finland, Germany, the Netherlands, Sweden, the U.K.) than in Southern Europe
(Belgium, France, Greece, Italy, and Spain), where the high-context culture in Northern
Europe favors radio and TV (Futuribles, 1999). Also, in 2002, a ranking of European
countries depending on the ease of locating financial information on companies from
Web sites found Sweden to be the first, followed by Finland and Norway (FT-1T Review,
2002).

FIGUREL.1

Penetration of the Internet in Western
Europe. (From Internet Professionel,
June 2000, 43, 16; ITU Year Book of
Statistics, 2001.)
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We will see in Chapter 13 that smart cards remain a European specialty, even though the
market looks promising in Asia, and that its diffusion in the U.S. remains relatively weak.
This is why e-commerce applications using smart cards are rarely discussed in the U.S.

Finally, looking at the geographic distribution of mobile commerce (mcommerce), i.e.,
transactions from mobile terminals (telephones or pocket organizers), highlights another
aspect of diversity. Forecasts of turnover between the years 2000 and 2004 are illustrated
in Figure 1.2. They show that the U.S. is expected to lag behind in this area, with respect
to Europe and Asia. One main cause of this phenomenon is the fragmentation of the U.S.
markets among several transmission standards (Nakamoto, 2002; Norton, 2001).

FIGURE 1.2

Geographic distribution of the turnover
forecast for mobile commerce
(logarithmic scale). (Adapted from
Ovum, cited in Boucher, X., Internet
Professionel, 52, 48-51, April 2001.)

1.4 Infrastructure for Electronic Commerce

To get an overall look at the necessary infrastructure for e-commerce, it is sufficient to
consider a simple transaction between a merchant and a buyer. This transaction includes
four types of exchanges:

1. Documentation
2. Agreement on the terms and conditions of the sale and payment
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3. Payment instructions
4. Shipment and delivery of the items acquired

The documentation relates to the descriptions of the goods and services offered for sale,
the terms and conditions of their acquisitions, the guarantees that each party offers, etc.
These details can be presented online or offline or in catalogs recorded on paper or on
electronic media.

The agreement between the client and the merchant is generally translated into an
order defining the required object, the price, the required date of delivery and acceptable
delays, and the means and conditions for payment. The exchanges of this phase comprise
the transmission of a command from the client to the supplier, the response of the
supplier, the issuance of an invoice, and the recording of the order and the invoice.

The payment method in a commercial transaction depends on several factors, such as
the amount in question; the distance or proximity of the merchant and the client; and the
cultural and historical specificity of the country. However, regardless of the method used,
payment instructions have a different path than that for the exchange of financial value.
For example, the check can be handed in person or sent by mail, but the exchange of
monetary value flows through specific interbanking networks.

Finally, the means of delivery depends on the nature of the purchase object and the
terms of the sale; it can precede, follow, or accompany the payment. The delivery of
electronic or digital objects such as files, images, or software can be achieved through
telecommunications. In contrast, the processing, the delivery, and the guarantees on
physical goods or services require detailed knowledge of insurance procedures and, in
international trade, of customs regulations.

Figure 1.3 illustrates the various exchanges that come into play in the acquisition of a
physical good and its delivery to the purchaser.

Partial or complete dematerialization of commercial transactions introduces new
requirements. These requirements relate to the authentication of both parties in the
transaction, to the personalization of the presentation to display only the data that
correspond to the user’s profile, to guarantees for the integrity of the exchanges, to the
collection of proof s in case of disagreements, and to the security of remote payments.
These functions are generally carried out by distinct software (from numerous suppliers)
with heterogeneous interfaces. Interconnecting elements or middleware mask this
heterogeneity through protocol conversion, mapping, and translation of messages among
applications, management of database systems, etc.

Finally, for the large-scale use of smart cards as electronic means of payment, an
infrastructure is needed with the following components:

» Low-cost card readers that resist physical intrusions and include security modules

* For rechargeable cards, a network of recharging points that can verify the identity of
cardholders and, by remote queries to the banking system, their creditworthiness

» A secure telecommunication network to protect the financial exchanges
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FIGURE 1.3

Typical exchanges and actors in an
acquisition transaction.

Let us have a closer look at the informatics infrastructure of e-commerce.

Portals form a single point of entry to a Web site from a workstation equipped with a
browser. They provide an easy way for communication by aggregating data from
multiple sources, whether unstructured data or databases. An efficient taxonomy is
necessary to organize the catalogs that will be searched by search engines.

Low-end catalog HTML (HyperText Markup Language) pages have commands
scripted in Perl or in Visual Basic. More sophisticated catalogs can communicate with
existing databases through appropriate interfaces. Highend catalogs can adapt the
classification scheme depending on usage statistics.

Payment servers are often hosted by a financial institution; their role is to convert
purchase orders into financial instructions to banks. The handling of micropayments can
be left to a telecommunications operator or to an Internet service provider, according to a
contract between the vendor and the operator that takes into account the amount of data,
the nature of the articles, the duration, etc.

Back-office processing relates to accounting, inventory management, client relations,
supplier management, logistical support, analysis of customer’s profiles, marketing, as
well as relations with government entities, such as with the online submission of tax
reports.
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1.5 Network Access

Network access can be through fixed lines or through radio links for mobile users. The
quality of access to the telecommunications network is characterized by the capacity of
the link (i.e., the bandwidth) in bits per second (bits/ sec), its reliability in terms of
downtime or time to repair, as well as the blocking probability of a call for lack of
resources in the network.

1.5.1 Wireline Access

The physical transmission medium can be copper cables, optical fibers, or radio or
satellite links. The bit rates depend on the access technology. With DSL (Digital
Subscriber Line) techniques, twisted-pair copper lines can achieve high bit rates in one or
two directions. ADSL (Asymmetrical Digital Subscriber Line) establishes a downstream
channel with a bit rate of 1.5 to 8 Mbit/sec, respectively, at 3.4 and 1.7 miles from the
central office, and an upstream channel from 64 to 640 kbit/sec. Variations of ADSL
include RADSL (Rate Adaptive Digital Subscriber Line) and VDSL (Very High Bit Rate
Digital Subscriber Line) (Goralski, 1998).

In the case of large enterprises, access can be through ISDN (Integrated Services
Digital Network) lines, which are channels with bandwidths in multiples of 64 kbit/sec,
usually 128 kbit/sec.

1.5.2 Wireless Access

Several wireless access protocols allow for the exchange of data. On GSM (Groupe
Spécial Mobile—Global System for Mobile Communication), the bit rate that can be
obtained with SMS (Short Message Service) does not exceed 9.6 kbit/sec. To reach 28 or
56 kbit/sec (with a maximum bit rate of 114 kbit/ sec), the use of GPRS (General Packet
Radio Service) is essential.

Access to e-commerce applications can be seen as an extension of the Internet to
mobile terminals or a consultation of Web sites through a mobile phone. The first
approach was the starting point for WAP (Wireless Application Protocol), while the
Japanese operator NTT DoCoMo selected the second path for its i-mode service. This
arrangement retains the simple interface with which the general public is already familiar.
The telecommunications operator guarantees all participant subscribers, merchants, and
intermediaries that it identifies and authenticates. In addition, the operator plays the role
of a payment intermediary by billing for the consumed services and collecting the
payment on behalf of the provider, for a commission. This business model, which is in
many ways reminiscent of that of Minitel, proved to be judicious: in about 18 months,
there were 12 million Japanese subscribers to i-mode services, as indicated in Figure 1.4.

Finally, wireless local area networks can offer access points, in particular, IEEE
802.11b and IEEE 802.11a/g technologies. These operate, respectively, at the frequencies
of 2.4 GHz and 5 GHz with theoretical bit rates of 11 Mbit/sec or 54 Mbit/sec.
Nevertheless, the actual bit rates depend on the local topology and the number of users.
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Thus, at 5 m from the access point and without obstacles, the best bit rate that a single
user can obtain will not exceed 5 Mbit/sec. Similarly, an 802.11g link reaches, in
practice, a bit rate of 20 Mbit/sec under optimal conditions. These bit rates will certainly
be reduced once security procedures are taken into account.

FIGURE 1.4

Growth of Japanese subscribers to i-
mode® services. (Adapted from NTT
DoCoMo, Financial Times, October
7-19, 2002, and Pimont, T., Décision
Micro & Réseaux, 444, 20, 13,
November 2000.)

1.5.3 Traffic Multiplexing

Multiplexing of voice and data channels is inextricably tied to complex commercial
transactions. This is particularly true when the possibilities of choice differ from the
standardized tracks of a robot or an “intelligent agent,” such as during the negotiation of a
trip with several stops, which would require human intervention (Billaut, 1997). Some
systems for payment by bank cards are designed to invoke the intervention of a human
operator for verification of the transaction when the amount exceeds a specific limit. In
such cases, two communication channels are needed: one for the exchange of data (search
of a virtual catalog, transmission of card information, etc.) and the other for oral
communication. Figure 1.5 depicts the connections to be established.

These connections are readily made when an ISDN connection is available. For analog
lines, multiplexing at the customer’s premises is possible using the adaptor defined by
ETSI (European Telecommunications Standards Institute) specifications ETS 301 141-1
for Narrowband Multiservice Delivery Systems (NMDSs), shown in the block diagram of
Figure 1.6. In this service configuration, the analog port of the UNI (User Network
Interface) is connected to the analog telephone set, while the ISDN user port is connected
to a computer equipped with an ISDN card.
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A similar service can, in theory, be offered through the PSTN (Public Switched
Telephone Network). Figure 1.7 depicts the various connections involved are depicted,
irrespective of the technique used at the physical layer.

In this case, the first connection between the PC (Personal Computer) and the Web
server for e-commerce is established through the IP (Internet Protocol) network
(Connection 1). When the user initiates a vocal contact by

FIGURE 1.5
An access multiplexing architecture.

FIGURE 1.6
A narrowband multiservice delivery
system (NMDS).

clicking on the appropriate key, the Web server contacts the call center via the IP network
(Connection 2). The call center, in turn, sets up a PSTN call to the user (Connection 3).
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Thus, the telephone conversation and the Internet connection can progress
simultaneously.

The transport of voice traffic in IP packets can improve the service, provided that a
gateway is placed between the PSTN and the IP network, as shown in Figure 1.8.

Voice, coded between 6 and 8 kbit/sec, is packeted using the protocol stack RTP
(Real-Time Protocol)/UDP (User Datagram Protocol)/IP. This choice means that there is
substantial overhead, because to transport a payload of 20 octets, which corresponds to
voice samples collected during

FIGURE 1.7

Connection of a user to an e-commerce
server through a call center.
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FIGURE 1.8

Use of voice on an IP for e-commerce.
(From Yamada et al., Proc. Int. Symp.
Services Local Access, 259-264,
©1998 IEEE. With permission.)

20 ms at the bit rate of 8 kbit/sec, a 40-octet header will be added. To avoid this
drawback, it is possible to add a new protocol layer above the IP layer to compress the
header and reduce the overhead to about 2 to 4 octets. While increasing bandwidth usage,
the algorithm is capable of producing a burst of lost packets, in case some errors are
encountered during transmission, which undoubtedly will degrade the quality of the
transmitted voice (Mamais et al., 1998). This degradation is particularly noticeable if, to
reduce cost, most of the trajectory is on the IP network and the separation of the joint
flow into its constituents is as close as possible to the destination.

To avoid these problems, the joint flow can be limited to the local loop between the
user PC and the router of the Internet service provider. After that point, the traffic will be
separated and routed differently: voice on the PSTN or the ISDN, and data on the IP
network. The router can be managed by the Internet service provider (Case 1), the
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telephone operator (Case 1), or a value-added network (Case I11) (Yamada et al., 1998).
These three possibilities are depicted in Figure 1.9.

In the first case, the gateway sets up the telephone call in lieu of the user. The second
configuration requires that the gateway send signaling messages conforming to the
Signaling System No. 7 (SS7) protocol to exploit the intelligence of the PSTN. Finally, if
the gateway is in a third-party network, tight coordination is needed to ensure a smooth
integration of the various networks.

FIGURE 1.9

Alternative locations of routers in
voice/data multiplexing on the link
layer using point-to-point protocol
(PPP). (From Yamada et al, Proc. Int.
Symp. Services Local Access, 259264,
©1998 IEEE. With permission.)

1.6 Consequences of E-Commerce

By increasing the speed and the quantity as well as the quality of business exchanges, e-
commerce rearranges the internal organizations of enterprises and modifies the
configurations of the various players. Innovative ways of operation eventually emerge,
with new intermediaries, suppliers, or marketplaces. In the long run, the whole financial
and banking environment could be modified. Porter’s model, shown in Figure 1.10,
allows us to appreciate the effects of the pressure from players (customers, suppliers, or
competitors), the role of regulation, and the threats of substitution.
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1.6.1 Clients

Whether the client is an individual or an enterprise, a technological innovation cannot be
embraced voluntarily without adaptation to the ambient culture. The main criteria that the
new means of payment should satisfy seem to be the simplicity of implementation and
utilization, the level of

FIGURE 1.10

The competitive environment of e-
commerce. (Adapted with the
permission of The Pree Press, a
Division of Simon & Shuster Adult
Publishing Group, from Competitive
Strategy by Porter, M.E., Copyright
©1980, 1998 by The Free Press.)

security, and the control of payment schedule. The acceptance of businessto-consumer e-
commerce would probably be slower than expected, as long as the issues regarding the
protection of personal data are not resolved. This means that the confidentiality of the
transaction must be “guaranteed,” and that privacy is protected, not only against
surveillance by the state, but also against the abuses of unethical merchants. Another
factor that is at least as important is the necessity of buying the necessary equipment, for
example, a secured card reader, or of installing an infrastructure.
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1.6.2 Suppliers

The operation, maintenance, and update of merchant sites is a full-fledged service, from
simple hosting of the computation platform to an ensemble of services, including network
engineering, equipment configuration, data storage, security management, payment
processing, integration with legacy systems, etc. This complexity increases the
dependency on computer manufacturers and software suppliers and their capabilities of
worldwide support of their product. International standards are therefore needed, not only
to reduce efforts of the suppliers, but to facilitate interconnections, to ensure a minimum
quality of service, and to avoid lock-ins into proprietary solutions that would prevent
price or quality competition.

1.6.3 Substitutes

Let us consider the substitutes in terms of new payment instruments as well as
intermediaries.

The progressive substitution of paper money with electronic representations of
monetary values could lead, in the long run, to the management of money by a “virtual”
bank that is totally dematerialized and without any tangible means of payment. If the
conditions of security are taken into consideration, the production and the distribution of
this money can be completely automated through telecommunications networks.

To replace the physical fiduciary money, this electronic money must meet the
following conditions (Fay 1997, pp. 113, 115):

1. It must be issued by a source that has the confidence of those that will hold that money.
2. Each monetary unit must have a unique number and must be unfalsifiable.
3. Clearly identified signs must guarantee the quantity represented.

The unsuccessful experiment of DigiCash (see Chapter 11) demonstrates that these
conditions are not easy to meet.

Concerning new intermediaries, aggregators are companies that specialize in the
collection, integration, synthesis, and online presentation of consumer data obtained from
several sources. The goal is to save end customers the headache of managing multiple
passwords of all the Web sites that have their financial accounts by replacing them with a
single password to a site from which they can recover all their statements at once: bank
statements, fidelity programs, investment accounts, money market accounts, mortgage
accounts, etc. Ultimately, these aggregators may be able to perform some banking
functions. On the other hand, traditional forms of music distribution are currently under
question, due to free online distribution of music and the ability to burn CDs.

Security of payments covers many aspects: certification of merchants and clients, the
production and escrow of keys, fabrication and issuance of smart cards, and constitution
and management of electronic and virtual purses. Other activities include the detection of
fraud, the recording of exchanges to ensure nonrepudiation, the formation and
distribution of revocation lists, etc. These functions should lead to the birth of new legal
roles, such as electronic notaries, trusted third parties, and certification authorities
(Lorentz, 1998), with exact responsibilities that remain to be defined.
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1.6.4 New Entrants

The introduction of such virtual banks requires substantial investments from all the actors
(banks, merchants, individuals, and enterprises) as well interdisciplinary collaboration.
Past experiences show that new means of payments require a long gestation period (on
the order of 10 years). Despite the increase in deposits, most strictly virtual banks have
not reached the threshold of profitability, even in countries where Internet penetration is
high. Banks that thought they could save on the cost of “bricks and mortar” by closing
branches had to change course (George, 2001).

In theory, telecommunications network operators may also compete with the banks
(without violating their monopoly on the management of money supply) by capturing the
cash flow of enterprises and investing it. These nonbanks are already responsible for
managing the transport networks, for hosting merchant sites, and in some cases, in
detecting and managing fraud. Furthermore, telephone operators have a core competence
that the banks lack, namely, billing for small amounts or micropayments, particularly if
these amounts are expressed in terms of telephone impulses, such as for the Minitel or for
i-mode. In France, in particular, there are about 180,000 public phones that, with slight
modifications, could function as terminals to recharge smart cards with monetary value or
to utilize to make remote payments.

1.6.5 Banks

In most countries, central banks have the monopoly for issuing legal money; they define
the framework for the administration of means of payment as well as govern the supply
and demand of capital. As long as this exclusivity lasts and states are able to extract
financial benefits from this monopoly, banks will remain the unshakable pedestal for the
edifice of e-commerce. Under this hypothesis, one can assume that central banks will
keep the responsibilities of administering and tracking monetary transactions, even if the
traditional instruments (coins, bills, and checks) are replaced, in part or in total, by new
electronic means of payment. Thus, as long as e-commerce substitutes one form of
scriptural money with another (see Chapter 2 for the definition of scriptural money), the
consequences on monetary policy and banking institutions would seem to be limited.
This is particularly true if, as some central banks request, the value of the purchasing
power contained in the various electronic purses is taken into account in the various
money aggregates. In 1994, in fact, the European Monetary Institute stated that the
“funds representing the purchasing power charge in an electronic purse must be
considered as bank deposits that only credit institutions should be allowed to hold”
(Sabatier, 1997, p. 35).

If these funds are not taken into account, the substitution of coins and bills with money
that is not accounted for will reduce the importance of central banks’ accounts and their
capabilities to affect interest rates. The dematerialization of money and the emergence of
e-commerce may thus stimulate a redistribution of power among the existing economical,
political, and social forces. In the extreme case, the privilege to mint money could be
privatized, thereby turning the situation upside down.

Even without going to such an extreme, online financial services may threaten some
traditional banking functions.
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1.6.6 Role of Governments

It should be apparent that the development of e-commerce, if not of the information
society, requires the definition of new global rules, such as the legal recognition of
electronic signatures, the uniform protection of individual and consumer rights, as well as
the protections given to intellectual properties. This is why the role of governments and
intergovernmental organizations in the progress of electronic levels is undeniable. For
sometime already, governments have encouraged, through legislation, the circulation of
documents in electronic form. For example, in Italy, laws governing the legal and fiscal
aspects of “electronic invoices” as well as the transmission and storage of electronic
documents were introduced in 1990 (Pasini and Chaloux, 1995). Since 1992, the French
DGI (Direction Générale des Impdts—General Taxation Directorate) allowed companies
to file their tax documents by electronic means, and a more general law was promulgated
in 1994 to expand the scope of file exchanges between businesses and government
authorities.

The security of payments is not sufficient to protect users. It is legislation that must
prevent fraud and breaches of trust and protect the right to privacy. Public authorities are
thus directly concerned by e-commerce and not just because of its potential effects on
employment in the banking sector. Laws need to be written for monetary transactions and
the purchase of nonmaterial goods online, especially on a worldwide basis. Most of the
examples mentioned in this regard relate to taxation and the exploitation of personal data
collected during transactions. This subject will be discussed in Chapter 15.

1.7 Summary

The initial applications of e-commerce in the 1980s were stimulated by the desire of the
economic agents, such as banks and merchants, to reduce the cost of data processing.
With the Internet and mobile networks in place, ecommerce targets a wider audience, at
least in some countries. One condition for the acceptance of e-commerce is that the
security of transactions and the protection of private information be improved. However,
the commercialization of cryptography, which a few years back was strictly a military
application, may contribute to overcoming many justified hesitations.

The obstacles that e-commerce has to face are technical, cultural, and financial. A
performing telecommunications infrastructure is essential, and the security of the whole
system—not only of the transactions—requires solid computer expertise. The diffusion of
various techniques of e-commerce depends on the cultural context and the
encouragement of public authorities. Finally, the cost of switching to e-commerce has to
include, in addition to equipment, software, or network access, the cost of training,
reorganizing work, and maintaining and managing the back-office systems during the
operational life of the system.

Questions

1. Comment on the following definitions of e-commerce, which are adapted from the
September 1999 issue of the IEEE Communications Magazine:
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a. It is the trading of goods and services, where the final order is placed over the
Internet (John C.McCarthy).

b. It is the sharing and maintaining of business information and conducting of business
transactions by means of a telecommunications network (Vladimir Zwass).

c. It consists of Web-based applications that enable online transactions with business
partners, customers, and distribution channels (Sephen Cho).

2. How can e-commerce reduce operating costs?
3. What is sold in e-commerce?

4. Compare the characteristics of online and offline electronic payments.



2
Money and Payment Systems

ABSTRACT

In this chapter, we describe the financial context within which the
dematerialization of means of payment is taking place. The first part of
the chapter is dedicated to the “classical” forms of money and the means
of payment in some developed countries. The second half corresponds to
“emerging” monies, either in “electronic” or “virtual” forms.

2.1 The Mechanisms of Classical Money

The term money designates a medium that can be used to certify the value of the items
exchanged with respect to a reference system common to all parties of the transaction
(Berget and Icard, 1997; Dragon et al., 1997, p. 17; Fay, 1997, p. 112; Mayer, 1997, p.
37). Thus, money represents the purchasing power for goods and services and has three
functions:

* It serves as a standard of value to compare different goods and services. These values
are subjective and are affected, among other things, by currency fluctuations.

« It serves as a medium of exchange, as an intermediary in the process of selling one good
for money, thereby replacing barter.

« It serves as a store of value and of purchasing power. Money permits postponement of
the utilization of the product of the sales of goods or services. This saving function is
maintained on the condition that the general level of prices remains stable or increases
only slightly.

The practical terms of money depend on theoretical considerations on its nature and its
intrinsic value. Primitive forms of money corresponded to needs for storage and
exchange on the basis of valued objects. Accordingly, money first took a materialistic
nature, in the form of a coin with a specific weight and minted from a precious metal.
Today, the value of money corresponds to a denomination that is independent of the
material support medium.

A monetary unit is a sign with a real discharging power that an economic agent would
accept as payment in a specific geographic region. This discharging power is based on a
legal notion (i.e., a decision of the political power) accompanied by a social phenomenon
(acceptance by the public). This sign must satisfy specific conditions:

« It must be divisible to cover a wide range of small, medium, and large amounts.

« It must be convertible to other means of payment.

« It must be recognized in an open community of users. This is because money exists only
inasmuch as its issuer enjoys the trust of other economic agents.
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« It must be protected by the coercive power of a state.

As a consequence, the only monetary sign that has real discharging power is the set of
notes issued by a central bank or the coins minted by a government mint. This set, which
is called fiduciary money, is total and immediate legal tender within a specific territory,
usually a national boundary, with two important exceptions. On one side, 10 countries
“dollarized” their economy by adopting the U.S. dollar as currency, while 34 others
indexed their currency to its value. On the other, the European Union adopted the Euro as
currency without a political union. Note, however, that payment by coins can be
restricted by legislation.

While the nominal power corresponds to the face value imprinted on the note or the
coin, the real value resides in the trust in the issuer. This is the same for the money that a
bank, or generally a credit institution, creates by making available to a nonfinancial agent
a certain quantity of means of payment to be used, in exchange for an interest
proportionate to the risks and the duration of the operation. This money is called
scriptural money and is a monetary sign tied to the trust that the issuer enjoys in the
economic sphere. For example, when Bank A creates scriptural money, the discharging
power of that scriptural money depends on the confidence that this bank enjoys, and on
the system of guarantees that surround its utilization, under the supervision of political
authorities (for example, a central bank).

It should be noted that a merchant is free to accept or reject payments with scriptural
money but not with fiduciary money. Note also that scriptural money is traceable, while
fiduciary money is not.

To ensure its practical utility, the material support of classical money must meet the
following requirements (Camp et al., 1995; Kelly, 1997):

* Be easily recognizable

* Have a relatively stable value across transactions

* Be durable

* Be easy to transport and use

» Have negligible production cost compared with the values exchanged in the transactions

The power of money can be transferred from one economic agent to another with the help
of a means of payment or an instrument of payment. Let us briefly review these
instruments.

2.2 Instruments of Payment

Instruments of payment facilitate the exchange of goods and services and respond to
specific needs. Each instrument has its own social and technological history that orients
its usage in specific areas. Today, banks offer a large number of means tied to the
automatic processing of transactions and to the progressive dematerialization of monetary
supports. The means utilized vary from one country to another. A general inventory of
the means of payment takes the following forms:

» Cash (in the form of metallic coins or paper notes)
* Checks
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* Credit transfers

* Direct debits

* Interbank transfers

« Bills of exchange or negotiable instruments
 Payment cards (debit or credit)

The emerging means of payment are based on dematerialized money stored in smart
(chip) cards or in electronic or virtual purses.

Note that some of the instruments are merely banking inventions with no
corresponding legal status. For example, in France, credit transfers and the Interbank
Payment Title (Tip) are regulated only by the CFONB (Comité Frangais d’Organisation
et de Normalisation Bancaires—French Center for Banking Organization and
Standardization) and interbank organizations. Similarly, in the U.S., electronic funds
transfer (EFT) was developed without a strict legal status under the auspices of NACHA
(National Automated Clearing House Association), which is a private entity.

Reproduced in Table 2.1 are data from the Bank for International Settlements (BIS)
regarding the use of various instruments of payment in selected countries in 2000 (Bank
for International Settlements, 2002).

TABLE 2.1

Utilization of Scriptural Money in Selected
Countries in 2000

Millions of Transactions

Country Checks Debit Credit Credit Direct Electronic Total

Cards Cards Transfers Debit Purse

Belgium 70.7 408.2 53.8 656.8 166.2 51.3 1,407
Canada 1,658.2 1,960.1 1,270.8 569.5 444.4 — 5,903
France 4,493.7 3,292 — 2,093.6 1,968.6 — 11,8479
Germany 436.6 1,037.1 351.6 7,132.9 5532.1 26.6 14,516.9
Hong Kong 138.6 — — 16.6 35.2 — 190.4
Italy 602 3175 272.3 1,018.6 319.6 — 2,530
Japan 225.9 3.2 1,641 1,2154 — — 3,085.5
The 14.2 801.5 57.1 1,140.4 836.2 25 28744
Netherlands

Singapore 91.7 85.5 — 14.6 17.3 100.1 309.2
Sweden 2 254 66 715 91 29 11309
Switzerland 11.2 172 71.5 545.2 46.1 18 864
U.K. 2,698 2,337 1,452 1,848 2,010 — 10,345

u.s. 49,604 9,550.1 20,485.1 3,486.1 11,9473 — 85,0726
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Percentage Utilization

Country  Checks  Debit Credit Credit Direct  Electronic Total
Cards Cards Transfers Debit Purse (%)
Belgium 5.02 29.01 3.82 46.68 11.81 3.65 100
Canada 28.09 33.21 21.53 9.65 7.53 — 100
France 37.93 27.79 — 17.67 16.62 — 100
Germany 3.01 7.14 242 49.14 38.11 0.18 100
Hong Kong 72.79 — — 8.72 18.49 — 100
Italy 23.79 12.55 10.76 40.26 12.63 — 100
Japan 7.32 0.10 53.18 39.39 — — 100
The 0.49 27.88 1.99 39.67 29.09 0.87 100
Netherlands
Singapore 29.66 27.64 0.00 4.72 5.60 32.38 100
Sweden 0.18 22.46 5.84 63.22 8.05 0.26 100
Switzerland 1.30 19.91 8.28 63.10 5.34 2.08 100
U.K. 26.08 22.59 14.04 17.86 19.43 — 100
u.s. 58.31 11.23 24.08 4.10 2.29 — 100

These data show that, in 2000, checks were still the mostly used scriptural money in
Hong Kong (72.8%), in the U.S. (58.3%), and in France (37.9%). In contrast, bank card
transactions were dominant in Canada (54.74%), Japan (53.28%), and in the U.K.
(36.63%). Note, however, that three-fifths of these transactions in Canada and in the U.K.
were by debit card, while in Japan, the overwhelming majority of the transactions were
by credit card. Finally, thanks to the Postal Gyro system, in which debtors authorize their
banks to debit their account regularly to pay their creditors, credit transfers were the most
important scriptural money instrument in Sweden (63.22%), Switzerland (63.10%),
Germany (49.14%), Belgium (46.68%), Italy (40.26%), and in the Netherlands (39.67%).
In most of these countries, checks have almost disappeared; the volume of check
transactions has fallen to 0.18% in Sweden, 0.49% in the Netherlands, 1.3% in
Switzerland, 3% in Germany, and 5% in Belgium. Finally, electronic purses transactions
formed about a third of the volume of transactions in Singapore.

! The BIS is owned by 50 of the world’s biggest central banks.



Money and payment systems 29

Clearly, the techniques used for electronic commerce (e-commerce) will have to take
into account the differences in behavior and the current trends in the different societies.
For example, systems of electronic or virtual checks would be difficult to introduce in
Sweden or Switzerland, whereas they may be of interest in the U.S. and France. In fact, it
is in these last countries that research is being actively conducted to replace the check
with other electronic means. A closer examination of the various types of monies follows.

2.2.1 Cash

In each country, cash constitutes the fiduciary money that the central bank and the public
treasury issue in the form of notes and coins (Fay, 1997, p. 83). This instrument of
payment is available free of charge to the individuals. Banks cover the costs for
managing the payments, withdrawals from branches or teller machines, as well as the
costs of locking up the money. In retail commerce, banks usually charge their customers
for their services if they have to process large amounts of notes or coins and perf orm the
counting and the sorting of bills and coins.

Cash is the preferred means of payment for face-to-face commerce. The current trend
in Western countries is to use cash for relatively small amounts, while medium and large
amounts are handled with scriptural instruments. On the basis of this suggestion, the
French Comité des Usagers (Users Committee) defined micropayment as a “payment,
particularly in the case of a face-to-face payment, where, given the absence of any
specific constraint, cash is the preferred instrument” (Sabatier, 1997, p. 22).

Depicted in Table 2.2 is the part of cash in the narrow money for selected countries
between 1985 and 2000 (Dragon et al., 1997; Bank for International Settlements, 1996,
1997, 2000, 2001, 2002). In most of the countries, narrow money is measured using the
M1' monetary, with the exceptions of Sweden, which uses the M3 aggregate, and the
U.K., which has been using the M2 aggregate since 1989. The data are presented in
graphical form in Figure 2.1.

Clearly, the contribution of fiduciary money varies tremendously among countries.
However, with the exception of the U.S., the general trend is a

1 M1 is the total amount of currency in circulation as well as monies in checking accounts. M2 is
M1 plus monies in saving accounts and money market funds. M3 is M2 plus bank certificates of
deposits and other institutional accounts, such as accounts in foreign currencies and, for the U.S.,
Eurodollar deposits in foreign branches of U.S. banks.
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TABLE 2.2

Percentage of Cash in the Narrow Money in
Selected Countries (1985-2000)

Belgium
Canada
France
Germany
Italy

Japan

The Netherlands
Sweden®
Switzerland
UK>

u.s.

Belgium
Canada
France
Germany
Hong Kong
Italy

Japan

The Netherlands
Singapore
Sweden®
Switzerland
UK®

u.S.

1985
36.6
445

16
311
14.2
28.6
321

19.5
31

1986
35.3
457
153
31.3
141
27.4
31.2

17
29.4

1987
34
43.6
15.2
32.2
13.8
28.3
324

145
28.7

1988
34.8
44.6
15.2
33.4
14.3
315
31.3

141
27.2

1996

27.5
14.3
13.3
27.6
38.6
16.1
26.1
18.0
38.1

9.9
17.3

4.9
36.0

1989
325
43.8
15.2
32.6

15
35.3
30.3

6.5
28.2

199

315
471
15.9
29.9
15.7
31.2
27.2
10.8
21.6

4.8
28.5

1990 1991 1992
31.3 315
46.1 47
151 158
271 299
144 142

36 331

29.5% 28.6°

— 115

— 218

6 56

29.2 285

7 1998
26.5 23.8
14.2 14.5
13.1 111
27.2 241
42.8 455
16.1 16.1
258 253
15.7 14.1
38.9 37.3
10.0 10.2
15.6 15.5
5.0 5.0
39.0 414

1993
29.6
44
15.3
29.6
155
311
25.1
10.7
19.7
45
28.5
1999
20.4
15.6
12.6
234
48.5
14.4
248
12.8
36.4
10.6
15.3
5.0
45.4

1994
271
442
15.2
29.6

16
30.7
25
10.7
30.6
4.6
30.7

1995
27.2
428
14.2
29.1
16.3
29.2
221
10.5

18
4.6
32.9

2000

19.3
13.7
11.8
21.8
45.0
14.3
250
114
33.9
15.8

5.0
48.1

®As a percentage of the M3 monetary aggregate.

®As a percentage of the M2 aggregate starting from 1989.
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FIGURE 2.1

Percentage of cash in the narrow
money for selected countries.

decreasing or constant contribution. The U.S. situation can be explained using
socioeconomic factors, because the cost of banking services put them out of reach for an
increasing sector of the population (about 25 to 30%) (Hawke, 1997; Mayer, 1997, p.
451). If we exclude Sweden and the U.K. because they use their own definition of narrow
money, it is seen that the ratio of cash to narrow money is lowest in France. The countries
with the highest ratio are, respectively, the U.S., Hong Kong, and Singapore. One
conclusion is that the extensive use of checks and bank cards does not automatically
reduce the importance of cash transactions.

Because counterfeit money cannot be exchanged with legitimate money, the use of
cash relies on the reciprocal trust of the various parties. To sustain this trust, the
authorities multiply various security measures. The protection of bank notes relies on the
utilization of special paper that cannot be easily reproduced, on the protection of supplies
to the banks, on detecting counterfeit money, and on a guarantee of replenishing the
stocks with new notes and pieces. The protection must cover the whole life cycle of the
money, from the components used in the fabrication, until the recall and destruction of
worn-out notes or coins as well as counterfeit ones. The rate of counterfeit varies from
0.002% for the old French francs to 1% for U.S. dollar bills. Added security has a price;
the unit cost of the franc bills amounted to 1.1 to 1.4 francs, which was almost double the
unit cost for the German mark or the British pound (which were around 0.7 francs)
(Dragon et al., 1997, pp. 90-91). To this cost, one must add the cost of fraud-detection
equipment at merchants and banks.

2.2.2 Checks

Table 2.3 shows the relative importance of checks in the total volume of scriptural
transactions in selected countries from 1991 to 2000 using data from the BIS.

These data are represented in graphical form in Figure 2.2. They show that the
contribution of checks is decreasing in most countries, even though the

TABLE 2.3
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Percentage of Checks in the VVolume of Scriptural
Payments in Selected Countries (1991-2000)

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Belgium 216 1838 16 117 106 9.4 8 7 5.8 5
Canada 648 624 58.7 527 521 455 394 347 316 281
France 522 50.6 491 469 448 486 46.6 44 401 379
Germany 9.6 8.8 8.1 7.9 7 6.4 5.7 4.8 3.3 3
Hong Kong — — — — — 100 769 741 732 728
Italy 41.6 40 372 349 337 345 313 296 273 238
Japan — — — — — 121 108 9.5 8 7.3
The Netherlands 143 123 8.1 8.5 5.8 4 2.8 1.9 1 0.5
Singapore — — — — — 479 455 392 335 297
Sweden — — — — — 4.6 2 0.4 0.4 0.2
Switzerland 54 4.4 3.3 2.6 2 16 1.3 10 0.8 1.3
U.K. 485 454 43 402 367 375 345 318 288 261
u.S. 816 811 801 779 754 741 722 70 68.6 583
FIGURE 2.2

Check contribution in the volume of
scriptural transactions in selected
countries.

total volume of scriptural transactions increased. A detailed examination of the patterns
reveals three large classes of use:
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* The largest use of checks is essentially in Hong Kong and the U.S. where the volume of
transactions by checks in 2000 was between 50 and 70% of the total number of
scriptural transactions.

« In Canada, France, Italy, Singapore, and the U.K., the contribution made from checks
varied between 30 and 50% of the volume of scriptural transactions. In this category
of countries, check use, while decreasing continuously, seemed to tend to a stable
plateau.

* The countries where checks play an insignificant role (less than 10% of the volume of
transactions) are Belgium, Germany, Japan, the Netherlands, and Switzerland. It is
even possible to envision the total disappearance of the check in these countries within
a few years.

The relative importance of the values exchanged in the same countries in the period from
1991 to 2000 is given in Table 2.4 and presented in graphical form in Figure 2.3.

TABLE 2.4

Percentage Contribution of Checks in the Value
Exchange with Scriptural Money in Selected
Countries (1991-2000)

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Belgium 5.4 6.2 54 46 43 2.9 2.9 3.2 0.6 0.5
Canada 99 988 988 988 981 973 97 965 215 146
France 7.3 6.4 4.6 44 4.7 4 3.9 2.6 29 2.9
Germany 2.8 24 2.3 2.3 21 8.8 7.9 7.2 3.9 34
Hong Kong — — — — — 100 973 942 932 931
Italy 9.1 7.1 5.4 4.5 4.5 3.7 3.3 2.9 3.7 3.2
Japan — — — — — 3 24 2.7 2.7 2.7
The Netherlands 0.2 0.2 0.1 0.1 0.1 0.3 0.2 0.1 0.1 0.1
Singapore — — — — — 7.1 5.9 4.9 5.1 4.7
Sweden — — — — — — — 0.5 0.4 0.3
Switzerland 5.4 0.1 0.1 0.1 2 0.1 0 0 0 0
U.K. 16.1 116 9.4 7.6 5.3 5.9 5 4.4 2.8 25

u.s. 137 131 126 122 119 112 105 103 112 6.5
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FIGURE 2.3

Check contribution to the value of
scriptural transactions in selected
countries.

The data show that in Hong Kong, payment by checks is responsible for more than 90%
of the value exchanged. This was also the case in Canada in the early 1990s, before the
contribution of checks dropped dramatically to 14.6% by the end of the decade. In the
Netherlands, Sweden, and Switzerland, the amounts exchanged by checks are almost
insignificant. In other countries, the contribution of checks is between 2 and 6%. In the
U.S., the decline from 11.2 to 6.5% is the direct consequence of the federal law that took
effect on January 1, 1999, mandating the use of credit transfers for all payments by the
federal government, with the exception of tax refunds. The driving reason is that credit
transfers are 20 times less expensive than checks, and postal costs are avoided. However,
social inequality in the U.S. is impeding total implementation of these mandates. The cost
of opening a bank account discourages more than 40 million people whose annual
income is less than $25,000 from having a checking account, which puts them outside the
financial circuits (Hawke, 1997; Mayer, 1997, p. 451). In addition, about 10,000 banks do
not have all the capabilities of EDI and are not capable of translating the incoming
transfers into a form that can be read by the small-and medium-sized enterprises that are
dealing with the federal government.

The total cost of processing an individual check hovers around 50 cents to a dollar
(Dragon et al., 1997, pp. 110-126). This cost includes fabrication, security, distribution,
return (sorting, identifying the signature, capturing written data, rejecting, etc.),
archiving, and the price for stolen checks, in addition to the cost of bad checks, which is
about 1% of the total amount of checks. In addition, about 800,000 checks are lost,
stolen, delayed, or damaged before arrival, and more than 75,000 checks are counterfeit
or fraudulent. Finally, paperless transfers avoid postal costs. This means that checks are
the most expensive instrument of payments, not only for banks but also for heavy users.

The volume of business-to-business payments in the total payments by checks in the
U.S. was 42.7% in 2001, while 15.5% of the volume is related to business-to-consumer
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payments, and 10.3% is related to transactions from consumers to businesses. The
remaining 32.5% was for other transactions, such as refunds, government checks, payroll
checks, social security, etc. (Schneider, 2002). In France, likewise, business-to-business
payments by checks stabilized around 44% of the total payments by checks (Dragon et
al., 1997, pp. 105-110). One possible explanation for this commonality is that businesses
attempt to take advantage of the cash flow due to the float, i.e., the calendar difference
between when the check is issued and when the funds are actually withdrawn. However,
as will be seen in Chapter 12, schemes f or electronic check presentment (ECP) will do
away with float and one advantage of checks for businesses. This could eventually drive
small-and medium-sized companies to other means of payments, leaving checks to
payments by individual consumers. However, consumer-to-business payments differ
from business-to-business payments in that they are more frequent but have a much lower
monetary value (less than $50). To prevent a costly instrument from being used more
frequently for decreasing values, banks will have to induce customers to switch to new
scriptural instruments, such as payment cards or direct debits. An interesting experiment
is going on currently, because, in July 2002, French banks generalized the use of ECP; at
the same time, checks are free for account holders in France, but this is not the case for
other instruments, such as bank cards.

Note that check processing, which is essentially manual, provides direct and indirect
employment to tens of thousands in the public and private sectors. As a consequence, any
cost reduction through the dematerialization of checks or their replacement by electronic
means of payment will have important social repercussions.

2.2.3 Credit Transfers

Credit transfers are a means by which to transfer funds between accounts at the initiative
of the debtor. This instrument requires the debtor to know the beneficiary’s bank and
bank accounts. This is the reason it is usually used in bulk transfers, such as for salaries
and pensions. The data available from the BIS, reproduced in part in Table 2.5 and
represented in Figure 2.4, underline the evolution of the contribution of credit transfers in
the volume of scriptural transactions between 1991 and 2000.

The same groupings of the various countries as related to check usage exists but in
reverse order:

« Countries where the role of checks is not significant are those where credit transfers are
used the most, particularly in Sweden and Switzerland (more than 60%). The
percentage is between 40 and 60% in Belgium, Germany, Japan, Italy, and the
Netherlands.

* The use of credit transfers in France and in the U.K. stabilized around 20% of the total
number of transactions.

* In Hong Kong and the U.S., where check usage is the highest, credit transfers constitute
less than 10% of the total number of transactions. Credit transfers in Canada are also
infrequent (less than 10%).

We note the saturation if not a small decline in the proportion of credit transfers almost
everywhere. For a better analysis of the situation, we study the data reproduced in Table
2.6 and represented by the curves of Figure 2.5. These data illustrate that between 1991
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and 2000, and in almost all countries, the values exchanged by credit transfers remained
constant or increased slightly. In Canada, the increase was dramatic. Thus, even if the
number of transfers diminishes, the values exchanged remain constant. In reality, a small
percentage of the transfers, less than 5% in volume, are related to large movements of
capital, particularly to interbank operations (lending or borrowing from markets, settling
foreign-exchange operations) as well as financial operations (transfers among different
accounts of a single entity or group). The differences among countries seem to stem
mostly from large

TABLE 2.5

Percentage of Credit Transfers in the Volume of
Scriptural Payments in Selected Countries (1991-

2000)

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Belgium 570 569 585 609 602 594 580 540 519 467
Canada 3.9 4.4 5.2 7.1 8.2 8.9 8.9 9.5 9.3 9.6
France 152 154 154 157 156 175 177 178 184 17.7
Germany 51.3 498 456 487 488 491 482 505 525 491
Hong Kong — — — — — — 6.9 8.1 8.5 8.7
Italy 409 421 446 468 450 479 465 443 412 403
Japan — — — — — 428 423 417 390 394
The Netherlands 613 613 660 598 527 486 459 429 406 397
Singapore — — — — — 7.9 7.8 7.0 5.0 4.7
Sweden 769 776 845 823 794 738 723 686 672 632
Switzerland 827 813 801 781 763 744 725 721 684 631
U.K. 209 206 204 201 182 186 185 183 181 179

u.s. 16 1.8 19 2.5 2.4 2.6 2.7 3.1 3.2 4.1
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FIGURE 2.4

Evolution of credit transfers in selected
countries (in volume).

payments from social organizations and enterprises (salaries or retirement benefits). As
already indicated, U.S. federal law mandates that all government payments be made with
credit transfers, with the exception of tax returns. This law became effective on January
1, 1999, which explains the increase in the values exchanged by credit transfers from 83

to 86.4% between 1999 and 2000.
TABLE 2.6

Percentage of Credit Transfers in the Exchange of

Value in Selected Countries (1991-2000)

1991 1992 1993 1994 1995 1996 1997 1998

Belgium 943 934 942 958 963 96.7 96.7 96.3
Canada 0.6 0.7 0.7 0.7 1.0 15 18 21
France 899 912 935 935 930 950 951 96.6
Germany 954 955 957 957 958 79.2 793 79.0
Hong Kong — — — — — — 2.3 5.0
Italy 886 911 932 942 941 9.0 963 96.8
Japan — — — — — 964 969 975
The Netherlands 984 986 988 988 989 937 938 938
Singapore — — — — — 926 937 9438
Sweden 849 863 958 96.2 957 957 958 949

Switzerland 99.8 999 999 998 998 998 998 99.8

1999
98.9
775
96.2
83.9

6.0
95.7
97.2
93.4
94.6
94.3
99.8

2000
99.0
84.8
96.2
86.3

6.1
96.2
97.3
93.5
95.0
93.9
99.7
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U.K. 825 87.1 895 912 924 927 938 944 963 966
u.s. 854 858 864 867 870 753 760 820 830 864
FIGURE 2.5

Evolution of the exchange of value
with credit transfers in selected
countries.

2.2.4 Direct Debit

Direct debit is a means of payment used for recurrent payments (for example, electricity
consumption, subscription renewals, etc.). To start a direct debit, the debtor signs on
paper an agreement to pay future amounts. This agreement can also be signed by
electronic means, for example, the Tep (Titre Electronique de Paiement—Electronic
Payment Title), in France. Large bill producers, such as the utilities and
telecommunications companies, find this instrument to be convenient, but its progress is
impeded by the suspicion of the debtors. The contribution of direct debits to the volume
of scriptural payments in some countries is shown in Table 2.7. These data are also
presented graphically in Figure 2.6.
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TABLE 2.7

Percentage of Direct Debit in the Volume of
Scriptural Payments in Selected Countries (1991-

2000)

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Belgium 8.2 8.8 9 9.4 9.5 9.7 9.8 94 102 118
Canada 3.5 4.3 5 6.1 6.4 6.8 7.2 7.4 7.5 7.5
France 93 106 106 112 113 132 136 144 155 16.6
Germany 373 393 437 403 406 403 421 373 359 381
Hong Kong — — — — — — 162 178 183 185
Italy 3.8 4.1 4.4 4.7 5.4 8.3 9.6 10.3 12 126
The Netherlands 226 239 217 256 281 279 28 288 294 291
Singapore — — — — — 117 12 9.2 6.3 5.6
Sweden 4.4 4.9 5.7 6.1 6.4 6.3 7.1 8 8 8
Switzerland 2.3 25 2.8 31 33 33 3.6 35 35 5.3
U.K. 142 151 156 165 164 169 177 184 188 194
u.S. 0.8 1 11 13 1.3 14 1.5 16 1.7 2.3

FIGURE 2.6

Contribution of direct debits to the
volume of scriptural payments in
selected countries.
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The consequence of the gyro systems appears one more time—the countries where direct
debit is most popular are Germany and the Netherlands. However, it is used essentially
for small amounts, as indicated in Table 2.8 and depicted in Figure 2.7.

2.2.5 Interbank Transfers

The Tip (Titre Interbancaire de Paiement—Interbank Payment Title) is a specific
instrument introduced in France in 1988. It is different from typical debit transfers in that
a signature is required for each payment on a special form that the creditor supplies. Its
main advantage is that it can be easily integrated into an architecture of electronic
payment using telephone or computer services to allow remote payments. In this way, the
creditor still

TABLE 2.8

Percentage of Direct Debit in the Transfer of Value
by Scriptural Payments in Selected Countries
(1991-1996)

1991 1992 1993 1994 1995 1996

Belgium 0.2 0.2 0.3 0.5 0.3 0.4
Canada 0.1 0.2 0.2 0.2 0.3 0.5
France 0.7 0.6 0.7 0.8 0.9 1.0
Germany 1.8 21 2.0 2.0 21 25
Italy 0.3 0.2 0.2 0.2 0.2 0.2
The Netherlands 1.4 1.2 11 11 1.2 1.2
Switzerland -2 -2 -2 0.1 0.1 0.1
U.K. 1.2 11 1.0 1.0 1.0 11
u.s. 0.8 1.0 0.9 0.9 0.9 0.9

3_ess than 0.1%.
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FIGURE 2.7

Contribution of direct debits to the
value of scriptural payments in
selected countries.

sends the Tip by postal mail, while the client signs electronically. Currently, two
solutions are available: (1) the télé-Tip, where the signature is sent on the Minitel; and (2)
the audio-Tip, where the signature is sent by entering a special code over the phone.

2.2.6 Bills of Exchange

Abill of exchange (or a negotiated instrument) is a remote payment reserved for
professional relations, giving either the debtor or the creditor the initiative of the
payment. If the debtor is the initiator, the instrument is called a “promissory note,”
whereas if the creditor has the initiative, it is a “bill of exchange” proper. In either case,
creditors give the documents they possess to their banks that then send the bill of
exchange to the debtor banks. The promissory note resembles a check drawn on a
checking account, with the assurance of payment and the possibiliiy of a discount fee for
the beneficiary.

2.2.7 Payment Cards
Depending on the service offered, there are several types of payment cards:

* Check guarantee cards.
* Cash withdrawal cards.
* Bank payment cards:

* Immediate debit cards, i.e., the withdrawal from the debtor accounts occurs
immediately at the conclusion of the transaction.

 Deferred debit cards, i.e., the debtor account is debited at a fixed date, such as the
end of the month.
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« Credit cards.

« Restricted usage cards, which have limited applications, in distinction of bank cards that
are universally applicable.

* Charge cards, such as American Express or Diner’s Card, that can be defined as
“international deferred debit cards.” They differ from bank cards by the nature of the
issuing financial institutions that control the network of affiliates.

* Private fidelity cards are issued by merchants to retain their customers and offer credit
facilities (with the help of credit institutions). One of the uses of these cards is to
construct customers’ profiles of their consuming habits to focus marketing and sales
campaigns.

» Cards that are focused on business usages, such as the following:

« Corporate cards, which allow a company to optimize the expenses incurred by the
employees during the course of their work-related activities.

« Purchasing or procurement cards, which are deferred debit cards used to cover the
payments made for nonrecurrent charges and small amounts. While the cardholder
represents the enterprise in making the purchases, it is the enterprise account that
will be debited for the sales incurred. The processing of the data relative to these
cards includes the generation of management reports and accounting and fiscal
reports on all operations used with this card.

The protocols for bank card purchases require the intervention of several actors in
addition to the buyer and the seller, in particular, the banks of each of the parties and the
credit card scheme, for example, Visa or MasterCard. The merchant’s bank is called the
acquiring bank because it acquires the credits, and the buyer’s bank is called the issuing
bank because it issued the cards to its members that it authenticated. The bank card
schemes call for the intervention of authorization servers connected to call centers whose
role would be to filter out abusive transactions. The filtering process utilizes
preestablished criteria, for example, whether a spending ceiling was reached, or if a large
number of transactions took place in a specific interval, etc. Finally, the transaction is
cleared, and settlements are made among the banks by using national and international
circuits for interbank exchanges. Depicted in Figure 2.8 are these exchanges.

Systems for bank card payments on open networks of the Internet type must be
integrated within this framework. The adaptation efforts attempt to take advantage of the
storage capacity and the computation capabilities of the new generation of integrated
circuits cards, called microprocessor or smart cards. These processing capabilities make
the cards suitable for securing e-commerce in addition to other nonbanking telematics
applications. The architecture of multiapplication cards will be presented in Chapter 12.

Table 2.9 provides the proportion (in volume) of scriptural payments made by bank
cards in selected countries is provided. The data are depicted in graphical form in Figure
2.9.

The use of bank cards is increasing in all countries, except in Singapore, where it is
decreasing. One possible reason is the rapid development of electronic purses that seem
to have replaced bank cards as an instrument of payment, as will be seen later. The
greatest bank card use is in Japan and Canada, while the lowest is in Germany. In most
countries, the percentage in volume of scriptural payments made by bank cards is
between 23 and 36%, making this instrument the second most popular. The tremendous
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increase in the volume of transactions by bank cards can be explained by several factors,
such as plans for the diffusion of cards in the population as well as good geographic
coverage by automatic teller machines (ATMs).

Table 2.10 gives the proportion of value exchanged by bank cards in the same
countries from 1991 to 2000 is given. The data are depicted in graphical form in Figure
2.10. These results confirm that this instrument is actually a mass instrument to be used
for small amounts (less than 1% of the total

FIGURE 2.8

Message exchanges during a bank card
transaction.
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TABLE 2.9

Percentage in Volume of Payments by Bank Cards
in Selected Countries (1991-2000)

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Belgium 13.3 156 165 18 197 214 234 274 289 328
Canada 278 289 311 281 333 388 445 484 516 547
France 145 15 157 162 176 206 222 182 261 2738
Germany 1.8 2.1 2.6 3.1 3.6 4.2 41 7.3 8.2 9.6
Italy 31 3.7 4.1 5.2 6.6 95 126 158 196 233
Japan — — — — — 451 469 488 53 533
The Netherlands 1.8 2.6 4.2 6.1 134 195 232 257 282 299
Singapore — — — — — 326 343 328 274 277
Sweden 8.8 8.2 98 116 142 153 186 23 24 283
Switzerland 9.7 118 138 162 184 207 226 229 26 282
U.K. 164 1838 21 233 241 269 293 315 343 366
u.S. 16 168 175 186 20 214 229 246 266 353
FIGURE 2.9

Percentage in volume of scriptural
payments by bank cards in selected
countries.
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TABLE 2.10

Percentage in Value of Payments by Bank Cards in
Selected Countries (1991-2000)

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Belgium 0.1 0.2 0.1 0.1 0.1 0.1 0.2 0.2 0.1 0.2
Canada 0.3 0.3 0.3 0.3 0.4 0.7 0.7 0.8 0.5 0.6
France 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.2 0.2
Germany -4 =L & & _* 02 02 03 03 04
Italy — — — — 0.1 0.0 0.0 0.0 0.1 0.1
Japan — — — — — — — — — 0.1
The Netherlands — — — 0.1 0.1 1.0 11 1.2 1.4 1.4
Singapore — — — — — 0.2 0.1 0.2 0.2 0.2
Sweden 0.7 0.7 0.9 1.0 14 14 1.6 19 2.3 2.6
Switzerland e | 0.0 0.0 0.1 0.1
U.K. 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.2 0.2
u.s. 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.3

3_ess than 0.1%.

value exchanged by all scriptural instruments). Sweden and the Netherlands are the only
countries where the bank card’s share exceeded this threshold. This may explain why the
electronic purse has had difficulties starting in Switzerland (Le Matin, 1998), because it
was competing for the same niche as the bank card.

FIGURE 2.10

Percentage in value of scriptural
payments by bank cards in selected
countries.
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2.3 Types of Dematerialized Monies

Several forms of dematerialized currencies appeared in the 1980s, with the increased use
of prepaid cards, such as telephone cards, and the success of the Minitel in France
(Martres and Sabatier, 1987, pp. 85-87). To clarify the presentation, three types of
“emerging” monies, all of which are dematerialized, will be distinguished: electronic
money, virtual money, and digital money.

2.3.1 Electronic Money

According to the Bank for International Settlements, “electronic money can be defined as
a monetary value measured in fiduciary units that is stored in an electronic device owned
or available to the consumer” (Bank for International Settlements, 1996, p. 13). It is thus
a movable scriptural means of payment that carries the values in units of payment in an
electronic store. This definition corresponds to a binary form of scriptural money, stored
on portable support, such as a smart card. The scriptural character of the electronic
money is related to the status of the issuer (because it is not issued by the central bank)
and to the traceability of the transactions and the movement of money.

The units of payment contained in the cards or in the software are bought either with
fiduciary money or by charging to a bank account. The discharging power of these units
is restricted to those merchants who accept them. This is the reason certain experts
consider that electronic money does not exist in a strict sense, because it is neither legal
tender nor does it have discharging power (Fay, 1997, p. 113).

2.3.2 Virtual Money

Virtual money differs from electronic money in that its support, its representation, and its
mode of payment do not take tangible forms. Virtual money can be contained in software
programs that allow payments to be carried out on open networks, such as the Internet.

Starting with the definition of the BIS for electronic money, one can consider virtual
money as a referent (or a pointer) to a bank account. The scriptural character of the
virtual money is also tied to the status of the issuer (it is not issued by the central bank)
and to the traceability of the transactions.

In the limiting case, virtual money may also be a virtual token (or jeton) issued by a
trusted issuer for unique usage in a closed circuit.' These jetons are different from the
electronic versions of legal tenders because they are recognized only in a restricted
commercial circuit. This contrasts with electronic money, which is a multipurpose
payment mechanism recognized in general commercial circuits. Millicent, for example, is
one system that proposes a method for micropayments with a virtual jeton, the “scrip.” A
service provider issues a scrip, which does not have any direct relationship with the
banking system but is a promise for future service. By generalizing this notion, service
providers can issue their jetons and tie them with banking accounts that they maintain.
They will remain within the perimeter defined by the law as long as these units are
ascribed to a specific purchase within a well-defined circuit.

Telephone cards are a particular case of virtual purses issued by telephone companies.
These cards are prepaid, and the values they store are dedicated to the settlement of
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telephone communications at a given service provider. The purchasing power is
described in terms of “telephone jetons” that correspond to the impulse counts in the
telephone networks. The experiences of the telephone card and of the Minitel kiosk show
that, when the amounts under consideration are individually marginal, a telephone
operator, although a “nonbank,” can effectively help in collecting amounts that are
individually marginal by attaching them to the telephone bill. By extending this role, the
telephone unit could play the role of virtual money between the supplier and the
purchaser in the case of micropayments. This advantage may even be extrapolated to the
case where the two parties are not located in the same country. This is because telephone
companies, over the years, have developed the ability to handle small payments in an
efficient manner and have defined efficient procedures for settling accounts among
themselves, even across currencies. In fact, the use of phone-ticks for micropayments was
considered within the European project CAFE (Conditional Access for Europe), which
ran from 1992 to 1996 (Pedersen, 1997). The value of the telephone unit is relatively
more neutral than the legal tenders and is regulated by agreements within the 1TU
(International Telecommunication Union). It fluctuates less than currency and could thus
be the standard of measure for micropayments on the international scene. Another
proposal is to consider the transmission capacity (i.e., the available bandwidth) as the
support for the electronic money.

Interbanking networks are strictly regulated and monitored by the monetary authorities
in each, given that only the central banks have the monopoly to print money. The
dispensation given to telephone cards was justified on the basis that telephone tokens
represent future service consumption, paid with the legal money. Furthermore, it is
difficult for banks to propose an economic alternative to the billing and collection of
amounts that are individually marginal.

The example of the telephone card, whether discardable or rechargeable, could
encourage telephone companies to aspire to an intermediary role in e-commerce,
especially for micropayments. However, this ambition requires passage from the “virtual
purse” mode to the “electronic purse” mode. In other words, the value stored in the
telephone card (i.e., the billing impulses) must be recognized as new scriptural and
universal monies, expressed in binary form. This poses the problem of how the financial
authorities can regulate this new money supply, which must be resolved before that
bridge can be crossed.

! The dictionary (Webster’s New Collegiate Dictionary, 1975) definition of token is “a piece
resembling a coin issued as money by some person or a body other than a de jure government.”
Despite this clear statement, there has been a tendency to mix legal coins with tokens (see, for
example, Camp et al., 1995). To avoid the potential confusion, this book will use the French word
jeton to mean a coin issued by a nongovernmental body.

2.3.3 Digital Money

Digital money is an ambitious solution to the problem of online payment that will be
further described in Chapter 11. Like regular money, each piece has a unique serial
number. However, the support for this money is “virtual,” the value being stored in the
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form of algorithms in the memory of the user’s computer, on a hard disk, or in a smart
card.

As will be shown later, one of the most salient characteristics of the digital money of
DigiCash is that it is minted by the client but sealed by the bank. The creditor that
receives the digital money in exchange of a product or a service verifies the authenticity
using the public key of the issuer bank. Anonymity is thus guaranteed, but it is not easy
to transfer the value among two individuals without the intervention of the bank of the
issuer. Furthermore, as each algorithmic step is associated with a fixed value, the problem
of change causes some complications.

As a new step in the dematerialization of money, the digital unit of money will be a
monetary sign, with a real discharging power that the economic agents in as large an area
as possible would be able to accept in return for payments. The exchange of value takes
place in real time via the network using coded digital coins, but the clearance and
settlement may be in real time or in nonreal time. The digital money can be exchanged
with physical money at banking institutions after verification with an authentication
database. This database can be centralized or distributed.

One of the characteristics of digital money compared with other electronic payment
systems is the possibility of making the transactions completely anonymous, i.e., of
dissociating the instrument of payment from the identity of the holder, just as in the case
of fiduciary money.

One of the destabilizing aspects of this digital money is that it could lead to formation
of new universal monies independent of the current monetary system. This is the reason
attempts at creating digital money have encountered technical and legal difficulties. A
digital currency that is international would collide with the various regional and local
currencies and would disturb the existing economies. The question is no longer
exclusively technological, as it touches upon aspects of national sovereignty and foreign
intervention. The economic and political stakes of such a proposition are enormous and
may lurk behind the screen of juridical disputes.

2.4 Purses and Holders

2.4.1 Electronic Purses and Electronic Token (Jeton) Holders

According to the BIS, an electronic purse is a “a reloadable multipurpose prepaid card
that can be used for retail or other face-to-face payments.” This means of payment can
substitute, if the holder wishes, for other forms of monies. Electronic purses are thus
portable electronic registers for the funds that the cardholder possesses physically. These
registers contain a pre-charged value that can serve as an instrument of exchange in open
monetary circuits. The protection afforded the stored value of money is based on the
difficulty (if not the impossibility) of fabricating a fake card or manipulating the registers.
Here the notion of “open networks” describes the final utilization of the means of
payment to make purchases without any a priori restrictions and independent of the
issuer. This notion of openness is different from that in telecommunications networks,
where a network can be “open” or “closed” depending on whether the access and
transmission protocols are standardized or proprietary.
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Where an electronic purse is used depends on the identity of the issuer (merchant,
bank, merchants association, etc.) and its prerogatives under the law. Banking networks
are, by definition, open wherever the electronic money corresponds to a legal currency. In
contrast, a purse that is issued by a nonbank is restricted because it can only contain
jetons and can only be used in closed circles and for predefined transactions involving the
issuer.

Jeton holders are analogous to private means of payments, such as restaurant or
manufacturer’s coupons. The jeton holder that is mostly used is found in the form of
telephone cards, where the units of payment give the right to establish prepaid telephone
connections.

Electronic purses are attractive to banks because they permit a reduction in the
transaction cost and can replace coins, notes, or checks for small amounts. They can be
considered a cybernetic form of the traveler checks that were first introduced by
American Express in 1890.

Electronic purses and electronic jeton holders have already proved their economic
effectiveness in face-to-face commerce and in payment through automatic machines.
They have an advantage over traditional payment cards, which are not suited to
micropayments, and even to face-to-face commerce, because the transaction cost may
exceed the amounts involved. It is possible, however, to combine electronic purses and
jeton holders in a multiapplication card. A merchant may be associated with a bank to
issue a fidelity card while offering credit facilities (as managed by the bank). Table 2.11
summarizes the financial and legal differences between electronic purses and electronic
jeton holders.

2.4.2 Virtual Purses and Virtual Jeton Holders

A virtual purse is an account precharged with units of legal money and stored in the
collection system of a nonbank (for example, a virtual mall) (Remery, 1989; Bresse et al.,
1997, p. 26; Sabatier, 1997, p. 94). Online access to this virtual purse is achieved with
software installed in the personal computer of the client to effect online micropayments.

The system functions as follows. Operators open in their banks and under their own
accounts several subaccounts. These subaccounts are then allocated to subscribers of their
systems, whether buyers or merchants. The client’s subaccount is called a virtual purse,
while the merchant subaccount is denoted as the virtual cash register. The purse is called
“virtual” because the value stored is not physically touchable, yet the units of payment
correspond to legal tenders.

The client’s purchasing power is indicated in the virtual purse and refers to the
subaccount under the operator’s account. What clients have on the hard disk of their
personal computer is a copy of the balance of this subaccount. In addition, the hard disk
may contain various files that are needed for the cryptographic security of the operation.
This approach has an additional advantage in that it protects the clients’ assets, even
when their computers fail.
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TABLE 2.11

Comparison between Electronic Purses and
Electronic Jeton Holders

Characteristic Electronic Purse Electronic Jeton Holder
Expression of purchasing Legal tender Consumption unit
power
Unit of payment Universal: can settle any payment ina Specific to transactions
defined territory involving the issuer
Guarantor of purchasing  Bank Service provider
power
Charging of value By a bank or its agent Unregulated
Circuit of financial Open Closed
services

Each purchase debits the client’s virtual purse and credits the merchant’s virtual purse
with the amount of the transaction minus the operator’s commission. At predefined
intervals, the operator makes an overall payment to each merchant, corresponding to the
amounts that have accumulated in their respective virtual cash registers. The grouping of
payments before initiating the compensation makes this approach economical for
micropayments.

In principle, virtual jeton holders could help settle informatics purchases with
micropayments, in particular, information or other virtual products sold over the Internet.
The purchasing power would be expressed in units of promises for service or for
consumption at specific vendors. This value represented in jetons would be stored in
memory and would have a limited scope of application. It would only be used in
transactions with suppliers that the operator of the payment system registered. However,
because the interest of the operator is to attract the participation of the largest number of
merchants, an aggressive recruitment may put the operator in an ambiguous position with
respect to credit institutions, which are the only institutions legally allowed to operate in
the general sphere. From the examples currently proposed, Millicent and Payword will be
discussed.

2.4.3 Diffusion of Electronic Purses

Table 2.12 gives the portion of the volume of scriptural payments performed using
electronic purses in several countries. These data are depicted in the graph of Figure 2.11.
Singapore is distinct from all other countries as being the first where payments from
electronic purses form an important part of the volume of transactions (about one third).
Belgium is in a distant second place where the proportion of transactions using electronic
purses does not even reach 4% of the total volume.

The growth of the electronic purse in Singapore from 1996 is the fruit of a planned
effort to replace coins with a contactless electronic purse, Cash-Card, which was
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introduced for small amounts (tolls, parking fees, etc.). Furthermore, starting from 2008,
Singapore will accord to electronic purses

TABLE 2.12

Percentage of Transactions with Electronic Purses
in the Volume of Scriptural Payments in Selected
Countries (1996-2000)

1996 1997 1998 1999 2000
Belgium 0.13 0.79 2.25 3.26 3.64
Germany 0.00 0.03 0.10 0.14 0.18
The Netherlands — — 0.68 0.82 0.87
Singapore 0.02 0.35 11.77 27.82 32.38
Sweden — — 0.22 0.40 0.26
Switzerland — — 0.53 1.25 2.08
FIGURE 2.11

Percentage of payments by electronic
purses in the volume of scriptural
payments in selected countries.

the same legal status as cash. The numbers in Table 2.13 confirm that, as expected, the
values settled with electronic purses form a tiny proportion of the total values exchanged.
However, for an equal value, the volumes of transactions vary considerably. Thus, the
value exchanged with electronic purses in Sweden exceeds that of Singapore, with a more
modest volume of transactions.
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TABLE 2.13

Pecentage of Contribution of Electronic Purses to
the Exchange of Values by Scriptural Payments in
Several Countries (1998-2000)

1998 1999 2000
Belgium 0.0009 0.0013 0.0012
Germany 0.0004 0.0004 0.0003
The Netherlands 0.0039 0.0037 0.0031
Singapore 0.0000 0.0010 0.0020
Sweden 0.0025 0.0040 0.0025
Switzerland 0 0 0.0002

2.5 Transactional Properties of Dematerialized Currencies

From an information technology viewpoint, computer monetary transactions must satisfy
certain conditions that can be expressed in terms of the f ollowing properties (Camp et
al., 1995):

« Atomicity: This is an all-or-none property. A transaction has to occur completely for its
consequences to take place. Otherwise, the state anterior to the transaction must be
restored.

» Consistency: All parties must agree on the critical fact of the exchange.

« Isolation: The absence of interference among transactions so that the final result of a set
of transactions that may overlap will be equivalent to the result when the transactions
are executed in a noncon-current serial order.

* Durability: This is the property where the system returns to its previous state following
a breakdown during operation.

From an end-user viewpoint, the reliability of the system as a whole depends on the
atomicity of the transactions; i.e., a transaction must occur in its entirety or not at all. No
buyer should be forced to pay for an interrupted transaction. Atomicity is the property of
payments made by cash, by checks, by credit transfers, or by debit cards. In contrast,
transactions by credit cards or by deferred credit are not always atomic if the client can
revoke the transaction during the time interval between the end of the transaction and the
instant at which the amount is debited to the client’s account. Although cash payments
are isolated, check transactions do not have this characteristic, because an overdraft may
occur depending on the order of successive deposits and withdrawals.
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2.5.1 Anonymity

Anonymity means that the identity of the buyer is not explicitly utilized to settle the
obligations. Personalization, in contrast, establishes a direct or indirect relationship
between the debtor and the means of payment. Cash in the form of notes and metallic
coins is anonymous because it has no links to the nominal identities of holders and their
banking references. In the case of remote financial transactions, anonymity raises two
questions: the ability to communicate anonymously and the ability to make anonymous
payments. Clearly, an anonymous communication is a necessary condition for
anonymous payments, because once the source of a call is identified, the most
sophisticated strategies for masking the exchanges would not be able to hide the identity
of the caller.

For bank cards and electronic or virtual purses and holders, there are four types of
anonymity (Sabatier, 1997, pp. 52-61, 99):

* The plastic support is anonymous if it does not contain any identifier that can establish a
link with the holder. This is the case with telephone cards. On the other side, the
support of a bank card is not anonymous because it carries the card number as well as
the cardholder’s name and account.

* Recharging an electronic purse with value is an anonymous transaction if it does not
establish a link with the identity of the holder, for example, charging a smart card with
the aid of cash. The transaction loses its anonymity temporarily if it is protected by a
personal identification number (PIN), because the identity is taken into consideration.
However, anonymity can be restored if the transaction is not archived.

« A transaction is partially anonymous if the information collected during its progress
does not establish a link with the holder’s bank account. One such example is when
payment transactions are grouped by accumulating the total sum of the transactions
within a given period. In this case, however, it is possible to discover the identity of
the cardholder, because the grouped transactions must be tied with a bank account for
clearance and settlement.

» Anonymity for face-to-face transactions is different from anonymity for remote
transactions. In face-to-face commerce, the utilization of a smart card with offline
verification can protect the identity of the holder and the subject of the transaction.
This is because the algorithms f or authentication and identification, which are stored
within the memory of the card, will operate independently of any management center.
The case of remote commercial transactions, whose smooth operation requires that
both parties identify themselves without ambiguity to prevent any future contest of the
authenticity of the exchange is different. In this case, complete anonymity is
incompatible with nonrepudiation. The maximum that can be achieved is partial
anonymity; for example, merchants would not have access to the references of the
holder, and this information would be collected and stored by a trusted third party that
will be an arbiter if a dispute arises.
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2.5.2 Traceability

Scriptural money is tied to the status of the issuer and the user, which allows for the
monitoring of a transaction in all its steps; it is thus personalized and traceable.
Nontraceability means that the buyer would not only be anonymous, but also that two
payments made by the same person could not be linked to each other, no matter what
(Sabatier, 1997, p. 99). In smart cards, for example, a “protected zone” preserves an audit
trail of the various operations executed. However, by ensuring total confidentiality of the
exchanges with the help of a powerful cryptographic algorithm, third parties external to
the system would not be able to trace the payments or link two different payments made
with the same card.

Any guarantee for merchandise delivery as well as ambitions to arbitrate disputes run
counter to nontraceability of transactions. The question of proof quickly becomes
complicated, because the laws on “guarantees” and “confidentiality” vary widely among
countries.

Table 2.14 compares the different means of payments on the bases of the previous
properties.

2.6 Overall Comparison of the Means of Payment

The multiplicity of instruments for payment suggests that they are not all adapted to the
same types of applications. As a consequence, the success of emerging payment
instruments will depend on socioeconomic factors of a given society.

Among the classical means, the choice for face-to-face commerce is limited to cash,
checks, and bank cards. The choice is much larger for remote payments, which indicates
that the requirements differ according to applications, and that there is not a uniformly
optimal solution. Three means are more suitable for remote payments in business
applications: credit transfers, direct debit, and, when available, various types of interbank
exchanges.

While the main strength of cash is in the area of retail commerce, it is not suitable for
remote payments or for business-to-business payments. The check is the only means of
payment that is adapted to most cases, which explains its resistance to electronic
innovations in many countries. However, the cost of transactions by checks or by bank
cards does not make them suitable for micropayments. Stored-value systems, such as
electronic or vir-



Money and payment systems 55

TABLE 2.14
Transactional Properties of Different Methods of

Payment

Atomicity Consistency Isolation Durability Anonymity Traceability

Cash Yes
Checks Yes
Credit Yes
transfer

Direct debit Yes
Debit card Yes
Credit card No
Electronic Yes
purse

Virtual purse Yes

Yes
Yes
Yes

Yes
Yes
Yes
Yes

Yes

Yes
No
Yes

Yes
Yes
Yes
Yes

Yes

Yes
Yes
Yes

Yes
Yes
Yes
Yes

Yes

Yes
No
No

No

No

No
Maybe

Maybe

No
Yes
Yes

Yes

Yes

Yes
Maybe

Maybe

tual purses, may be able to displace cash and checks in this area because they can satisfy,
more or less, the same need, while offering the possibility of making small payments in

an economic manner.

It is worth noting that checks are often used to obtain cash, and that cash can be used
to feed a checking account. Currently, not all proposed electronic purses retain the
bidirectionality property. In fact, the electronic purse can be charged with cash, from a
checking account, or even through a bank card; however, the money is not discharged in
one of these forms. Figure 2.12 represents the circuit of monetary flow for a
unidirectional electronic purse

Summarized in Table 2.15 is the previous discussion on the domain of utilization of
the various means of payment.
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FIGURE 2.12

Monetary flow among different means
of payments for a unidirectional
electronic purse.

TABLE 2.15
Domains of Utilization of Means of Payment

Means of Payment Face-to-Face Remote Business-to-Business
Payment Payment Payment

Cash Yes — —

Check Yes Yes Yes

Credit transfer — Yes Yes

Direct debit — Yes —

Interbank transfer — Yes —

Bank card Yes, with a reader — Yes

Electronic or virtual Yes, with a reader Possible Possible

purse

A worldwide solution for e-commerce will have to integrate easily and without
distinction the various operational systems of payment.
Summarized in Table 2.16 are the various properties of money in terms of six criteria:.
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* The nature of money
* The support of money (the container)
* The location of the value store

* The representation of the value

» The mode of payment
» The means or instruments of payment

2.7 The Practice of Dematerialized Money

2.7.1 Protocols of Systems of Dematerialized Money

Depicted in the block diagram of Figure 2.13 are the financial and control flows among
participants in a system of dematerialized money (Sabatier, 1997, pp. 46-47):

* Relation 1 defines the interface between the client (the purse holder) and the operator
responsible for charging the purse with electronic monetary values. This operator
verifies the financial solvency of the holder or the validity of the payment that the
holder makes with the classical instruments of payment. After verification, the
operator updates the value stored in the electronic or virtual purse.

* Relation 2 controls the junction between the charging operator and the issuing bank, if
the operator is a nonbank.

TABLE 2.16
Properties of Money

Type of Nature  Support Value Value Mode of  Means of
Money of (the Store Representation payment  Payment
Money container) (Instrument)
Fiduciary | Concrete, | Paper, Safe, wallet, [ Bank notes, coins | Face-to- Bank notes,
material piece of purse face coins
metal transaction
Immaterial | Magnetic, | Account Remote, [ Check, debit
(an optical, maintained face-to- card, credit
account electronic | by a credit face (retail | card,credit
maintained institution automatic | transfer
. by a credit - . machines
Scriptural Dy a Cre Integrated | Electronic Numerical value )
institution) | . ™9
circuit card | purse
Computer | Virtual purse Electronic
(memory fund transfer
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FIGURE 2.13

The flow in a transaction by
dematerialized money.

« Relation 3 relates to the interbanking relations between the issuing bank and the
acquiring bank (the bank of the merchant) and depends on the regulations at hand.

« Relation 4 defines the interface of the acquiring operator and the acquiring bank to
acquire the credits owed to the merchant. These two entities are generally the same.

* Relation 5 describes the procedures for collection and compensation to credit the
merchant’s account with the values corresponding to the electronic values exchanged.

* Relation 6 represents the purchase transaction and the transfer of electronic value from
the client to the merchant, simultaneously.

The charging protocol of a system of dematerialized money specifies the procedures for
requesting authorization and transfer of electronic value toward the holder’s purse in
exchange for a payment acceptable to the charging operator (for example, cash, bank
card, checks, or even another electronic purse). The protocol relates to Relations 1 and 2
when the charging operator is a nonbank, otherwise to Relation 1 only. In this latter case,
Relation 2 falls within the realm of interbank relationships. Feeding an electronic or
virtual purse is considered a collection of funds from the public, which in most countries
is a banking monopoly. Only a credit institution is allowed to credit a purse with units
that can be utilized for the purchase of products that were not previously defined. With
the help of a system for point-of-sale activation and recharge (POSA/R of cards), the
reloading of value can be done from points connected to the banking networks.

Relation 6 includes two distinct protocols: a purchasing protocol during the
negotiation of the price and the purchase conditions and a payment protocol. The
payment can be made directly to the merchant or through an intermediary. The
corresponding architectures will be discussed below. In general, the means used for the
security of payments do not extend to the purchase protocol, even though the simple fact
of knowing that a communication between the partners is taking place can be interesting
information. An attempt to protect the negotiation that precedes the payment was
considered within the JEPI (Joint Electronic Payment Initiative) presented in Chapter 14.

The interrogation of the authorization server can be the responsibility of the merchant
or supplier who directly queries the financial circuits. However, an intermediary can
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relieve merchants of this job and collect, in their stead, the necessary authorization, in
return for a negotiated fee.

In systems where the verification is online, interrogation of the authorization server is
systematic f or each purchase, irrespective of the amounts. These systems are
predominant in the U.S. for credit cards, because the cost of telephone communication is
negligible. Online verification was retained by Visa and MasterCard in the SET (Secure
Electronic Transaction) protocol for remote payments by bank cards on the Internet.

Systems with semionline verification interrogate the authorization server only for
certain situations, for example, when the amount of the transaction exceeds a critical
threshold or when the transaction takes place with merchants who are more exposed to
risk because of the nature of their activity (such as gas stations, etc.). An automatic
connection is set up periodically to transmit the details of the transactions and to update
the security parameters (blacklisted cards, authorization thresholds, etc.). The French
system for bank cards is semionline.

Finally, the whole verification is done locally, in the case of offline architectures based
on secure payment modules incorporated in the merchant cash registers. Remote
collection and update of the security parameters take place once every 24 hours, usually
at night.

The terminals used for electronic payment in semionline or offline payment systems
are computationally more powerful than those for the online systems. Intelligent
terminals have the following responsibilities: (1) reading and validating the parameters of
the means of payment; (2) authenticating the holders; (3) controlling the ceiling
expenditures allowed to the holder (calculating the proof of payment, generating the sales
ticket, and recording the acceptance parameters); and (4) periodically exchanging data
and files with the collection and authorization centers. These terminals must therefore be
equipped with an adequate Security Application Module (SAM) to perform the
operations of authentication and verification according to the protocols of the payment
system used.

The security of online systems is theoretically higher, because they allow for
continuous monitoring of the operating conditions and real-time evaluation of the risks.
This assumes that the telecommunications network is reliable and is available at all times.
The choice of a semionline system can be justified if the cost of connection to the
telecommunications network is important or if the cost of the computational load is too
high for the amounts involved.

The protocols used must be able to resist attacks from outside the system as well as
from any misappropriation by one of the participants (Zaba, 1996). Thus, a third party
that is not a participant must not be able to intercept the messages, to manipulate the
content, to modify the order of the exchanges, or to resend valid but old messages (this
type of attack is called the man-in-the-middle attack). Similarly, the protocols must resist
false charges, for example:

« Attributing the recharge to a different purse than the one identified

« Debiting a purse by a false server

« Attributing a different amount than the amount requested

* Replaying a previously authenticated charge

» Repudiating a charge that was correctly executed or revocating a payment that was
made
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In general, the protocols must be sufficiently robust to return to the previous state
following a transmission error, particularly if the recharging is done through the Internet.

Finally, the protocol for collection, acquisition, clearance, and settlement, which
Relations 4 and 5 describe, varies depending on whether the acquiring operator is a bank.
The purpose is to collect in a secure manner the electronic values stored in the merchants’
terminals, to group these values according to the identity of each acquiring bank, and to
inform the respective bank of the acquired amount. In the case where the acquiring
operator is a bank, which is the most common situation envisaged, Relation 4 falls within
the domain of the interbanking relations defined by the law.

It should be noted that the functioning of the system must include other protocols that
are not represented in Figure 2.13:

« An initialization protocol to allow the purse holder to subscribe to an account at the
operator of the system of e-commerce

* A peer-to-peer transfer protocol to allow the transfer of the electronic monetary value
from one purse to another, among holders equipped with compatible readers, and
without the intervention of a third party

» A discharging protocol to control the inverse transfer of the electronic money in the
purse to a bank account

* A shopping protocol, which is not treated in this book

Some systems of dematerialized money seem to be able to accept peer-to-peer transfers
and discharging operations. For example, the suppliers of the electronic purse Mondex
indicate that the transfer of value among two purses is possible, just as the exchange of
currency notes is possible from one person to another. However, because the technical
specifications of Mondex are still proprietary, it is not possible to give more details on
this mode of operation.

2.7.2 Direct Payments to the Merchant

In systems where the payment is directly given to the merchant, clients transmit the
coordinates of their accounts to the merchants. In a classical configuration, the merchant
may use one of the well-tested mechanisms, such as direct debit or credit transfers.

To make a payment from the client computer using a purse or a bank card, a payment
gateway must intervene to guarantee the isolation of the banking network from the
Internet traffic. It is the gateway that will receive the client’s request before contacting
the authentication and authorization servers, to make the function completely transparent
to the banking circuits. In this manner, the gateway operator is called upon to become a
trusted third party and a notary.

The gateway operator cannot assume the role of charging operator unless it is certified
by a credit establishment. In this case, the gateway can take on a supplementary role as a
change agent and can accept payments in the currency of the client and pay the merchants
the amount that is due in the currency of choice. An example of such an operation is
KLEline, which will be discussed in Chapter 10.

The location of the payment gateway with the payment architecture is illustrated in
Figure 2.14. Although the diagram shows access to the authorization server through the
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Internet, an alternative configuration is to have the server connected directly to the secure
financial network.

The proliferation of projects for electronic purses throughout the world has led to
incompatible products. The Electronic Commerce Modeling Language (ECML) is one
step toward a unique payment interface. This language, described in the IETF RFC 3106
(2001), defines the exchanges between applications and the merchant sites. A software
piece called digital wallet manages the various fields of an online order (buyer’s name,
address, banking coordinates, delivery address, etc.), thereby ensuring that the online
forms can be automatically filled using data stored once in the buyer’s computer.

The disadvantage of direct payments is that the cardholder and the merchant will have
to agree on all the details of the protocol beforehand, which impedes open or spontaneous
exchanges. The merchant site will have to be able to manage all payment schemes that
could potentially be used. Finally, the buyer would have to own a purse for each currency
that may be used, which, due to cost of inconvenience, may hinder acceptance of the
scheme.

Payments mediated by intermediaries can overcome some of these drawbacks.

2.7.3 Payment via an Intermediary

Figure 2.15 shows the position of a payment intermediary in the circuits of e-commerce.
The function of the intermediary is to hide from the participants the differences among
the various purse schemes. This allows participants to avoid the hassle of having specific
software for the various systems of payment.

FIGURE 2.14

Position of the payment gateway in e-
commerce.
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FIGURE 2.15

Position of the payment intermediary
in e-commerce.

The function depends on prior subscription by the clients to the intermediary to give the
proxy to make the payment. There are two possibilities, depending on whether the

payment will be done by bank card or electronic purse in one case, or by a virtual purse
in the other:

* For payments by bank card or by electronic purse, the intermediary usually will know
the client’s payment coordinates because they were previously sent through a secure
channel. The intermediary uses this information to instruct the banking authorities to
debit the buyer’s account for the purchases made and to credit the suppliers with the
amounts due to them. To establish a connection, the holder utilizes an identifier (that
could be encrypted with a secret key) as an indication to the intermediary. Settlements
can be made for each transaction individually or, in the case of small payments, by a
periodic global invoice grouping the individual amounts. In the particular case of the
Minitel kiosk, the identifier is the telephone line number, and the Internet is replaced
by a combination of the PSTN and the X.25 network, Transpac.

* For payments with a virtual purse, as was previously explained, the intermediary opens
in its own bank subaccounts for the various users and merchants that subscribe to the
intermediation service. Users prepay their subaccounts by direct credit or by a bank
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card or any other established instrument. Following each transaction, the intermediary
debits the user subaccount to the benefit of the “virtual cash register” (subaccount) of
the merchant. The intermediary groups the transactions and periodically sends requests
to the banking network to settle the accounts af ter withdrawing commission on the
turnover.

The same operator can add to the function of the intermediary other roles, such as
management of a virtual mall, billing and collection f or the suppliers, management of the
payment instruments for the merchant, or management of the cross-borders commerce
(exchange rates, import and export taxes, shipping of physical goods, etc). These roles
are often complementary, especially for a worldwide operation.

This trilateral architecture calls for a trusted third party to (1) manage the encryption
keys, their generation, distribution, archiving, and revocation; (2) manage the
subscriptions of merchants and clients, their certification and authentication; and (3)
update the directories and the blacklists or revocation lists.

The electronic notary can put in place a nonrepudiation service to time-stamp the
exchanges, archive the transactions, etc. Depending on the legislation, the intermediary
may also act as a small-claims judge to settle differences between the merchant and the
client on faulty deliveries, defective or nondelivered items, incorrect deciphering keys,
etc.

If telephone companies act as the intermediaries, the telephone unit could play the role
of virtual money between the supplier and the purchaser in the case of micropayments.
This advantage may even be extrapolated to the case where the two parties are not
located in the same country.

Other administrative functions may be added as well. For example, the DGI (Direction
Générale des Impbts—General Taxation Directorate), the French Internal Revenue
Service, certifies some service providers as “relaying organizations” that can transmit
supporting fiscal data according to the TDFC (Transfer de Données Fiscales et
Comptables—Transfer of Fiscal and Accounting Data) procedures available since 1992
(Granet, 1997). Each intermediary identifies and certifies its clients and gives them the
possibility of signing electronic documents. The digest of the document and the
symmetric key are encrypted with the public key of the DGI using the RSA algorithm.
With the generalization of EDIFACT (Electronic Data Interchange for Administration,
Commerce and Transport) starting from 2000, only EDI partners that signed an
agreement with the fiscal authorities can send fiscal declarations or represent the
taxpayers. It should be noted, however, that adding all of these functions to
intermediaries could augment the computational charge that they have to support,
particularly if encryption is extensively used.

2.8 Banking Clearance and Settlement

“Clearance and settlement” among financial institutions was alluded to earlier, and it
seems useful to present the main outlines to facilitate understanding of the way scriptural
payment systems function. Historically, clearance and settlement took place when all
bank representatives would meet every working day in a special house to compare their
respective credits in the various financial instruments and then settle their accounts by
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exchanging money. Today, that system has been replaced by a computer network.
However, the unique evolution of the financial circuits of each country, the differences in
the notions of security, and the diversity of formats used means that several different
models exist in Europe. Similarly, the clearance and settlement systems in the U.S. are
different from those in Europe.

From a technical viewpoint, the European architectures vary: regional and national
systems in France, Italy, and Spain; competing and incompatible bilateral and multilateral
systems in Germany; and centralized systems in Belgium, Portugal, and the U.K.

Classification of the settlement networks can be based on several criteria, for example:

* The nature of the processing:

* Large-value systems
» Mass systems that process many daily transactions of relatively small values

* The ownership and management of the network:

« Public network owned by the central bank
« Private network owned by members of a group of banks
* Private network leased to the banks on a use basis

* The way the settlement is done:

* Real-time gross settlement occurs the same day and in real time

« Netting involves the consolidation of various transactions

 Grouping is used when the transfer occurs among different entities of the same group
of companies to avoid paying settlement charges repeatedly

The following sections contain additional clarifications on the clearance and settlement
systems in the U.S., the U.K., and France.

2.8.1 United States

There are two large-value settlement systems in the U.S., Fedwire and CHIPS (Clearing
House Interbank Payment System). Fedwire is the network of the Federal Reserve and is
for real-time settlements. It is used for a few interbank transactions that exchange large
values. In contrast, CHIPS is a private system managed by the New York Clearing House
(NYCH), and it first consolidates the operations of its member institutions before starting
a settlement action.

For large-scale settlements, a private system, under the surveillance of the Federal
Reserve, coexists with the federal system. The private system comprises 32 regional
clearinghouses under the administration of the NACHA (National Automated Clearing
House Association) located in Washington, D.C. The Automated Clearing House (ACH),
which was developed by NACHA as a private institution, is involved in EFT.

Table 2.17 summarizes the contributions from each of these settlement systems in
1995 and 2000 (Bank for International Settlements, 2001, 2002). This table also includes
transactions among customers of the same bank (“on us”).
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These entries reveal the downwards tendency of the amounts of settlement in number
of transaction and in value, as well as the increased relative weight of the compensations
done through the Federal Reserve.

The information exchanged is coded using one of several formats: CCD (Cash
Concentration and Disbursement); CTP (Corporate Trade Payments); and CTX
(Corporate Trade Exchange) (Thierauf, 1990, pp. 170-172; Emmelhainz, 1993).

TABLE 2.17

Contribution of Various Settlement Systems in the
U.S. in 1995 and 2000

1995 2000
Nature of the Volume (in Value (in Volume (in Value (in
Contribution millions of billions of millions of billions of
transactions) Uus. $) transactions) Us. $)

Large-value
systems
CHIPS 51.0 310,021.2 59.8 191,147.1
Fedwire 75.9 222,954.1 108.3 379,756.4
Checks
Private 28,145.0 — 17,413.0 —
clearinghouses
Federal Reserve 16,128.0 12,083.0 17,486.0 14,161.9
“On-us” checks 18,690.0 14,705.0
Automated
clearinghouses
Private (ACH) 249.7 1,095.2 613.8 2,417.3
Federal Reserve 2,645.0 8,934.8 4,650.5 14,0424.4
“On-us” ACH 595.0 2,201.5 1,674.7 4,966.8
Total 66,579.6 56,712.1

CCD is the mandatory format that all institutional members of NACHA use, whereas the
support of CTP and CTX is optional. CCD is used for transfer and direct debit and does
not require that the information systems of the various institutions be interoperable. The
check is presented using fields of 94 characters; among these, a field of up to 34
characters is reserved for annexes and notes. These addenda are not standardized, which
makes it difficult to automate the processing of the messages.

In CTP and CTX, the messages are formed of units of 99 octets of length, which can
be concatenated up to 4999 units. CTX was influenced by ANSI ASC (American
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National Standards Institute Accredited Standards Committee) X12 and allows variable-
length fields. This format accommodates automated processing and is used for EFT.

2.8.2 United Kingdom

The systems for clearance and settlement in the U.K. depend on the payment instrument
and the value exchanged. The Clearing House Automated Payment System (CHAPS) is
for large-value transfers (credit and direct debit). The Town Clearing Company Ltd. was
responsible for same-day settlement of transactions of very large values (£500,000 or
more) until it ceased operation on February 24, 1995 (Eaglen, 1988; Tyson-Davies,
1994). The services of the Cheque & Credit Clearing Company Ltd. include checks and
paper instruments. Finally, BACS (Banker’s Automated Clearing Service), founded in
1968, is the world’s oldest and largest system dealing with credit transfers and direct
debits (Fallon and Welch, 1994).

TABLE 2.18

Contribution of Various Settlement Systems in the
U.K. in 1995 and 2000

1995 2000

Volume*  Value®  Volume*  Value®

CHAPS

CHAPS Sterling 13 26,719 21.7 49,146
CHAPS Euro 3.3 25,316
Town® 59

Check and Credit Clearings

Checks 2,202 1,237 1,869 1,365
Paper-based credit transfer 171 99 164 88
BACS

Credit transfers 969 742 1,307 1,405
Direct debits 1,299 312 2,010 517
Total 4,654 29,168 5,375 77,837

8In millions of transactions.
®In billions of pounds sterling.
“Ceased operation on February 24, 1995.

Table 2.18 gives a breakdown of the transactions cleared through each of these systems
in 1995 and 2002 (Bank of International Settlements, 2001, 2002).
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2.8.3 France

The structure of the French clearance system changed profoundly between 1995 and 2000
as a consequence of efforts to streamline the process and to follow technological
evolution, in addition to the adoption of the Euro as a single European currency.
Currently, settlement of small amounts relies on the following systems:

* The SIT (Systeme Interbancaire de Télécompensation—Interbanking Clearance
System) whose mission is to allow continuous settlement. Introduced in 1995, it is
gradually replacing all other systems. Thus, it absorbed the functions of the network of
bank cards in 1996, and in July 2002, it replaced clearinghouses following the
generalization of the exchange of check images.

« The Creic (Centre Régionaux d’Echanges d’Images-Chéques—Regional Centers for the
Exchange of Check Images) will, in time, be replaced by the SIT.

The SIT utilizes Transpac, an X.25 network. The ETEBACS (Echange Télématique Entre
les Banques et leurs Clients—Telematic Exchange among Banks and Their Clients)
protocol is used to secure the point-to-point file transfer, while the settlement dialogues
follow the PESIT (Protocole de Transfert de Fichier pour le Systéme Interbancaire de
Télécompensation—File Transfer Protocol for the Interbanking System for Remote
Clearance and Settlement) protocol. As standardized by the CFONB in 1988, ETEBAC5
ensures integrity, confidentiality, mutual authentication of the parties, and nonrepudiation
of the exchanged messages.
Settlements for large amounts utilize:

» The TBF (Transferts Banque de France) is the system management by the French
Central Bank and constitutes the French component of TARGET (Trans-European
Automated Real-Time Gross Settlement Express Transfer system). This is a European
settlement system of Euro transactions in real time (less than 2 minutes after debiting
the issuer account).

* The Paris Net Settlement (PNS) replaced, in April 1999, the Systéme Net Protégé
(SNP) that started functioning in 1997. The PNS is technically managed by the CRI
(Centrale des Reglements Inter-bancaires—Union of Interbanking Payments), a
society jointly owned by the French central bank and other credit institutions. PNS
absorbed a large portion of the exchanges that were executed before in clearinghouses.

* The Paris clearinghouse is also used.

The SAGITTAIRE network, which was established in 1984 to route international
transactions of large amounts, was shut down in 1998. Similarly, the old credit transfers
from the Banque de France were retired in 1998.

The SWIFT (Society for Worldwide Interbank Financial Telecommunications)
network provides the access to PNS or TBF.

Depicted in Table 2.19 are the contributions of each of these systems in 1995 and
2000 (Bank for International Settlements, 2001, 2002).

2.9 Summary
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The acceptance of payment systems depends on many technical, political, and social
factors. A worldwide solution for e-commerce will have to fit easily with the existing
structure of the payment systems in place. Intermediaries may be needed for cost-
effective billing and collection of moneys, particularly in the case of micropayments. One
possible role for any of these intermediaries is to be able to offer clients and merchants a
single interface independent of the underlying system of payment. There is another
problem that must be resolved for micropayments, and this is the differences in
currencies and the fluctuations in the exchange rates, which adds significant financial
risks to individuals, merchants, and operators.

TABLE 2.19

Clearance and Settlement Transactions in France in
1995 and 2000

1995 2000

Volume®*  Value®  Volume*  Value®

Large-value systems

TBF — — 3.0 52,804.7
PNS — — 55 21,8449
Transfers through the Banque de France 29.4 5,616.0 — —
SAGITTAIRE 4.5 15,941.1 — —

Small-value systems

Creic 281.8 155 303.0 25.9
Clearinghouses 3,588.4 137,412.8 — —
Automatic clearance 47447 10,375.4 — —
Network of bank cards® 1,872.6 589.7 — —
SIT 2,590.3 9,625.6 6,485.3 2,458.4

2In millions of transactions.
®In billions of Euros.
‘Replaced by the SIT in 1996.

Question

The technology S-curve is used to evaluate incremental and discontinuous progress in
technology, while the value chain can be used to evaluate the effects of market changes.

Evaluate the position of the various payment instruments (cash, bank cards, checks,
electronic bill presentment) on any performance criterion (e.g., cost, security, user’s
convenience). Estimate the core competencies used for each technology and what would
cause a change in the view that each actor has of its core competencies.
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An introduction of the technology S-curve is available in Betz, F., Strategic
Technology Management, McGraw-Hill, New York, 1993. The value chain is described
by Christensen, C.M., The Innovator’s Dilemma: When New Technologies Cause Great
Firms to Fail, Harvard Business School Press, Boston, MA, 1997. Finally, an example
that combines both approaches is available in Sherif, M.H., When standardization is
slow?, Int. J. IT Stand. & Stand. Res., 1, 1, 19-32, January-March, 2003.
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Algorithms and Architectures for Security

ABSTRACT

In this chapter, a brief review of the state of the art in the application of
security systems for electronic commerce is presented. In particular, the
chapter deals with the following themes: definition of security services in
open networks; security functions and their possible locations in various
layers of the distribution network; mechanisms to implement security
services; certification of the participants; and the management of the
encryption keys. Some potential threats to security are highlighted,
particularly as they relate to cracks in the protection walls of
cryptography.

The chapter has four appendices. Appendices | and Il contain a general
overview of the symmetric and public key encryption algorithms,
respectively. Described in Appendix Il are the main operations of the
Digital Signature Algorithm (DSA) of ANSI X9.30:1 (1997). Appendix
IV contains comparative data on the performance of various security
algorithms.

3.1 Security of Commercial Transactions

Commercial transactions depend on the participants’ trust in their mutual integrity, trust
in the quality of the exchanged goods, as well as trust in the reliability of the systems for
payment transfer or for purchase delivery. Because the exchanges associated with
electronic commerce (e-commerce) take place mostly at a distance, it is indispensable to
establish a climate of trust that is conducive to business, even if the participants do not
meet in person or if they use dematerialized monies.

Security functions for e-commerce have three aspects, at least: protection of the
communication networks between the merchant and the buyer on the one side, and the
merchant and its banks on the other; protection of the financial exchanges; and whenever
necessary, protection of the merchandise (Girolle and Guerin, 1997). It should be noted
that telecommunication services are built simultaneously on network elements and their
management systems, on the operations support systems (for provisioning, billing, etc.),
and on the policies for maintenance and operation. The availability of the
telecommunication network relies on the quality of operations of these three components.
Thus, the network architecture must be capable of withstanding potential faults without
important service degradation, and the physical protection of the network must be insured
against fires, earthquakes, floodings, vandalism, or terrorism. This protection will
primarily cover the network equipment (switches, trunks, information systems) but can
be extended to user end-terminals as well. Procedures to ensure such protection are
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beyond the scope of this chapter. [Note that in a technical report from 1SO (ISO/IEC
TR13335-5, 2001), several measures to ensure information security are suggested. Part 5,
in particular, relates to the means for physical protection of network equipment.]

At the level of the transaction, security of e-commerce covers service access; the
correct identification and authentication of participants (so as to provide them the
services they subscribed to); the integrity of the exchanges; and, if needed, their
confidentiality. It may be necessary to preserve the evidence that can help to resolve
disputes and litigation. These aspects are the subject of this chapter. Nevertheless,
protective measures taken by a network operator may counter users’ expectations
regarding anonymity and nontraceability of transactions.

3.2 Security of Open Financial Networks

A full-fledged security infrastructure with encryption is not always necessary. Neither the
French Minitel nor its Japanese counterpart for wireless services (i-mode) have, at any
time, raised users’ misgivings because of the absence of encryption. This may be
attributed to the fact that a single operator is responsible for running the
telecommunications network. One can thus assume that it is the openness of the network
that generated the feeling of insecurity. Furthermore, the risks of dysfunction increase
with the number of operators and the multiplication of equipment. In 1996, Bank of
America conducted with the Lawrence Livermore National Laboratory a pilot experiment
on the use of the Internet for electronic fund transfer. The data showed that 49% of the
difficulties could be attributed to systems going down or being offline, 24% to document
delivery problems (duplication, delays, or loss), 17% to applications and operating
systems incompatibilities, 5% to message truncations, and only 5% to decryption
problems (Segev et al., 1996). These figures confirm the results obtained for other
services on public networks.

In the contemporary context, network fragmentation and the compartmentalization of
end-to-end connection management continue relentlessly for three main reasons:

1. The worldwide phenomenon of deregulation of telecommunications prevents a single
operator from getting all the traffic, even in a restricted zone.

2. The emergence of new players in niche markets poses new problems of
interconnectivity.

3. The Internet covers the main business sites worldwide, even though it is administered
by a multiplicity of federated authorities without central organization.

3.3 Security Objectives

Several types of information exposures in an open network affect user data and
applications as well as the network elements or the network infrastucture.
Recommendations X.509 (2000) and X.800 (1991) of the ITU-T identify several types of
information threats that can be classified in two categories, as follows:

1. Passive attacks:
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a. Interception of the identity of one or more of the participants by a third party with
mischievous intent

b. Data interception through clandestine monitoring of the exchanges during a
communication by an outsider or an unauthorized user

2. Active attacks:

a. Replay of a previous message, in its entirety or in part, after its recording

b. Accidental or criminal manipulation of the content of an exchange by substitution,
insertion, deletion, or reorganization of a user’s data exchanged in a
communication by a nonauthorized third party

c. Users’ repudiation or denial of their participation in part or in all of a
communication exchange

d. Misrouting of messages from one user to another (the objective of the security
service would be to mitigate the consequences of such an error)

e. Analysis of the traffic and examination of the parameters related to a
communication among users (i.e., absence or presence, frequency, direction,
sequence, type, volume, etc.); this analysis would be made more difficult by
producing unintelligible additional traffic (by a fill-in traffic) and by using
encrypted or random data

f. Masquerade, whereby one entity pretends to be another entity

g. Denial of service and the impossability of accessing the resources usually available
to authorized users following the breakdown of communication, link congestion, or
the delay imposed on time-critical operations

Based on the preceding threats, the objectives of security measures are as follows:

* Prevent an outsider other than the participants from reading or manipulating the
contents or the sequences of the exchanged messages without being detected. In
particular, this third party must not be allowed to play back old messages, replace
blocks of information, or insert messages from multiple distinct exchanges without
detection.

« Impede the falsification of payment instructions or the generation of spurious messages
by users with dubious intentions. For example, dishonest merchants or processing
centers must not be capable of reutilizing information about their clients’ bank
accounts to generate fraudulent orders. They should not be able to initiate the
processing of payment instructions without expediting the corresponding purchases.
At the same time, the merchants will be protected from excessive revocation of
payments or malicious denials of orders.

« Satisfy the legal requirements on, for example, payment revocation, conflict resolution,
consumer protection, privacy protection, and the exploitation of data collected on
clients for commercial purposes.

* Ensure access to service, according to terms of the contract.

* Give the same level of service to all customers, irrespective of their location and the
variations in climate, temperature, humidity, erosion, etc.

The International Organization for Standardization (ISO) standard 1SO 7498 (1994) Part
2 (ITU-T Recommendation X.800,1991) describes a reference model for the service
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securities in open networks. This model, which was used in Recommendation X.509, will
be the framework for the discussion here. It should be noted that the latter
recommendation, which was approved for the first time in 1988, was subsequently
revised in 1993, in 1996, and in 2000, without modifying the basic premises.
Recommendation X.509 is also a joint standard of 1SO and the International
Electrotechnical Commission (IEC), known as ISO/IEC 9594-8. ANSI (American
National Standards Institute) also ratified a corresponding standard known as ANSI
X9.57 (1997). A list of security standards is available in Menezes et al. (1997).

3.4 OSI Model for Cryptographic Security

3.4.1 OSI Reference Model

It is well known that the OSI (Open Systems Interconnection) reference model of data
networks establishes a structure for exchanges in seven layers:

1. The physical layer is where the electrical, mechanical, and functional properties of the
interfaces are defined (signal levels, rates, structures, etc).

2. The link layer defines the methods for orderly and error-free transmission between two
network nodes.

3. The network layer is where the functions for routing, multiplexing of packets, flow
control, and network supervision are defined.

4. The transport layer is responsible for the reliable transport of the traffic between the
two network end points as well as the assembly and disassembly of the messages.

5. The session layer handles the conversation between the processes at the two end
points.

6. The presentation layer manages the differences in syntax among the various
representations of inf ormation at both end points by putting the data into a
standardized format.

7. The application layer ensures that two application processes cooperate to carry out the
desired information processing at the two end points.

To each layer was assigned some cryptographic security functions that are detailed in the
following section.

3.4.2 Security Services: Definitions and Locations

Security services for exchanges used in e-commerce employ mathematical functions to
reshuffle the original message into an unreadable form before it is transmitted. After the
message is received, the authenticated recipient must restore the text to its original status.
The security consists of six services (Baldwin and Chang, 1997):

« Confidentiality, i.e., ensuring that the exchanged messages are not divulged to a
nonauthorized third party. In some applications, the confidentiality of addresses may
be needed as well to prevent the analysis of traffic patterns and the derivation of side
information that could be used.
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« Integrity of the data, i.e., proof that the message was not altered after it was expedited
and before the moment it was received. This service guarantees that the received data
are exactly what were transmitted by the sender and that they were not corrupted,
either intentionally or by error, in transit in the network. Data integrity is also needed
for network management data, such as configuration files, accounting, and audit
information.

« Identification of the participants, i.e., the verification of a preestablished relation
between a characteristic (for example, a password or cryptographic key) and an entity.
This allows for control of access to the network resources or to the offered services
based on the privileges associated with a given identity. One entity may possess
several distinct identifiers. Furthermore, some protection against denial-of-service
attacks can be achieved using access control.

* Authentication of the participants (users, network elements, and network element
systems), i.e., the corroboration of the identity that an entity claims, with the guarantee
of a trusted third party. Authentication is necessary to ensure nonrepudiation of users
as well of network elements.

* Access control, i.e., ensuring that only the authorized participants, whose identities were
duly authenticated, can gain access to the protected resources.

 Nonrepudiation is the service that offers an irrefutable proof of the integrity of the data
and of their origin in a way that can be verified by a third party, for example, the
nonrepudiation that the sender sent the message or that a receiver received the
message. This service may also be called authentication of the origin of the data.

Unfortunately, not all of the services offered on the Internet can be easily protected. The
case of mobile IP illustrates this point. According to this protocol, a mobile node outside
the zone that its home agent serves must register with the foreign agent in whose region it
is currently located. Yet, the protocol does not provide the means with which to
authenticate the foreign agent by initiating the exchange of the secret key that will be
used to protect the resubscription data (Perkins, 1998, pp. 134-139, 189-192).

The implementation of the security services can be made over one or more of the
layers of the OSI model (Ford and O’Higgins, 1992; Rolin, 1995). The choice of the layer
depends on the following criteria:

1. If the protection has to be accorded to all the traffic flow in a uniform manner, the
intervention has to be at the physical or the link layers. The only cryptographic service
available at this level is confidentiality, by encrypting the data or by similar means
(frequency hopping, spread spectrum, etc.). The protection of the traffic at the physical
layer covers all the flow, not only user data but also the information related to network
administration: alarms, synchronization, updates of routing table, etc. The
disadvantage of the protection at this level is that a successful attack will destabilize
the whole security structure, because the same key is utilized for all transmissions. At
the link layer, encryption can be end-to-end, based on the source/destination, provided
that the same technology is used all the way through.

2. For a selective bulk protection that covers all the communications associated with a
particular subnetwork from one end system to another end system, network layer
encipherment will be chosen. Security at the network layer is also needed to secure the
communication among the network elements, particularly for link state protocols, such
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as OSPF (Open Short Path First) or PNNI (Private Network-to-Network Interface),
where updates to the routing tables are automatically generated based on received
information and are then flooded to the rest of the network.

3. For a protection with recovery after a fault, or if the network is not reliable, the
security services will be at the transport layer. The services of this layer apply end-to-
end, either singly or in combination. These services are authentication (whether simple
by passwords or strong by signature mechanisms or certificates), access control,
confidentiality, and integrity.

4. If a high granularity of protection is required, or if the nonrepudiation service has to be
assured, the encryption will be at the application layer. It is at this level that most of
the security protocols for commercial systems operate, which frees them from a
dependency on the lower layers. All security services are available.

It should be noted that there are no services at the session layer. In contrast, the services
offered at the presentation layer are confidentiality, which can be selective, such as by a
given data field, authentication, integrity (in whole or in part), and nonrepudiation with a
proof of origin or proof of delivery.

The Secure Sockets Layer (SSL)/Transport Layer Security (TLS) protocols are widely
used to secure the connection between a client and a server (Freier et al., 1996; IETF
RFC 2246,1999). With respect to the OSI reference model, SSL/TLS lie between the
transport layer and the application layer.

Nevertheless, it may be sufficient for an attacker to discover that a communication is
taking place among partners and then attempt to guess, for example:

* The characteristics of the goods or services exchanged
» The conditions for acquisition: delivery intervals, conditions, and means of settlement
* The financial settlement

The establishment of an enciphered channel or “tunnel” between two points at the
network layer can constitute a shield against such types of attack. It should be noticed,
however, that other clues, such as the relative time to execute the cryptographic
operations, or the variations in the electric consumption or the electromagnetic radiation,
can permit an analysis of the encrypted traffic and ultimately lead to breaking of the
encryption algorithms (Messerges et al., 1999).

3.5 Security Services at the Link Layer

IETF RFC 1661 (1994) defines the link-layer protocol PPP (Point-to-Point Protocol) to
carry traffic between two entities identified with their respective (Internet Protocol) IP
addresses. The Layer 2 Tunneling Protocol (L2TP) defined in IETF RFC 2661 (1999)
extends the PPP operation by separating the processing of IP packets within the PPP
frames from that of the traffic flowing between the two ends at the link layer. This
distinction allows a remote client to connect to a network access server (NAS) in a
private (corporate) network through the public Internet, as follows. The client
encapsulates PPP frames in an L2TP tunnel, prepenses the appropriate L2TP header, and
then transports the new IP packet using the User Datagram Protocol (UDP). The IP
addresses in the new IP header are assigned by the local Internet Service Provider (ISP)
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at the local access point. Figure 3.1 illustrates the arrangement where the size of the
additional header ranges from 8 to 16 octets: 1 to 2 octets for PPP, and 8 to 16 octets for
L2TP. Given that the overhead for UDP is 8 octets and that the IP header is 20 octets, the
total additional overhead ranges from 37 to 46 octets.

FIGURE 3.1
Layer 2 tunneling with L2TP.

Although L2TP does not provide security services, it is possible to use Internet Protocol
Security (IPSEC) to secure the Layer 2 tunnel, because L2TP runs over IP. This is shown
in the following section.

3.6 Security Services at the Network Layer

The security services at this layer are offered from one end of the network to the other.
They include network access control, authentication of the users and hosts, and
authentication and integrity of the exchanges. These services are transparent to
applications and end users, and their responsibilities fall on the administrators of network
elements.

The purpose of network access control is to limit the actions and the privileges of an
entity based on the network addresses of both end points (e.g., IP addresses). As
explained earlier, this is important in link-state protocols, such as OSPF or PNNI, to
protect the routing tables of the various network elements.

Authentication at the network layer can be simple or strong. Simple authentication
uses a name and password pair (the password may be a one-time password), while strong
authentication utilizes digital signatures or the exchange of certificates issued by a
recognized certification authority. The use of strong authentication requires the presence
of encryption keys at all network nodes, which imposes the physical protection of all
these nodes.

IPSec is a protocol suite defined in IETF RFCs 2401 to 2412 (1998) to secure
communications at the network layer between two peers. The overall security architecture
is described in IETF RFC 2401, while a road map to the IPSEC documentation is in IETF
RFC 2411.

IPSec offers authentication, confidentiality, and key management. The Authentication
Header (AH) protocol defined in IETF RFC 2402 provides the cryptographic services to
authenticate and verify the integrity of the payload as well as the routing information in
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the original IP header. The Encapsulating Security Payload (ESP) protocol is described in
IETF RFC 2406, and it gives the means to assure the confidentiality of the original
payload and to authenticate the encrypted data as well as the ESP header. Both IPSec
protocols provide some protection against replay attacks, with the help of a
monotonically increasing sequence number that is 32 bits long. Although these two
mechanisms are available in the IP Version 6 (IPv6) protocol (Huitema, 1996), IPSec
makes them available with the current IP Version 4. The key exchange is performed with
the IKE (Internet Key Exchange) protocol defined in IETF RFC 2409. [Note that a new
ESP draft uses 64-bit sequence numbers and takes into consideration the new symmetric
encryption algorithm Advance Encryption Standard (AES).]

IPSec operates in one of two modes: the transport mode and the tunnel mode. In the
transport mode, the protection covers the payload and the transport header only, while the
tunnel mode protects the whole packet, including the IP addresses. The transport mode
secures the communication between two hosts, while the tunnel mode is useful when one
or both ends of the connection is a trusted entity, such as a firewall, which provides the
security services to an originating device. The tunnel mode is also employed when a
router provides the security services to the traffic that it is forwarding (Doraswamy and
Harkins, 1999). Both modes are used to secure virtual private networks with IPSec, as
shown in Figure 3.2. Typically, the AH protocol can be used for the transport mode,
while the ESP is applicable to both modes. This explains why there is a decreasing
tendency to use the AH protocol.

Illustrated in Figure 3.3 is the encapsulation in both cases. In this figure, the IPSec
header represents either the ESP or both the ESP and the AH headers. Thus, routing
information associated with the private or corporate network can be encrypted after
establishment of a TCP tunnel between the firewall at the originating side and the one at
the destination side. [Note that ESP with no encryption (i.e., with a NULL algorithm) is
equivalent to the AH protocol, which is another reason usage of the latter is limited.]

In verifying the integrity, the contents of fields in the IP header that change in transit
(e.g., the “time to live”) are considered to be zero. With respect to transmission
overheads, the length of the AH is at least 12 octets (a multiple of 4 octets for IPv4 and of
6 octets for IPv6). Similarly, the length of the ESP header is 8 octets. However, the
overhead includes 4 octets for the initial-
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FIGURE 3.2

Securing virtual private networks with
IPSec.

FIGURE 3.3
Encapsulation for IPSec modes.
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ization vector (if it is included in the payload field) as well as an ESP trailer of at least 6
octets that comprise a padding and authentication data.

Let us return to the protection of L2TP (control data or user information) traffic with
the IPSec protocol suite as described in IETF RFC 3193 (2001). When IPSec and L2TP
are used together, the various headers are organized as shown in Figure 3.4. [Note that in
the 1996-1998 time frame, RSA Data Security, Inc, and the Secure Wide Area Network
(S/'WAN) consortium were actively promoting a specific implementation of IPSec to
ensure interoperability among firewalls and Transmission Control Protocol (TCP)/IP
products. However, the free-software advocates cooperated under the umbrella of
FreeS/IWAN to distribute an open source implementation of IPSec and its default
exchange protocol IKE, written for Linux. As a consequence, S/WAN is no longer an
active initiative. Details on ongoing projects for Linux are available at
http://www.freeswan.org.]

FIGURE 3.4

Encapsulation for secure network
access with L2TP and IPSec.

3.7 Security Services at the Application Layer

The majority of security protocols for e-commerce operate at the application layer, which
makes them independent of the lower layers. The whole gamut of security services is
now available, namely, the following:

1. Confidentiality, total or selective by field or by traffic flow
2. Data integrity

3. Peer entity authentication

4. Peer entity authentication of the origin

5. Access control

6. Nonrepudiation of transmission with proof of origin

7. Nonrepudiation of reception with proof of reception

To illustrate, the Secure Shell (SSH®") provides security at the application layer it allows
a user to log on, execute commands, and transfer files securely. Thus, it can replace other
applications, such as telnet, rlogin, rsh, and rcp (Carasik, 2001; Yl6nen, 1995, 1996). In
reality, there are two distinct protocols: SSH1 and SSH2. Both bind to the same TCP
port. One important difference is that SSH2 has an explicit capability to secure ftp as
well. Both are freely available specifications with freeware and commercial
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implementations. Guidelines for management of security with SSH are available (AF-
SEC-0179.000, 2002).

Additional security mechanisms are specific to a particular usage or to the end-user
application at hand. For example, several additional parameters are considered to secure
electronic payments, such as the ceiling of allowed expenses or withdrawals within a
predefined time interval. Fraud detection and management depend on the surveillance of
the following (Sabatier, 1997, p. 85):

* Activities at the points of sale (merchant terminals, vending machines, etc.)

* Short-term events

« Long-term trends, such as the behavior of a subpopulation within a geographical area
and in a specific time interval, etc.

In these cases, audit management takes into account the choice of events to collect and
register, the validation of an audit trail, definition of the alarm thresholds for suspected
security violations, etc.

The rights of intellectual property to dematerialized articles sold online pose an
intellectual and technical challenge. The aim is to prevent the illegal reproduction of what
is easily reproducible using “watermarks” incorporated in the product (Anderson et al.,
1998). The means used differ depending on whether the products protected are ephemeral
(such as news), consumer-oriented (such as films, music, books, articles, or images), or
for production (such as enterprise software). While the technical aspects are not treated in
this book, we will briefly go over the legislative efforts in Chapter 15.

In the rest of this chapter, we give an overview of the mechanisms used to implement
security service. The objective is to present sufficient background for understanding the
applications and not to give an exhaustive review. For a comprehensive discussion of the
mathematics of cryptography and its applications, the reader is invited to consult the
literature for more detailed descriptions (Schneier, 1996a; Menezes et al., 1997).

3.8 Message Confidentiality

Confidentiality guarantees that information will be communicated solely to the parties
authorized for its reception. Concealment is achieved with the help of encryption
algorithms. There are two types of encryption: symmetric encryption, where the
operations of message obfuscation and revelation use the same secret key, and public key
encryption, where the encryption key is secret, and the revelation key is public.

! Secure Shell and SSH are registered trademarks of SSH Communications Security, Ltd. of
Finland.
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3.8.1 Symmetric Cryptography

Symmetric cryptography is the tool employed in classical systems. The key that the
sender of a secret message utilizes to encrypt the message is the same as the one that the
legitimate receiver uses to decrypt the message. Obviously, key exchange among the
partners has to occur before the communication, and this exchange takes place through
other secured channels. The operation is illustrated in Figure 3.5.

Let M be the message to be encrypted, with a symmetric key K in the encryption
process E. The result will be the ciphertext C, such that:

E[K(M)]=C

The decryption process D is the inverse function of E that restores the clear text:
D(C)=M

FIGURE 3.5
Symmetric encryption.

There are two main categories of symmetric encryption algorithms: block encryption
algorithms and stream cipher algorithms. Block encryption acts by transforming a block
of data of fixed size, generally 64 bits, in encrypted blocks of the same size. Stream
ciphers convert the clear text one bit at a time by combining the stream of bits in the clear
text with the stream of bits from the encryption key using an Exclusive OR (XOR).

Table 3.1 presents the algorithms for symmetric encryption that are often used in
applications of e-commerce.

The main drawback of symmetric cryptography systems is that both parties must
obtain, one way or another, the unique encryption key. This is possible without too much
trouble within a closed organization; on open networks, however, the exchange can be
intercepted. Public key cryptography, which was proposed in 1976 by Diffie and
Hellman, is one solution to the problem of key exchange (Diffie and Hellman, 1976).
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3.8.2 Public Key Cryptography

Algorithms of public key cryptography introduce a pair of keys for each participant, a
private key SK and a public key PK. The keys are constructed in such a way that it is
practically impossible to reconstitute the private key with the knowledge of the public
key.

Consider two users, A and B, each having a pair of keys (PKa,SKa) and (PKg,SKg),
respectively. Thus,

1. To send a secret message x to B, A encrypts it with B’s public key and then transmits
the encrypted message to B. This is represented by

e=PKgz(X)
TABLE 3.1
Symmetric Encryption Algorithms in E-Commerce
Algorithm Nameand  Type of Key Standard
Comments Encryption Length
(bits)
AES Advanced Blocks of 128, FIPS 197
encryption 128,192, 0or 192, or
standard 256 bits 256
DES Data Blocks of 64 56 FIPS 81; ANSI X3.92,X3.105, X3.106; ISO
encryption bits 8372, ISO/IEC 10116
standard
IDEA (Lai International Blocks of 64 128 —
and data bits
Massey, encryption
1991a, algorithm
1991b) (apparently
one of the
best and most
secure
algorithms
commercially
available)
RC2 Developed Blocks of 64 Variable, No, and proprietary
by Ronald bits 40 bits
Rivest for
(Schneier, export
19964, pp. from the
319-320) U.S.
RC4 Developed Stream 40 or No, but posted on the Internet in 1994

hv Ranald 128
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Rivest

(Schneier,
19964, pp.
397-398)

RC5 Developed Blocks of 32, Variable No, and proprietary
by Ronald 64, or 128 up to
Rivest (1995) bits 2048
bits

SKIPJACK An algorithm Blocks of 64 80 Declassified algorithm; version 2.0 is
developed in  bits available at
the U.S. by http://csrc.nist.gov/encryption/skipjackkea.htm
the National
Security
Agency
(NSA) for
applications
with the
PCMCIA
card
Fortezza®

Triple DES Also called  Blocks of 64 112 ANSI X9.52
TDEA bits

® Fortezza is a Cryptographic Application Programming Interface (CAPI) that the NSA define for
security applications on PCMCIA cards incorporating SKIPJACK.

2. B recovers the information using his or her private key SKg. It should be noted that
only B possesses SKg, which can be used to identify B. The decryption operation can
be represented by

FIGURE 3.6

Confidentiality of messages with
public key cryptography. [From ITUT-
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T. Recommendation X.509 (2001).
With permission.]

x=SKg (e) or x=SKg[PKz (X)]

3. B can respond to A by sending a new secret message x’ encrypted with the public key
PK, of A:

e'=PKaX'

4. A obtains x’ by decrypting e’
X'=SKg €' or X'=SKa[PKaXx']

The diagram in Figure 3.6 summarizes these exchanges.

It is worth noting that the preceding exchange can be used to verify the identity of
each participant. More precisely, A and B are identified by the possession of the
decryption key, SK, or SKg, respectively. A can determine if B possesses the private
decryption key SKg if the initial message x is included in the returned message x' that B
sends. This indicates to A that the communication was established with the entity that
possesses SKg. B can also confirm the identity of A in a similar way.

The de facto standard for public key encryption is the algorithm RSA invented by
Ronald Rivest, Adi Shamir, and Leonard Adleman in 1977.

3.9 Data Integrity

The objective of the integrity service is to eliminate all possibilities of non-authorized
modification of messages during their transit from the sender to the receiver. The
traditional form to achieve this securityis to stamp the letter envelope with the wax seal
of the sender. Transposing this concept to electronic transactions, the seal will be a
sequence of bits associated univocally with the document to be protected. This sequence
of bits will constitute a unique and unfalsifiable “fingerprint” that will accompany the
document sent to the destination. The receiver will then recalculate the value of the
fingerprint from the received document and compare the value obtained with the value
that was sent. Any difference will indicate that the message integrity was violated.

The fingerprint can be made to depend on the message content only by applying a
hash function. A hash function converts a sequence of characters of any length into a
chain of characters of a fixed length, L, usually smaller than the original length, called a
hash value. However, if the hash algorithm is known, any entity can calculate the hash
value from the message using the hash function. For security purposes, the hash value
depends on the message content and the sender’s private key in the case of a public key
encryption algorithm, or a secret key that only the sender and the receiver know in the
case of a symmetric encryption algorithm. In the first case, anyone knowing the hash
function can calculate the fingerprint with the public key of the sender; in the second
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case, only the intended receiver will be able to verify the integrity. It should be noted that
lack of integrity can be used to break confidentiality. For example, the confidentiality of
some algorithms may be broken through attacks on the initialization vectors.

The hash value has many names: compression, contraction, message digest,
fingerprint, cryptographic checksum, Message Integrity Check (MIC), etc. (Schneier,
199643, p. 31).

3.9.1 Verification of the Integrity with a One-Way Hash Function

A one-way hash function is a function that can be calculated relatively easily in one
direction but with considerable difficulty in the inverse direction. A one-way hash
function is sometimes called a compression function or a contraction function.

To verify the integrity of a message with a fingerprint that was calculated with the
hash function H( ), this function should also be a one-way function, i.e., it should meet
the following properties:

1. Absence of collisions: In other words, the probability of obtaining the same hash value
with two different texts should be almost null. Thus, for a given message x,, the
probability of finding a different message x, such that H(x;)=H(x,), is extremely
small. For the collision probability to be negligible, the size of the hash value L should
be sufficiently large.

2. Impossibility of inversion: Given the fingerprint h of a message x, it is practically
impossible to calculate x such that H(x)=h.

3. A wide spread among the output values: This is so that a small difference between two
messages should yield a large difference between their fingerprints. Thus, any slight
modification in the original text should, on the average, affect half of the bits of the
fingerprint.

Consider the message X. It will have been divided into n blocks, each consisting of B bits.
If needed, padding bits would be appended to the message, according to a defined
scheme, so that the length of each block reaches the necessary B bits. The operations for
cryptographic hashing are described using a compression function f() according to the
following recursive relationship:

hi:f(hifl, Xi), i=1,...,n

In this equation, hq is the vector that contains an initial value of L bits, and x={xs, X,,...,
Xn} is the message subdivided into n vectors of B bits each. The hash algorithms
commonly used in e-commerce are listed in Table 3.2.

For MD5 and SHA-1, the message is divided into blocks of 512 bits. The padding
consists in appending to the last block a binary “1,” then as many “0” bits as necessary
for the size of the last block with padding to be 448 bits. Next, a suffix of 8 octets is
added to contain the length of the initial message (before padding) coded over 64 bits,
which brings the total size of the last block to 512 bits of 64 octets.

In 1994, two researchers, van Oorschot and Wiener, were able to detect collisions in
the output of MD5 (van Oorschot and Wiener, 1994), which explains its gradual
replacement with SHA-1. (Note that many authors use SHAI, SHA-1, and SHA
interchangeably.)
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3.9.2 Verification of the Integrity with Public Key Cryptography

An encryption algorithm with a public key is called permutable if the decryption and
encryption operations can be inverted, i.e., if
M=PKx[SKx(M)]

In the case of encryption with a permutable public key algorithm, an information element
M that is encrypted by the private key SKyx of an entity X can be read by any user
possessing the corresponding public key PKy. A sender can, therefore, sign a document
by encrypting it with a private key reserved for the signature operation to produce the
seal that accompanies the message. Any person who knows the corresponding public key
will be able to decipher the seal and verify that it corresponds to the received message.

Another way of producing the signature with public key cryptography is to encrypt the
fingerprint of the document. This is because the encryption of a long document using a
public key algorithm imposes substantial computations and introduces excessive delays.
Therefore, it is beneficial to

TABLE 3.2
Hash Functions Utilized in E-Commerce
Applications
Algorithm Name Length of the Block Standardization
Fingerprint Size
(L) (bits) (B)
(bits)
AR/DFP Hashing algorithms of German — — German banking
banks standards
DSMR Digital signature scheme giving — — ISO/IEC 9796
message recovery
MCCP Banking key management by — — ISO/IEC 1116-2
means of public key
algorithms; algorithms using
the RSA cryptosystem;
signature construction by
means of a separate signature
MD4 Message digest algorithm 128 512 No, but described in
RFC 1320
MD5 Message digest algorithm 128 512 No, but described in
RFC 1321
NVB7.1, Hashing functions used by — — Dutch banking
NVBAK Dutch banks standard, published in
1992
RIPEMD Extension of MD4, developed 128 512 —

durina the Fiironean nroiect
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RIPEMD-
128

RIPEMD-
160

SHA

SHA1L
(SHA-1)

RIPE (Menezes et al., 1997, p.

380)

Dedicated hash function #2

Improved version of RIPEMD
(Dobbertin et al, 1996)

Secure hash algorithm (NIST,
1993) (replaced by SHA-1)

Dedicated hash function #3
(NIST, 1995) (revision and
correction of the secure hash

algorithm)

128

160

160

160

512 ISO/IEC 10118-3

512 —

512 FIPS 180

512 1SO/IEC 10118-3
FIPS 180-1

use a digest of the initial message before applying the encryption. This digest is produced
by applying a one-way hash function to calculate the fingerprint that is then encrypted
with the sender’s private key. At the destination, the receiver recomputes the fingerprint.
With the public key of the sender, the receiver will be able to decrypt the fingerprint to
verify if the received hash value is identical to the computed hash value. If both are

identical, the signature is valid.

FIGURE 3.7

Computation of the digital signature
using public key algorithms and

hashing.
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The block diagram in Figure 3.7 represents verification of the integrity with public key
encryption. In this figure, h represents the hash function, C the encryption function, and
D the decryption function.

The public key algorithms frequently used to calculate digital signatures are listed in
Table 3.3.

TABLE 3.3
Public Key Algorithms Used to Compute Digital
Signatures
Algorithm Comments Length of the Standard
Fingerprint
DSA Digital signature algorithm, which is a variant of the 512 to 1024 bits FIPS 186l
ElGamal algorithm; it is a part of the digital signature
standard (DSS) that was proposed by NIST (National
Institute of Standards and Technology) in 1994
ElGamal Nondeterministic algorithm where a message Variable —
corresponds to several signatures; it uses discrete
logarithms (ElGamal, 1985)
RSA This is the de facto standard algorithm for public key 512 to 1024 bits ISO/IEC
encryption; it can also be used to calculate signatures 9796

Note: The U.S. federal government mandates the use of the DSA for signing electronic
procurements.

Even though this message allows for verification of the message integrity, it does not
guarantee that the identity of the sender is authentic. In the case of public key encryption
of the hash value, authentication requires the use of certificates, as will be explained later.
[Note that a signature produced from a message with the signer’s private key and then
verified with the signer’s corresponding public key is sometimes called a signature
scheme with appendix (IETF RFC 2437, 1998).]

3.9.3 Blind Signature

A blind signature is a special procedure for a notary to sign a message using the RSA
algorithm for public key cryptography without revealing the content (Chaum, 1983,
1989). One possible utilization of this technique is to time-stamp digital payments.

Consider a debtor who would like to have a payment blindly signed by a bank. The
bank has a public key e, a private key d, and a public modulo N. The debtor chooses a
random number k between 1 and N and keeps this number secret.

The payment p is “enveloped” by applying the following formula:

(p K mod N

before sending the message to the bank. The bank signs it with its private key so that
(p k)® mod N=p“ k mod N
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and returns the payment to the debtor.The debtor can now extract the signed note by
dividing the number by k. To verify that the note received from the bank is the one that
was sent, the debtor can raise it to the e power, because (as will be shown in Appendix
I):

(p%)* mod N=p mod N

The various payment protocols for digital money take advantage of blind signatures to
satisfy the conditions of anonymity.

3.9.4 Verification of the Integrity with Symmetric Cryptography

The Message Authentication Code (MAC) is the result of a one-way hash function that
depends on a secret key. This mechanism guarantees, simultaneously, the integrity of the
message content and the authentication of the sender. (As previously mentioned, some
authors call the MAC the “integrity check value” or the “cryptographic checksum.”)

The most obvious way to construct a MAC is to encrypt the hash value with a block
symmetric encryption algorithm. The MAC is then affixed to the initial message, and the
whole is sent to the receiver. The receiver recomputes the hash value by applying the
same hash function on the received message and compares the result obtained with the
decrypted MAC value. The equality of both results confirms the data integrity.

The block diagram in Figure 3.8 depicts the operations where h represents the hash
function, C the encryption function, and D the decryption function.

Another variant of this method is to append the secret key to the message that will be
condensed with the hash functions.

It is also possible to perform the computations with the compression function f( ) and
use as an initial value the vector of the secret key, k, of length L bits in the following
recursion:

ki:f(ki—l, Xi), i=1,...,n

where X=(Xy, Xa,..., Xn} iS the message subdivided into n vectors, each of B bits. The MAC
is the value of the final output k.

The procedure that several U.S. and international standards advocates for example,
ANSI X9.9 (1986) for the authentication of banking messages, and 1SO 8731-1 (1987)
and ISO/IEC 9797-2 (2002) for implementing a one-
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FIGURE 3.8

Digital signature with symmetric
encryption algorithms.

way hash function—is to encrypt the message with a symmetric block encryption
algorithm in the Cipher Block Chaining (CBC) or the Cipher Feedback (CFB) modes.
The MAC is the last encrypted block, which is encrypted one more time in the same CBC
or CFB mode.

The following key hashing method augments the speed of computation in software
implementation and increases the protection, even when the oneway hash algorithm
experiences some rare collisions (Bellare et al., 1996).

Consider the message X subdivided into n vectors of B bits each, and two keys (k; and
k,), each of L bits. The padding bits are added to the end of the initial message according
to a determined pattern. The hashing operations can thus be described with the help of
two compression functions f;() and f,():

1 2
where kﬂ and kﬂ are the initial values of k; and ky, respectively, and x=x; X,,..., Xp.

The result that this method yields is denoted as the Nested Message Authentication
Code (NMAC). It is, in effect, constructed by applying compression functions in
sequence, the first on the padded initial message and the second on the product of the first
operation after padding.
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The disadvantage of this method is that it requires access to the source code of the
compression functions to change the initial values. In addition, it requires the usage of
two secret keys. This explains the current popularity of the Hashed Message
Authentication Code (HMAC), which is described in IETF RFC 2104 (1997). This
method uses one single key k of L bits.

Assuming that the function H() represents the initial hash function, the value of the
HMAC is computed in the following manner:

In this construction, k is the vector k of minimum length of L bits, which after padding
with a series of 0 bits will reach a total length of B bits. The variables opad and ipad are
constants for outer padding and inner padding, respectively. The variable opad is formed
with the octet 0x36 repeated as many times as needed to constitute a block of B bits. The
variable ipad is the octet 0x5C repeated as many times. For MD5 and SHA-1, the number
of repetitions is 64. Finally, the symbols || and @in the previous equation denote,
respectively, the concatenation and Exclusive OR operations.
It should be noted that with the following representation:

the HMAC becomes the same as the nested MAC. [Note that it will be seen in Chapter 5
that for the SSL protocol, the HMAC is denoted as MAC]

3.10 Identification of the Participants

Identification is the process of ascertaining the identity of a participant (whether a person
or a machine) by relying on uniquely distinguishing features. This contrasts with
authentication, which is the confirmation that the distinctive identifier corresponds to the
declared user.

Authentication and identification of a communicating entity take place simultaneously
when that party proposes to the verifier in private a secret that is only shared between
them, for example, a password or a secret encryption key. Another possibility is to pose a
series of challenges that only the legitimate user is supposed to be capable of answering.

Digital signature is the usual means of identification because it associates a party (a
user or a machine) with a shared secret. Other methods of simultaneous identification and
authentication of human users exploit biometric characteristics, such as fingerprints,
voiceprints, the shape of the retina, the form of the hand, etc. This is elaborated in the
following section.



Protocols for secure electronic commerce 92

3.10.1 Biometric Identification

Biometric identification techniques, reserved until recently for military uses and law
enforcement agencies, are being considered for user identification in civilian applications.
The use of biological attributes for identification and authentication bypasses some of the
problems associated with cryptography (e.g., key management). This explains the interest
in biometrics in large-scale civilian applications, such as in mobile telephony, e-
commerce, or telework.

There are two main categories of biometric features. The first category relates to
behavioral patterns and acquired skills, such as speech, handwriting, or keystroke
patterns. In contrast, the second category comprises physiological characteristics, such as
facial features, iris morphology, retinal texture, hand geometry, or fingerprints. Methods
based on gait, odor, or genetic composition using DNA have limited applications for
online systems.

The usage of biometric systems includes three steps: image acquisition during the
registration phase, features extraction, and identification or verification. The digital
image of the person under examination originates from a sensor in the computer
peripheral (a microphone, for example). This image is processed to extract a compact
profile that should be unique to that person. This profile or signature is then archived in a
reference database that can be centralized or distributed according to the architecture of
the system. In most cases, registration cannot be done online; rather, the person has to be
physically present in front of a registrar to record the necessary biometric template.

Biometric identification systems ascertain the identity of the end user by matching the
biometric data with an entry in a database to supplement another identifier (password,
badge, etc.). Verification systems, in contrast, match biometric data with what is stored in
the user credential (e.g., a smart cart) to verify access privileges.

It should be noted that biometric systems are not foolproof. The accuracy of an
identification system is measured in terms of the rate of mix-up of identities and the rate
of rejects of authorized identities. In contrast, the performance of biometric verification
systems is assessed in terms of rate of false rejects, i.e., the rejection of authorized
identities and the rate of false acceptances. These rates are interdependent and are
adjusted according to the required levels of security.

The choice of a particular systems depends on several factors:

1. Accuracy and reliability of the identification or verification: the result should not be
affected by the environment or by aging

2. Cost of installation, maintenance, and operation

3. Scale of applicability of the technique; for example, handwriting recognition is not
useful for illiterate people

4. Ease of use

5. Reproducibility of the results; in general, physiological characteristics are more
reproducible than behavioral characteristics

6. Resistance to counterfeit and attacks
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3.10.1.1 Voice Recognition
Identification techniques through voice recognition play one of two distinct functions:

* Speaker identification: The technology verifies the end user by comparing a digitized
sample of a person’s voice with a stored vocal print. Here, a vocal message is
compared with a set of stored acoustic references to determine the person from his or
her utterances.

« Speaker verification: This case consists in verifying that the voice imprint matches the
acoustic references of the person that the speaker pretends to be.

These two types of identification can be carried out for the same application, such as the
authentication of payment orders made by phone. In this case, the voice imprint that
characterizes a subscriber is formed using one or several passwords that are recorded
during registration. During the authentication, the user utters one or several of these
passwords to allow the system to match the new sample with the previously recorded
voice imprints before authorizing the financial transaction.

Depending on the compression algorithm and the duration of the record, the size of the
voice imprints that characterize an individual varies between 1 to 70 K octets.

Abad sound quality can cause failures. In remote applications, this quality depends on
several factors, such as the type of telephone handset, ambient noise (particularly in the
case of hands-free telephony), the type of connection (wireline or wireless), etc. Using
about 20 hours of professionally recorded material, some speech synthesis algorithms are
perfectly capable of mimicking the speaker’s voice characteristics. An easier method with
which to defraud the system would be to play back recordings of authentic commands.
This is why automatic speaker recognition systems must be supplemented with other
means of identification.

3.10.1.2 Handwritten Recognition

The principle of handwritten recognition is to distinguish the permanent characteristics of
an individual’s handwriting from the changing characteristics to be able to identify the
writer. The supposedly permanent characteristics are matched with a prerecorded sample
of the handwriting of the person whose identity is to be verified

Handwritten recognition can be static or dynamic. In static verification, the signature
is compared with an archived signature of the person to be authenticated. Systems of
dynamic handwritten recognition use a special pen and a pressure-sensitive pad
connected to a computer. The subject uses the pen to write on the pad, which captures the
written text and transmits it to the analysis and verification system. The dynamic
movement of the pen is described by tens of parameters, such as the pressure exercised
on the pad, the speed and direction of the movement, the accelerations and decelerations,
the angle of the letter, etc.

It goes without saying that handwritten recognition assumes that users have reached a
certain level of education. Furthermore, the technique does not seem to reach the level of
reliability needed for financial transactions (the rate of false rejects remains sufficiently
high) (Nalwa, 1999). A current project in the U.S. initiated by the Financial Services
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Technology Consortium (FSTC) aims at improving the procedures for check processing
using handwritten recognition.

3.10.1.3 Keystroke Recognition

Keystroke recognition is a technique based on an individual’s typing patterns in terms of
rhythm, speed, duration, and pressure of keystrokes, etc. This is because human behavior
in repetitive and routine tasks is strictly individual. Keystroke measures are based on
several repetitions of a known sequence of characters (for example, the login and the
password) (Dowland et al., 2001; Obaidat and Sadoun, 1999).

Net Nanny Software International, Inc., developed software entitled Bio-Password
LogOn for NT (http://www.biopassword.com) that uses keyboard recognition for stations
using Windows NT. The sample used to form the reference pattern must contain at least
eight characters and must be used eight times. The verification phase requires 15
successful entries.

3.10.1.4 Retinal Recognition

The retina is a special tissue of the eye that responds to light pulses by generating
proportional electrical discharges to the optical nerve. It is supplied by a network of
blood vessels according to a configuration that is characteristic of each individual and
that is stable throughout life. The retina can even distinguish among twins. A retinal map
can be drawn by recording the reflections of a low-intensity infrared beam with the help
of a charge-coupled device (CCD) to form a descriptor of 35 octets

The necessary equipment has been commercialized since 1975 by EyeDentify, Inc.,
(http://www.eye-dentify.com) at the cost of about $5000 per unit. As a consequence, this
technique is used for access control to high-security areas: military installations, nuclear
plants, high-security prisons, bank vaults, network operation centers, etc. According to
the manufacturer, the enrollment time is less than one minute, and the verification time
for a library of about 1500 does not exceed 5 seconds. The rate of false acceptance is
extremely low (one per million). However, the subject has to look directly into the
infrared retinal probe through a special eyepiece, which may be inconvenient.
Furthermore, the rate of false rejects seems to be relatively large. Currently, this
technique is not suitable for remote payment systems or for large-scale deployment.

3.10.1.5 Iris Recognition

The iris is the colored area between the white of the eye and the pupil. Its texture is an
individual characteristic that remains constant for many years. As a consequence, the
description of the iris texture was made with a numeric code of 256 octets (2048 bits).
The accuracy is very high, and the error probability is on the order of 1 for 1.2 million. It
is even possible to distinguish among identical twins and to separate the two irises of the
same person.

This technique was started and patented by Iridian Technologies—previously known
as IriScan, Inc.,—a company formed by two ophthalmologists and a computer scientist
(http://www.iriscan.com). The inspection is less invasive than in the case for the retinal
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scan. The person to be identified needs merely to face a camera connected to a computer
at a distance of about 1 m. The size of the initial image of the iris is 20 K octets, which is
then processed to produce the corresponding digital code. The operation takes less than
about 800 msec with a computer with a clock speed of 66 MHz (Daugman 1994, 1999;
Flom and Safir, 1987; Wildes, 1997). In online verification systems, this code is used
together with the subject’s personal identification number and the number of the person’s
bankcard.

Some precautions need to be respected during image capture, particularly to avoid
reflections by ensuring uniform lighting. Contact lenses are detected through the presence
of a regular structure in the processed image.

Iris recognition is now being evaluated to speed passenger processing at airports.
Other potential applications include the identification of users of automatic bank teller
machines, the control of access either to a physical building or equipment, or control of
access to network resources.

3.10.1.6 Face Recognition

Face recognition is done on the basis of a template with sizes that range from 100 to 800
octets, constructed on the basis of some parameters, such as the distance between the
eyes, the gap between the nostrils, the dimensions of the mouth, etc. This method can
detect a person from a set of 5,000 to 50,000 images. The duration of the verification can
take from 3 to 20 seconds, according to the size of the image library. However,
sunglasses, beards or mustaches, grins, or head tilts of even 15 degrees can cause
recognition errors. Some algorithms are so sensitive to the adjustment of the optics that
they require the use of the same equipment for the acquisition of the reference image and
of the image used for identification/verification.

A detailed examination of the error rates took place in 1996 and 1997 (at the
instigation of the U.S. Army Research Laboratory) (Pentland and Choudhury, 2000;
Phillips et al., 2000). The study covered 1196 persons for different lighting conditions,
time intervals between the acquisition of the reference image, and the image used for
classification. The results underlined that the rate of false rejects increases with the
interval that separates the two images, as shown in Table 3.4.

TABLE 3.4

Rate of False Rejects in Automatic Face
Recognition as a Function of the Interval
Separating the Image Acquisitions

Category Percentage of False Percentage of False
Alarms Rejects
Same day, same illumination 2 0.4
Same day, different 2 9
illumination

Different days 2 11
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Over 1.5 years difference 2 43

Source: Phillips, P.J., Martin, A., Wilson, C.L., and Przybocki, M., Computer, 3, 2, 56-63, 2000.

TrueFace™ of Miros was the first product of face recognition to be certified by the
International Computer Security Association (ICSA) in 1998. It is being evaluated for
check cashing systems. Identrix (http://www.identrix.com)—formerly Visionics
Corporation—commercializes the Facelt® algorithm from the Rockfeller University
(http://www.Faceit.com). Visage Technology uses the algorithm developed at the
Massachusetts Institute of Technology Media Laboratory.

3.10.1.7 Fingerprint Recognition

It is common knowledge that fingerprints are permanent characteristics of each
individual. The traditional method for collecting fingerprints is to swipe the fingertips (or
the palm) in a special ink and then press them over paper to record a negative image. This
image is processed to extract user-specific information or minutiae. New imaging
methods allow the capture of the fingerprints with optical, optoelectronic, electric, or
thermal transducers. These methods can easily be adapted to applications of online or
mobile e-commerce.

Fingerprints can be collected electronically by measuring the fluctuations in the
capacitance between the user’s fingers and sensors on the surface of a special mouse.
These fluctuations can help draw the contour of the fingerprint. Another technique relies
on a low-tension alternating current injected into the finger pulps to measure the changes
in the electric fields between a resin plate on which the finger rests and the derma. These
variations in the electric field reproduce faithfully the details of the fingerprint. Thermal
techniques rely on a transducer to measure the temperature gradient on the mouse’s
surface, thereby localizing points of friction. Finally, optoelectronic methods employ a
layer of polymers to record the image of the fingerprint on a polymer layer that converts
the image into a proportional electric current.

During the enrollment phase, the user’s fingerprint is recorded and then processed to
extract the features or minutiae. These minutiae form the reference signature during
verification. Therefore, they must include a set of stable and reliable indices that are not
sensitive to defects in the image that may be introduced by dirty fingers, wounds, or
deformities. Each minutia takes about 16 octets on the average; therefore, the image size
varies between 500 and 5,000 octets, depending on the number of minutiae preserved and
the rate of compression used.

To verify the identity of a person, the minutiae extracted from the new imprint are
compared with those extracted from the reference image. The algorithms used must be
insensitive to potential translations, rotations, and distortions. The degree of similarity
between the two images analyzed is described in terms of an index that varies from 0 to
100%. The percentage of false rejects in commercial systems reaches about 3%, and the
rate of false acceptance is less than one per million. With some equipment, the image of
the full length and not only that of the finger extremities is used (Takeda et al., 1990).



Algorithms and architectures for security 97

TABLE 3.5

List of Several Commercial Offers for Online
Recognition of Fingerprints

Phenomenon Firm Product URL
Exploited
Capacitance Infineon Finger-print http://www.infineon.com/
Security
Secugen EyeD Mouse http://www.secugen.com/
Electric field Authentec FingerLoc http://www.authentec.com/
Veridicom FPS110 http://www.veridicom.com/
Optics Identix BioCard/Touchlock http://www.identix.com/
Optoelectronics Who?Vision  TactileSense http://www.whovision.com/
Temperature Thomson- FingerChip http://www.tcs.thomsoncsf.com/
CSF

The Society for Worldwide Interbank Financial Telecommunications (SWIFT) sponsored
the development of a mouse with a capacitance transducer. Nevertheless, Secugen was
the first to offer a commercial product for online users. For illustrative purposes, Table
3.5 lists some commercial offers for different physical phenomena under consideration.

3.10.1.8 Recognition of Hand Geometry

In the last several years, hand geometry recognition has been used in large-scale
commercial applications to control access to enterprises, customs, hospitals, military
bases, prisons, etc. In the U.S., some airports (e.g., New York and Newark) are using it to
accelerate the admission of frequent travelers (those with more than five entries per year).

The user positions the hand on a plate facing the lens of a digital camera by spreading
the fingers and resting them against guiding pins soldered on the plate. This plate is
surrounded by mirrors on three sides to capture the hand sideways and from the top with
a digital camera. The time for taking one picture is about 1.2 sec. Several pictures (three
to five) are taken, and the average is stored in memory as a reference to the individual.
Using a three-dimensional model and 90 input parameters, the hand geometry is
described using a 9-octet vector.

Among the companies active in this field, in alphabetical order: BioMet Partners Inc.
(http://www.biomet.ch) and Recognition Systems (http://www.recogsys.com).

3.10.2 Summary and Evaluation

Given in Table 3.6 is the required memory for storing selected biometric identifiers
(Sherman et al., 1994; Nanavati et al., 2002).
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At this stage, and regardless of the biometric technology, there is little commonality
among the various methods being proposed and their implementations. In the face of such
a lack of standards, potential users hesitate

TABLE 3.6
Required Storage Memory for Biometric Identifiers

Identifier Required Memory (octets)

Photo image 1000-1500
Voiceprint 1000-2000
Handwritten scan 500-1500

Face recognition 500-1000
Fingerprint 500-5000

Iris scan 256-512

Retinal scan 35

Hand geometry 9

to develop their particular solutions. There are no agreed-upon protocols for measuring
and comparing total system performance in terms of processing speed, reliability,
security, and vulnerability in an operational environment. Users are concerned about the
long-term viability of any solution they may select, and the cost of switching methods or
suppliers in the future. A related concern is that of being locked into a specific
implementation or supplier. Software developers, in turn, are not sure as to what options
to include in their programs. Application developers, also, are not sure what method
deserves their full attention. Clearly, the lack of standards is hampering the wide-scale
acceptance of biometric identification.

Awareness of these roadblocks spurred standardization activities to facilitate data
exchanges among various implementations, irrespective of the biometric method. NIST
and the Federal Bureau of Investigations (FBI) collaborated to produce a large database
of fingerprints gathered from crime scenes, with their corresponding minutiae. This
database will help train and evaluate new algorithms for automatic fingerprint
recognition.

In 1995, the Committee on Security Policy Board established by President Clinton
chartered the Biometric Consortium (BC) to be the focal point for the U.S. government
on research, development, testing, evaluation, and application of biometric-based systems
for personal identification and verification. The BC cosponsors activities at NIST and at
San Jose State University in California.

The U.S. Department of Defense (DOD) initiated a program to develop a standard
application interface called the Human-Authentication Application Program Interface
(HA-API) to decouple the software of the applications from the technology used to
capture the biometric data. After publishing, in April 1998, Version 2.0 of this API,
activities merged with those of the BioAPI Consortium (http://www.bioapi.org). This
consortium groups hardware and software companies as well as suppliers of biometric
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peripherals. In March 2000, the consortium published Version 1.0 of a BioAPI and
reference realizations for Windows, Unix, Linux, and Java. All of these implementations
are in the public domain. Despite Microsoft’s withdrawal from the consortium, the
BioAPI specification was the basis of the ANSI INCITS 358 (2002), a standard that the
Technical Committee M1 on Biometrics for the InterNational Committee for Information
Technology Standards (INCITS) developed as an ANSI standard.

In parallel, efforts within the ANSI X9.F4 working group resulted in a common format
in which to exchange biometric data among various systems known as Common
Biometric Exchange File Format (CBEFF). This is the format to be recognized by the
BioAPI. It was agreed that the International Biometric Industry Association (IBIA),
based in the U.S. (http://www.ibia.org), will act as the registration authority for the
formats to be recognized. Finally, ANSI X9.84 (2001) defined a data object model that is
compatible with CBEFF and is suitable for securing physical and remote access within
the financial industry. The standard gives guidance on the proper controls and procedures
for using biometrics for identification and authentication.

Other standardization initiatives are pursued by the Association for Biometrics
(http://www.afb.org.uk) in the U.K. and the Bundesamt fiir Sicherheit in der
Informationtechnik (BSI—Federal Information Security Agency)
(http://www.bsi.bund.de) in Germany. Finally, joint work by ISO and IEC aims at a
standard for personal verification through biometric methods with the use of integrated
circuit cards (e.g., smart cards). Potential applications include driver licenses and travel
documents. The standard will be issued as ISO/ IEC 7816, Part 11.

3.11 Authentication of the Participants

The purpose of authentication of participants is to reduce, if not eliminate, the risk that
intruders might masquerade under legitimate appearances to pursue unauthorized
operations.

As previously stated, when the participants utilize a symmetric encryption algorithm,
they are the only ones who share a secret key. As a consequence, the utilization of this
algorithm guarantees, in theory, the confidentiality of the messages, the correct
identification of the correspondents, and their authentication. The key distribution servers
also act as authentication servers, and the good functioning of the system depends on the
capability of all participants to protect the encryption key.

In contrast, when the participants utilize a public key algorithm, a user is considered
authentic when that user can prove that he or she holds the private key that corresponds
with the public key attributed to the user. A certificate issued by a certification authority
indicates that it certifies the association of the public key (and therefore the
corresponding private key) with the recognized identity. In this manner, identification
and authentication proceed in two different ways, identity with the digital signature and
authentication with a certificate. Without such a guarantee, a hostile user could create a
pair of private/public keys and then distribute the public key as if it were that of the
legitimate user.

Although the same public key of a participant could equally serve to encrypt the
message that is addressed to that participant (confidentiality service) and to verify the
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electronic signature of the documents that the participant transmits (integrity and
identification services), in practice, a different public key is used for each set of services.

According to the authentication framework defined by ITU-T Recommendations
X.500 (2001) and X.811 (1995), simple authentication may be achieved by one of several
means:

1. Name and password in the clear

2. Name, password, and a random number or a time stamp, with integrity verification
through a hash function

3. Name, password, a random number, and a time-stamp, with integrity verification using
a hash function

Strong authentication requires a certification infrastructure that includes the following
entities:

1. Certification authorities to back the users’ public keys with “sealed” certificates (i.e.,
signed with the private key of the certification authority) after verification of the
physical identity of the owner of each public key.

2. A database of authentication data (directory) that contains all the data relative to the
private encryption keys, such as their values, the duration of validity, and the identity
of the owners. Any user should be able to query such a database to obtain the public
key of the correspondent or to verify the validity of the certificate that the
correspondent would present.

3. A naming or registering authority may be distinct from the certification authority, and
its principal role is to define and assign unique distinguished names to the different
participants.

The certificate guarantees correspondence between a given public key and the entity
whose unique distinguished name is contained in the certificate. This certificate is sealed
with the private key of the certification authority. When the certificate owner signs
documents with the private signature key, the partners can verify the validity of the
signature with the help of the corresponding public key contained in the certificate.
Similarly, to send a confidential message to a certified entity, it is sufficient to query the
directory for the public key of that entity and then use that key to encrypt messages that
only the holder of the associated private key would be able to decipher.

3.12 Access Control

Access control is the process by which only authorized entities are allowed access to the
resources as defined in the access control policy. It is used to counter the threat of
unauthorized operations, such as unauthorized use, disclosure, modification, destruction
of protected data, or denial of service to legitimate users. ITU-T Recommendation X.812
(1995) defines the framework for access control in open networks. Accordingly, access
control can be exercised with the help of a supporting authentication mechanism at one or
more of the following layers: the network layer, the transport layer, or the application
layer. Depending on the layer, the corresponding authentication credentials may be X.509
certificates, Kerberos tickets, simple identity and password pairs, etc.
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There are two types of access control mechanisms: identity-based and role-based.
Identity-based access control uses the authenticated identity of an entity to determine and
enforce its access rights. In contrast, for role-based access control, access privileges
depend on the job function and its context. Thus, additional factors may be considered in
the definition of the access policy, for example, the strength of the encryption algorithm,
the type of operation requested, or the time of day. Role-based access control provides an
indirect means of bestowing privileges through three distinct phases: the definition of
roles, the assignment of privileges to roles, and the distribution of roles among users.
This facilitates the maintenance of access control policies, because it is sufficient to
change the definition of roles to allow global updates without revising the distribution
from top to bottom.

At the network layer, access control in IP networks is based on packet filtering using
the protocol information in the packet header, specifically, the source and destination IP
addresses and the source and destination port numbers. Access control is achieved
through “line interruption” by a certified intermediary or a firewall that intercepts and
examines all exchanges before allowing them to proceed. The intermediary is thus
located between the client and the server, as indicated in Figure 3.9. Furthermore, the
firewall can be charged with other security services, such as encrypting the traffic for
confidentiality at the network level or verifying integrity using digital signatures. It can
also inspect incoming and outgoing exchanges before

FIGURE 3.9

Authentication by line interruption at
the network layer.

forwarding them to enforce the security policies of a given administrative domain.
However, the intervention of the trusted third party must be transparent to the client.

The success of packet filtering is vulnerable to packet spoofing if the address
information is not protected and if individual packets are treated independently of the
other packets of the same flow. As a remedy, the firewall can include a proxy server or an
application-level gateway that implements a subset of application-specific functions. The
proxy is capable of inspecting all packets in light of previous exchanges of the same flow
before allowing their passage in accordance with the security policy in place. Thus, by
filtering incoming and outgoing electronic mail, file transfers, exchanges of Web
applications, etc., application gateways can block nonauthorized operations and protect
against malicious codes such as viruses. This is called a stateful inspection. The filter
uses a list of keywords, the size and nature of the attachments, the message text, etc.
Configuring the gateway is a delicate undertaking, because the intervention of the
gateway should not prevent daily operation.
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A third approach is to centralize the management of the access control for a large
number of clients and users with different privileges with a dedicated server. Several
protocols were defined to regulate the exchanges among network elements and access
control servers. IETF RFC 2865 (2000) specifies Remote Authentication Dial-in User
Service (RADIUS) for client authentication, client authorization, and collection of
accounting information of the calls. In IETF RFC 1492 (1993), Cisco described a
protocol called Terminal Access Controller Access System (TACACS) that was later
updated in TACACS+. Both RADIUS and TACACS+ require a secret key between each
network element and the server. Depicted in Figure 3.10 is the operation of RADIUS in
terms of a client/server architecture. The RADIUS client resides

FIGURE 3.10
Remote access control with RADIUS.

within the access control server, while the server relies on an ITU-T X.509 directory
through the protocol Lightweight Directory Access Protocol (LDAP). Both X.509 and
LDAP will be presented later in this chapter.

Note that both server-to-client authentication and user-to-client authentication are
outside the scope of RADIUS. Also, because RADIUS does not include provisions for
congestion control, large networks may suffer degraded performance and data loss.

Commercial systems implement two basic approaches for end-user authentication:
one-time password and challenge-response (Forrester et al., 1998). In a typical one-time
password system, each user has a device that generates a number periodically (usually
every minute) using the current time, the card serial number, and a secret key held in the
device. The generated number is the user’s one-time password. This procedure requires
that the time reference of the access control server be synchronized with the card so that
the server can regenerate an identical number.

In challenge-response systems, the user enters a personal identification number to
activate handheld authenticators (HHA) and then to initiate a connection to an access
control server. The access control server, in turn, provides the user with a random number
(a challenge), and the user enters this number into a handheld device to generate a unique
response. This response depends on both the challenge and some secret key shared



Algorithms and architectures for security 103

between the user’s device and the server. It is returned to the access control server to
compare with the expected response and decide accordingly.

It should be noted that there are some known vulnerabilities in RADIUS or in its
implementations (Hill, 2001).

3.13 Denial of Service

Denial of service attacks prevent normal network usage by blocking the access of
legitimate users to the network resources they are entitled to, by overwhelming the hosts
with additional or superfluous tasks to prevent them from responding to legitimate
requests, or to slow their response times below satisfactory limits.

In a sense, denial of service results from the failure of access control. Nevertheless,
these attacks are inherently associated with IP networks for two reasons: network control
data and user data share the same physical and logical bandwidths; and IP is a
connectionless protocol, where the concept of admission control does not apply. As a
consequence, when the network size exceeds a few hundred nodes, network control
traffic (due, for example, to the exchange of routing tables) may, under some
circumstances, occupy a significant portion of the available bandwidth. Further,
inopportune or ill-intentioned user packets may be able to bring down a network element
(e.g., a router), thereby affecting not only all end points that rely on this network element
for connectivity, but also all other network elements that depend on it to update their
view of the network status. Finally, in distributed denial of service attacks (DDOS), a
sufficient number of compromised hosts may send useless packets toward a victim at
around the same time, thereby affecting the victim’s resources or bandwidths or both
(Chang, 2002; Moore et al., 2001).

As a point of comparison, the current public switched telephone network uses an
architecture called Common Channel Signaling (CCS), whereby user data and network
control data travel on totally separate networks and facilities. It is worth noting that CCS
was introduced to protect against fraud. In the old architecture, called Channel-
Associated Signaling (CAS), the network data and the user data used separate logical
channels, on the same physical support. Similarly, experience has shown that
Asynchronous Transfer Mode (ATM) can be exposed to the same risks of interruption,
because the user traffic and the network control messages share the same facilities, even
though they are virtually distinct (Sherif et al., 2001).

Let us illustrate the preceding discussion with a few examples of denial of service
attacks using several protocols of the IP stack: TCP, Internet Control Message Protocol
(ICMP), and HTTP (HyperText Transfer Protocol):

» The SYN flooding attack, one of the best-known mechanisms of denial of service,
perturbs the functioning of the TCP protocol (Schuba et al., 1997). It is well known
that the handshake in TCP is a three-way exchange: a connection request with the
SYN packet, an acknowledgment of that request with the SYN/ACK packet, and
finally a confirmation from the first party with the ACK packet (Comer, 1995, p. 216).
Unfortunately, the handshake imposes asymmetric memory and computational loads
on the two end points, the destination being required to allocate large amounts of
memory without authenticating the initial request. Thus, an attacker can paralyze the
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target machine by exhausting its available resources by sending a massive humber of
fake SYN packets. These packets will have spoofed source addresses, so that the
acknowledgments are sent to hosts that the victim cannot reach or that do not exist.
Otherwise, the attack may fail, because unsolicited SYN/ACK packets at accessible
hosts provoke the transmission of RST packets, which, upon arrival, would allow the
victim to release the resources allocated for a connection attempt.

 ICMP is a protocol for any arbitrary machine to use to communicate control and error
information back to the presumed source. This an ICMP echo request, or “ping,” with
the victim’s address falsely indicated as the source and sent to all the machines of a
given network using the subnet broadcast address—can flood the victim with echo
replies that will overwhelm its capacities.

» The Code Red worm exploits defects in the response of some Web servers to an HTTP
GET request larger than the regular size (a payload of 62 octets instead of 60 octets).
Under specific conditions, the buffer overflow causes an upsurge in HTTP traffic and
the infection of neighboring machines, which increases network traffic, thereby
causing a massive disruption (CERT/CC CA-2001-19, 2002).

Given that IP does not separate user traffic from that of the network, the best solution is
to identify all with trusted certificates. However, authentication of all exchanges
increases the computational load, which may be excessive in commercial applications, as
the lack of success of the protocol for payments with bankcard Secure Electronic
Transaction (SET) has shown. Short of this, defense mechanisms will be developed on a
case-by-case basis to address specific problems as they arise. For example, resource
exhaustion due to the SYN attack can be alleviated by limiting the number of concurrent
pending TCP connections, by reducing the time out for the arrival of the ACK packet
before calling off the connection establishment, and by blocking packets to the outside
that have source addresses from outside.

Another approach is to reequilibrate the computational load between the two parties
by asking the requesting client to solve a puzzle in the form of simple cryptographic
problems before being granted the allocated resources needed to establish a connection.
To avoid replay attacks, these problems are formulated using the current time, a server
secret, and additional information from the client request (Juels and Brainard, 1999). This
approach, however, requires programs for solving puzzles specific to each application
that are incorporated in the client browser.

3.14 Nonrepudiation

Nonrepudiation is a service that prevents a person who accomplished an act from denying
it later, in part or as a whole. Nonrepudiation is a legal concept to be defined through
legislation. The role of informatics is to supply the necessary technical means to support
the service offer according to the law. The building blocks of nonrepudiation include the
electronic signature of documents, the intervention of a third party as a witness, time-
stamping, and sequence numbers. Among the mechanisms for nonrepudiation are a
security token sealed with the secret key of the verifier that accompanies the transaction
record, time-stamping, and sequence numbers. Depending on the system design, the
security token sealed with the verifier’s secret key can be stored in a tamper-resistant



Algorithms and architectures for security 105

cryptographic module. The generation and verification of the evidence often require the
intervention of one or more entities external to parties to the transaction, such as a notary,
a verifier, and an adjudicator of disputes.

ITU-T Recommendation X.813 (1996) defines a general framework for
nonrepudiation in open systems. Accordingly, the service comprises the following
measures:

« Generation of the evidence

* Recording of the evidence

« Verification of the evidence generated

« Retrieval and reverification of the evidence

There are two types of nonrepudiation services:

1. Nonrepudiation at the origin: This service protects the receiver by preventing the
sender from denying having sent the message.

2. Nonrepudiation at the destination: This service plays the inverse role of the preceding
function. It protects the sender by demonstrating that the addressee received the
message.

Threats to nonrepudiation include compromise of keys or unauthorized modification or
destruction of evidence. In public key cryptography, each user is the sole and unique
owner of the private key. Thus, unless the whole system was penetrated, a given user
cannot repudiate the messages that are accompanied by his or her electronic signature. In
contrast, nonrepudiation is not readily achieved in systems that use symmetric
cryptography. A user can deny having sent the message by alleging that the receiver
compromised the shared secret or that the key distribution server was successfully
attacked. A trusted third party would have to verify each transaction to be able to testify
in cases of contention.

Nonrepudiation at the destination can be obtained using the same mechanisms but in
the reverse direction.

3.14.1 Time-Stamping and Sequence Numbers

Time-stamping of messages establishes a link between each message and the date of its
transmission. This permits the tracing of exchanges and prevents attacks by replaying old
messages. If clock synchronization of both parties is difficult, a trusted third party can
intervene as a notary and use its clock as reference.

The intervention of the “notary” can be in either of the following modes:

« Offline to fulfill functions such as certification, key distribution, and verification if
required, without intervening in the transaction

« Online as an intermediary in the exchanges or as an observer collecting the proof that
might be required to resolve contentions. This is a similar role to that of a trusted third
party of the network layer (firewall) or at the application layer (proxy) but with a
different set of responsibilities.

Let us assume that a trusted third party combines the functions of the notary, the verifier,
and the adjudicator. Each entity encrypts its messages with the secret key that was
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established with the trusted third party before sending the message. The trusted third
party decrypts the message with the help of this shared secret with the intervening party,
time-stamps it, and then reencrypts it with the key shared with the other party. This
approach requires establishment of a secret key between each entity and the trusted third
party that acts as a delivery messenger. Notice, however, that the time-stamping
procedures were not normalized, and each system has its own protocol.

Detection of duplication, replay, as well as the addition, suppression, or loss of
messages is achieved with the use of a sequence number before encryption. Another
mechanism is to add a random number to the message before encryption. All these means
give the addressee the ability to verify that the exchanges genuinely took place during the
time interval that the time-stamp defines.

3.15 Secure Management of Cryptographic Keys

Key management is a process that continues throughout the life cycle of the keys to
thwart unauthorized disclosures, modifications, substitutions, reuse of revoked or expired
keys, or unauthorized utilizations. Security at this level is a recursive problem, because
the same security properties that are required in the cryptographic system must be
satisfied, in turn, by the key management system.

The secure management of cryptographic keys relates to key production, storage,
distribution, utilization, withdrawal from circulation, deletion, and archiving (Fumer and
Landrock, 1993).

3.15.1 Production and Storage

Key production must be done in a random manner and at regular intervals, depending on
the degree of security required.

Protection of the stored keys has a physical aspect and a logical aspect. Physical
protection consists of storing the keys in safes or in secured buildings with controlled
access, whereas logical protection is achieved with encryption.

In the case of symmetric encryption algorithms, only the secret key is stored. For
public key algorithms, storage encompasses the user’s private and public keys, the user’s
certificate, and a copy of the public key of the certification authority. The certificates and
the keys may be stored on the hard disk of the certification authority, but there is some
risk of possible attacks or of loss due to hardware failure. In cases of microprocessor
cards, the information related to security, such as the certificate and the keys, are inserted
during card personalization. Access to this information is then controlled with a
confidential code.

3.15.2 Distribution

The security policy defines the manner in which keys are distributed to entitled entities.
Manual distribution by mail or special dispatch (sealed envelopes, tamper-resistant
module) is a slow and costly operation that should only be used for the distribution of the
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root key of the system. This is the key that the key distributor utilizes to send to each
participant their keys.

An automatic key distribution system must satisfy all of the criteria of security, in
particular:

* Confidentiality

« Identification of the participant

« Data integrity, by giving proof that the key was not altered during transmission or that it
was not replaced by a fake key

« Authentication of the participants

 Nonrepudiation

Automatic distribution can be point-to-point or point-to-multipoint. The Diffie-Hellman
key exchange method (Diffie and Hellman, 1976) allows the two partners to construct a
master key with elements that were previously exchanged in the clear. A symmetric
session key is formed next on the basis of the data encrypted with this master key or with
a key derived from it and exchanged during the identification phase.

To distribute keys to several customers, an authentication server can also play the role
of a trusted third party and distribute the secret keys to the different parties. These keys
will be used to protect the confidentiality of the messages carrying the information on the
key pairs.

3.15.3 Utilization, Withdrawal, and Replacement

The unauthorized duplication of a legitimate key is a threat to the security of key
distribution. To prevent this type of attack, a unique parameter can be concatenated to the
key, such as a time-stamp or a sequence number that increases monotonically (up to a
certain module).

The risk that a key is compromised increases proportionately with time and with
usage. Therefore, keys have to be replaced regularly without causing service interruption.
A common solution that does not impose a significant load is to distribute the session
keys on the same communication channels used for user data. For example, in the SSL
protocol, the initial exchanges provide the necessary elements to form keys that would be
valid throughout the session at hand. These elements flow encrypted with a secondary
key, called a key encryption key, to keep their confidentiality.

Key distribution services have the authority to revoke a key before its date of
expiration after a key loss or because of the user’s misbehavior.

3.15.4 Key Revocation

If a user loses the right to employ a private key, if this key is accidentally revealed, or,
more seriously, if the private key of a certification authority is broken, all the associated
certificates must be revoked without delay. Furthermore, these revocations have to be
communicated to all the verifying entities in the shortest possible time. Similarly, the use
of the revoked key by a hostile user should not be allowed. Nevertheless, the user will not
be able to repudiate all the documents already signed and sent bef ore revocation of the
key pair.
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3.15.5 Deletion, Backup, and Archiving

Key deletion implies the destruction of all memory registers as well as magnetic or
optical media that contain the key or the elements needed for its reconstruction.

Backup applies only to encryption keys and not to signature keys; otherwise, the entire
structure for nonrepudiation would be put into question.

The keys utilized for nonrepudiation services must be preserved in secure archives to
accommodate legal delays that may extend for up to 30 years. These keys must be easily
recoverable in case of need, for example, in response to a court order. This means that the
storage applications must include mechanisms to prevent unrecoverable errors from
affecting the ciphertext.

3.15.6 Comparison between Symmetric and Public Key Cryptography

Systems based on symmetric key algorithms pose the problem of ensuring the
confidentiality of key distribution. This translates into the use of a separate secure
distribution channel that is preestablished between the participants. Furthermore, each
entity must have as many keys as the number of participants with whom it will enter into
contact. Clearly, management of symmetric keys increases exponentially with the number
of participants.

Public key algorithms avoid such difficulties because each entity owns only one pair
of private and public keys. Unfortunately, the computations for public key procedures are
more intense than those for symmetric cryptography. The use of public key cryptography
to ensure confidentiality is only possible when the messages are short, even though data
compression before encryption with the public key often succeeds in speeding the
computations. Thus, public key cryptography can complement symmetric cryptography
to ensure the safe distribution of the secret key, particularly when safer means, such as
direct encounter of the participants, or the intervention of a trusted third party, are not
feasible. Thus, a new symmetric key could be distributed at the start of each new session
and, in extreme cases, at the start of each new exchange.

3.16 Exchange of Secret Keys: Kerberos

Kerberos is the mostly widely known system for automatic exchange of keys using
symmetric encryption. Its name is that of the three-headed dog that, according to Greek
mythology, was guarding the gates of Hell.

Kerberos offers the services of online identification and authentication as well as
access control using symmetric cryptography (Neuman and Ts’o, 1994). It allows
management of access to the resources of an open network from nonsecure machines,
such as management of student access to the resources of a university computing center
(files, printers, etc.). Kerberos is now the default authentication option in Windows 2000.

The development of Kerberos started in 1978 within the Athena project at the
Massachusetts Institute of Technology (MIT), financed by Digital Equipment
Corporation (DEC) and IBM. Version 5 of Kerberos, which was published in 1994, is the
version currently in use. This version is also included, with some modifications, in the
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micropayment system NetBill. This chapter presents the basic principles of Kerberos,
leaving its adaptations to NetBill for Chapter 10

The system is built around a Kerberos key distribution center that enjoys the total trust
of all participants with whom it has already established symmetric encryption keys.
Symmetric keys are attributed to individual users for each of their accounts when they
register in person.

The key distribution center consists of an authentication server (AS) and a ticket-
granting server (TGS). The AS controls access to the TGS, which in turn, controls access
to specific resources. Every server shares a secret key with every other server. The
algorithm used for symmetric encryption is the Data Encryption Standard (DES). Finally,
during the registration of the users in person, a secret key is established with the AS for
each user’s account. With this arrangement, a client has access to multiple resources
during a session with one successful authentication, instead of repeating the
authentication process for each resource. The operation is explained below.

After identifying the end user with the help of a log-in and password pair, the AS
sends to the client a session symmetric encryption key to encrypt data exchanges between
the client and the TGS. The session key is encrypted with the symmetric encryption key
shared between the user and the AS. The key is also contained in the session ticket that is
encrypted with the key preestablished between the TGS and the AS.

The session ticket, also called a ticket-granting ticket, is valid for a short period,
typically a few hours. During this period, it can be used to request access to a specific
service; this is why it is also called an initial ticket.

The client presents the TGS with two items of identification: the session ticket and an
authentication title that is encrypted with the session key The TGS compares the data in
both items to verify client authenticity and its access privileges before granting access to
the specific server requested.

Depicted in Figure 3.11 are the interactions among the four entities: the client, the AS,
the TGS, and the desired merchant server or resource S.

The exchanges are now explained.

3.16.1 Message (1)—Request of a Session Ticket

A client C that desires to access a specific server S first requests an entrance ticket to the
session from the Kerberos AS. To do so, the client sends a message consisting of an
identifier (for example, a log-in and a password), the identifier of the server S to be
addressed, a time-stamp H; as well as a random number Rnd, both to prevent replay
attacks.

3.16.2 Message (2)—Acquisition of a Session Ticket

The Kerberos authentication server responds by sending a message formed of two parts: a
session key Kcrgs and the number Rnd that was in the first
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FIGURE 3.11

Authentication and access control in
Kerberos.

message, both coded with the client’s secret key K¢, and the session ticket Tcrgs destined
for the TGS and encrypted by the latter’s secret key between itself and the Kerberos AS.

The session (ticket-granting ticket) includes several pieces of information, such as the
client name C, its network address Adc, the time-stamp H; the period of validity of the
ticket Val, and the session key Kcrgs. All these items, with the exception of the server
identity TGS, are encrypted with the long-term key Kigs that the TGS shares with the
AS. Thus,

Teres=TGS, Kras{C, Adc, Hy, Val, Keres}

and the message sent to the client is
Kc{Keres, Rnd}, Teres

where K{x} indicates encryption of the message x with the shared secret key K. The client
decrypts the message with its secret key K¢ to recover the session key Kergs and the
random number. The client verifies that the random number received is the same as was
sent as a protection from replay attacks. The time stamp Hj is also used to protect from
replay attacks. Although the client will not be able to read the session ticket because it is
encrypted with Krgs, it can extract it and relay it to the server.

By default, the session ticket Tcrgs is valid for 8 hours. During this time, the client can
obtain several service tickets to different services without needing new authentication.
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3.16.3 Message (3)—Request of a Service Ticket

The client constructs an authentication title Auth that contains its identity C, its network
address Adc, the service requested S, a new time-stamp H,, and another random number
Rnd,, and then encrypts it with the session key Kcrgs. The encrypted authentication title
can be represented in the following form:

AUtthCTGS{Cn Adc, S, sz Rndz}

The request of the service ticket consists of the encrypted authentication title and the
session ticket Tcrgs:
Service Request=Auth, Tcrgs

3.16.4 Message (4)—Acquisition of the Service Ticket

The TGS decrypts the ticket content with its secret key Krgs deduces the shared session
key Kcres, and extracts the data related to the client’s service request. With knowledge of
the session key, the server can decrypt the authentication title and compare the data in it
with that the client supplied. This comparison gives formal proof that the client is the
entity that was given the session ticket by the server. The time-stamps confirm that the
message was not an old message that was replayed. Next, the TGS returns a service ticket
for accessing the specific server S.

The exchanges described by Messages (3) and (4) can be repeated for all other servers
available to the user as long as the validity of the session ticket has not expired.

The message from the TGS has two parts: the first contains a service key Kcs between
the client and the server S and the number Rnd,, both coded with shared secret key Kergs;
and the second includes the service ticket Tcs destined for the server S and encrypted by
secret key, Kstes, shared between the server S and the TGS.

As before, the service ticket destined for the server S includes several pieces of
information, such as the identity of the server S, the client name C, its network address
Adc, a time-stamp Hg, the period of validity of the ticket Val, and if confidentiality is
desired, a service key Kcs. All these items, with the exception of the server identity S, are
encrypted with the long-term key Ksrgs that the TGS shares with the specific server.
Thus,

Tes=S, Kstas{C Adc, Hs Val, Kes}

and the message sent to the client is
Keres{Kes, Rnda}, Tes

The client decrypts the message with the shared secret key Kcrgs to recover the service
key Kcs and the random number. The client verifies that the random number received is
the same as was sent as a protection from replay attacks.
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3.16.5 Message (5)—Service Request

The client constructs a new authentication title Auth, that contains its identity C, its
network address Ad., a new time-stamp Hs, and another random number Rnd; and then
encrypts it with the service key Kcs. The encrypted authentication title can be represented
as follows:

AUthzchs{C, Adc, Ha, Rndg]

The request of the service consists of the encrypted new authentication title and the
service ticket Tcs:
Service Request=Auth,, Tcs

3.16.6 Message (6)—Optional Response of the Server

The server decrypts the content of the service ticket with the key Kgrgs it shares with the
TGS to derive the service key Kcs and the data related to the client. With knowledge of
the service key, the server can verify the authenticity of the client. The time stamps
confirm that the message is not a replay of old messages. If the client requested the server
to authenticate itself, it will return the random number, Rnds, encrypted by the service
key Kcs. Without knowledge of the secret key Kcs, the server would not be able to extract
the service key Kcs.

The preceding description shows that Kerberos is mostly suitable for networks
administered by a single administrative entity. In particular, the Kerberos key distribution
center fulfills the following roles:

« It maintains a database of all secret keys (except of the key between the client and the
server, Kcs). These keys have a long lifetime.

« It keeps a record of users’ login identities, passwords, and access privileges. To fulfill
this role, it may need access to an X.509 directory.

« It produces and distributes encryption keys and ticket-granting tickets to be used for a
session.

3.17 Public Key Kerberos

The utilization of a central depot for all symmetric keys increases the potential of traffic
congestion due to the simultaneous arrival of many requests. In addition, centralization
threatens the whole security infrastructure, because a successful penetration of the storage
could put all the keys in danger (Sirbu and Chuang, 1996). Finally, the management of
the symmetric keys (distribution and update) becomes a formidable task when the
number of users increases.

The public key version of Kerberos simplifies key management, because the server
authenticates the client directly using the session ticket and the client’s certificate sealed
by the Kerberos certification authority. The session ticket is sealed with the client’s
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private key and then encrypted with the server public key. Thus, the service request to the
server can be described as follows:
Service Request=S, PKs {Tauth, Kr, Auth}

with
Auth=C, certificate, [Kr, S, PK¢, Tauth]SK¢

where Tauth is the initial time for authentication, Kr is a one-time random number that
the server will use as a symmetric key to encrypt its answer, {...} represents encryption
with the server public key, PKs- while [...] represents the seal computed with the client’s
private key, SK¢. This architecture improves speed and security.

The operations of public key Kerberos are described in IETF RFC 1510 (1996).

3.17.1 Where To Find Kerberos?

The official Web page for Kerberos is located at
http://web.mit.edu/kerberos/www/index.html. A FAQ (Frequently Asked Questions) file
on Kerberos can be consulted at the following address: ftp://athena-
dist.mit.edu/pub/kerberos/KERBEROS.FAQ. Tung (1999) offers a good compendium of
information on Kerberos.

The Swedish Institute of Computer Science is distributing a free version of Kerberos,
called Heidmal. This version was written by Johan Danielsson and Assar Westerlund and
includes improvements in security protocols, such as the support of Triple DES. A
commercial  version is  TrustBroker  available  from  CyberSafe  at
http://www.cybersafe.com.

3.18 Exchange of Public Keys

3.18.1 Diffie-Hellman Exchange

The Diffie-Hellman algorithm, published in 1976, is the first algorithm for key exchange
in public key algorithms. It exploits the difficulty in calculating discrete algorithms in a
finite field, as compared with the calculation of exponentials in the same field.

The key exchange comprises the following steps:

1. The two parties agree on two random large integers, n and g, such that g is a prime
with respect to n. These two numbers do not have to necessarily be hidden, but their
choice can have a substantial impact on the strength of the security achieved.

2. A chooses a large random integer x and sends B the result of the computation:

X=g" mod n

3. B chooses another large random integer y and sends to A the result of the computation:

Y=g’ mod n



Protocols for secure €lectronic commerce 114

4. A computes:

k=Y* mod n=g® mod n

5. Similarly, B computes:

k=Y* mod n=g® mod n

The value k is the secret key that both correspondents exchanged. Even by listening to all
exchanges, it would be difficult to discover the key, unless there is a suitable way to
calculate the discrete algorithm of X or of Y to rediscover the value of x or of y.

The SSL uses the method called ephemeral Diffie-Hellman, where the exchange is
short-lived, thereby achieving perfect forward secrecy, i.e., that a key cannot be
recovered after its deletion. The Diffie-Hellman parameters are signed with the
algorithms RSA or the DSS to guarantee integrity.

It should be noted that on March 29, 1997, the technique for key exchange entered the
public domain.

3.19 ISAKMP (Internet Security Association and Key Management
Protocol)

IETF RFC 2408 (1998) defines ISAKMP (Internet Security Association and Key
Management Protocol), a generic framework to negotiate point-to-point security
associations and to exchange key and authentication data between two parties. In
ISAKMP, the term security association has two meanings. It is used to describe the
secure channel established between two communicating entities. It can also be used to
define a specific instance of the secure channel, i.e., the services, mechanisms, protocol,
and protocol-specific set of parameters associated with the encryption algorithms, the
authentication mechanisms, the key establishment and exchange protocols, and the
network addresses. In ISAKMP, a domain of interpretation (DOI) is the context of
operation in terms of the relevant syntax and semantics. The IETF RFC 2407 (1998)
defines the IP security DOI for security associations in IP networks within the ISAKMP
framework.

ISAKMP specifies the formats of messages to be exchanged and their building blocks
(payloads). A fixed header precedes a variable number of payloads chained together to
form a message. This provides a uniform management layer for security at all layers of
the 1SO protocol stack, thereby reducing the amount of duplication within each security
protocol. This centralization of the management of security associations has several
advantages. It reduces connect setup time, improves reliability of software, and allows for
future evolution when improved security mechanisms are developed, particularly if new
attacks against current security associations are discovered.

To avoid subtle mistakes that can render a key exchange protocol vulnerable to
attacks, ISAKMP includes five default exchange types. Each exchange specifies the
content and the ordering of the messages during communications between the peers.
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Although ISAKMP can run over TCP or UDP, many implementations use UDP on
port 500. Because the transport with UDP is unreliable, reliability is built into ISAKMP.

The header includes, among other information, two 8-octet “cookies” (also called
“syncookies™) that constitute an anticlogging mechanism because of their role against
TCP SYN flooding. Each side generates a cookie specific to the two parties and assigns it
to the remote peer entity. The cookie is constructed, for example, by hashing the IP
source and destination addresses, the UDP source and destination ports, and a locally
generated secret random value. ISAKMP recommends including the data and the time in
this secret value. The concatenation of the two cookies identifies the security association
and gives some protection against the replay of old packets or SYN flooding attacks. The
protection against SYN flooding assumes that the attacker will not intercept the
SYN/ACK packets sent to the spoofed addresses used in the attack. As explained earlier,
the arrival of unsolicited SYN/ACK packets at a host that is accessible to the victim will
elicit the transmission of an RST packet, thereby telling the victim to free the allocated
resources so that the host, whose address was spoofed, will respond by resetting the
connection (Juels and Brainard, 1999; Simpson, 1999).

The negotiation in ISAKMP comprises two phases: the establishment of a secure
channel between the two communicating entities and the negotiation of security
associations on the secure channel. For example, in the case of IPSec, Phase | negotiation
is to define a key exchange protocol, such as the IKE (Internet Key Exchange) and its
attributes. Phase Il negotiation concerns the cryptographic algorithms to achieve IPSec
functionality.

IKE is an authenticated exchange of keys consistent with ISAKMP. It is a hybrid
protocol that combines aspects of the Oakley Key Determination Protocol and of
SKEME. Oakley utilizes the Diffie-Hellman key exchange mechanism with signed
temporary keys to establish the session keys between the host machines and the network
routers. SKEME is an authenticated key exchange that uses public key encryption for
anonymity and nonrepudiation and provides a means for quick refreshment (Krawczyk,
1996). IKE is the default key exchange protocol for IPSec.

None of the data used for key generation is stored, and a key cannot be recovered after
deletion, thereby achieving perfect forward secrecy. The price is a heavy cryptographic
load, which becomes more important the shorter the duration of the exchanges.
Therefore, to minimize the risks from denial of service attacks, ISAKMP postpones the
computationally intensive steps until authentication is established.

Unfortunately, despite the complexity of IKE, the various documents that describe it
do not use the best practices for protocol engineering. For example, there are no formal
language descriptions or conformance test suites available. Nevertheless, IBM revealed
some details on the architecture of its implementation (Cheng, 2001).

Although ISAKMP was designed in a modular fashion, implementations are often not
modular for commercial or legal reasons. For example, to satisfy the restrictions against
the export of cryptographic software, Version 5.0 of Microsoft Windows NT had to
sacrifice the modularity of the implementation. Similarly, the version that Cisco
produces, which is based on the cryptographic library of Cylink Corporation, is only
available in North America (the U.S. and Canada). It should also be noted that the MIT
distributes in North America the prototype of a version approved by the U.S. DOD. (Note
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that a new version of IKE is being prepared with the aim of removing problems that were
uncovered. Some of these problems relate to hashing and to the protection cookies.)

3.20 SKIP (Simple Key Management for Internet Protocols)

Simple Key Management for Internet Protocols (SKIP) is an approach to key exchange
that Sun Microsystems championed at one time. The principle is to exchange a master
key according to the method of Diffie-Hellman, then store it in cache memory to
construct the encryption key for subsequent sessions. In this manner, the protocol avoids
the preliminary exchanges needed to define the secure channel before the message
exchange. This may be useful in applications where efficient use of the transmission
bandwidth available justifies reduced security.

SKIP operates at the network layer. The IP packets that contain the information used
in SKIP have an IP AH, and their payloads are encapsulated according to the ESP
procedures.

Although this method allows a reduction in the number of exchanges and alleviates the
cryptographic loads, its success assumes that the master key is never compromised.
Interest in SKIP seems to have subsided.

3.21 Key Exchange Algorithm

The Key Exchange Algorithm (KEA) is an algorithm from the U.S. National Security
Agency (NSA). It is based on the Diffie-Hellman algorithm. All calculations in KEA are
based on a prime modulus of 1024 bits generated as per the DSA specifications of FIPS
186. Thus, the key size is 1024 bits, and as in DSA, the size of the exponent is 160 bits.

KEA is used in the cryptographic PCMCIA card Fortezza and the SKIP-JACK
encryption algorithm. The experimental specifications of IETF RFC 2773 (2000)
describe its use for securing file transfers with ftp. Those of IETF RFC 2951 (2000)
provide security to telnet sessions.

Consider its use with telnet. The aim is to replace the user-level authentication through
its login and password being exchanged in the clear, with more secure measures and the
ability to authenticate the server.

It is known that a telnet session is a series of exchanges on a character-by-character
basis. With the combination of KEA and SKIPJACK, the encryption of the telnet bit
stream can be with or without integrity protection. Without the integrity service, each
character corresponds to a single octet online. Stream integrity uses the one-way hash
function SHA-1 and requires the transmission of 4 octets for every character, i.e., it adds
an overhead of 300%. (Note that Version 2.0 of KEA is available from NIST at
http://csrc.nist.gov/encryption/skipjack-kea.htm.)
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3.22 Certificate Management

When a server receives a request signed with a public key algorithm, it must first
authenticate the declared identity associated with the key. Next, it will verify if the
authenticated entity is allowed to perform the requested action. Both verifications rely on
a certificate that a certification authority signed. As a consequence, certification and
certificate management are the corner-stones of e-commerce on open networks.

A Certification Practice Statement (CPS) describes the practices a certification
authority employs in issuing certificates. It covers the obligations and liabilities of
various entities, the requirements f or physical and cryptographic security, the operational
aspects for key management, as well as the life-cycle management of certificates. The
IETF RFC 2527 (1999) gives guidance on how to write such a certification statement.

Certification can be decentralized or centralized. Decentralized certification utilizes
PGP (pretty good privacy) and is popular among Internet users (Garfinkel, 1995). This
model works by reference among users and, by obviating the need for a central
authenticating authority, eliminates vulnerability to attacks on the central system and
prevents potential for power abuse, which are the weak points of centralized certification.
Each user, therefore, determines the credence accorded to a public key and assigns the
confidence level in the certificate that the owner of this public key issued. Similarly, a
user can recommend a new party to members of the same circle of trust. At one time, the
World Wide Web Consortium (W3C) favored this approach in its Digital Signature
Initiative. However, the absence of any collective structure forces users to manage the
certificates by themselves (update, revocation, etc.). The load of this management
increases exponentially with the number of participants, which makes this mode of
operation impractical for large-scale operations such as commerce.

Centralized certification is denoted X.509 certification, using the name of the ITU-T
recommendation that defines the framework for authentication in open systems. X.509 is
identical to ISO/IEC 9594-1, a joint standard from the ISO and the IEC It is this X.509
certification that is most often used in commercial applications.

The management of EDIFACT (Electronic Data Interchange for Administration,
Commerce and Transport) certificates (which are used for EDI) is also centralized. The
manner in which these certificates are administered, however, is distinct from that of
X.509 certificates. The KEYMAN message defined in ISO standard 9735-9 (2002) is
used; however, KEYMAN can include references to the certification path of X.509. This
is discussed in Chapter 4.

In the following presentation, the focus will be on X.509 certificates, because these are
usually used to secure payments. In some cases, parallel efforts will be cited for the sake
of completeness, without aiming at exhaustiveness. The interested reader is invited to
consult the literature on certification, for example, Ford and Baum (1997, pp. 357-404),
whose first author, when the book was written, was a manager in VeriSign, a leading
company in the area of certification.

The ITU-T and the ISO/IEC established a whole series of recommendations to
describe the operation of a public key infrastructure (PKI). These are as follows:
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» X.500 (ISO/IEC 9594-1) (2001) for a general view of the concepts, the models, and the
services

* X.501 (ISO/IEC 9594-2) (2001) for the different models used in the directory

» X.509 (ISO/IEC 9594-8) (2000), which defines the framework for authentication
through public key cryptography using identity certificates and attribute certificates

» X.511 (ISO/IEC 9594-3) (2001), which defines the abstract services of the directory
(search, creation, deletion, error messages, etc.)

» X.520 (ISO/IEC 9594-6) (2001) and X.521 (ISO/IEC 9594-7) (2001), which,
respectively, specify selected attributes (keywords) and selected object classes to
ensure compatibility among implementations

These recommendations specify services, protocols, messages, and object classes to carry
out the following functions:

« Retrieval of credentials stored in the directory by a directory user agent (DUA) at the
client side and a directory system agent (DSA) at the server’s side, with the Directory
Access Protocol (DAP) defined in X.519 (ISO/IEC 9594-5) (2001)

» Distributed searches and referrals among directory system agents with the Directory
System Protocol (DSP) of X.518 (ISO/IEC 9594-4) (2001)

« Information sharing among directory system agents through replication of the directory
using the DISP (Directory Information Shadowing Protocol) of X.525 (ISO/IEC
9594-9) (2001)

The relationship among these different protocols is shown in Figure 3.12.

In IP networks, a simplified version of DAP, the Lightweight Directory Access
Protocol (LDAP), is often used for communication between user agents and system
agents. The LDAP is the output of the Public Key Infrastructure (X.509) (PKIX) working
group of the IETE As defined in IETF RFC 2251 (1997), the main simplifications are as
follows:

1. The LDAP is carried directly over the TCP/IP stack, thereby avoiding some of
the OSI protocols at the application layer.

N

. It uses simplified information models and object classes.

3. Being restricted to the client side, LDAP does not address what happens on the server
side, for example, the duplication of the directory or the communication among
Servers.

4. Finally, Version 3 of LDAP (LDAPv3) does not mandate any strong authentication

mechanism.

2. The latitude that LDAPVS allowed developers with respect to strong
authentication, however, resulted in some incompatibilities among different
implementations of secure clients and servers. The IETF RFC 2829 (2000)
specifies a minimum subset of security functions common to all
implementations of LDAPvV3 that use the SASL (Simple Authentication and
Security Layer) mechanism defined in IETF RFC 2222 (1997). SASL adds
authentication services and, optionally, integrity and confidentiality. Simple
authentication is based on the name/password pair, concatenated with a random
number
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FIGURE 3.12

Communication protocols among the
components of the X.500 directory
system.

or a time-stamp with integrity protection using MD5. Strong authentication is achieved
on a session basis using the TLS protocol.

3.22.1 Basic Operation

After receiving over an open network a request encrypted using public key cryptography,
a server has to accomplish the following tasks before answering the request:

1. Read the certificate presented

2. Verify the signature by the certification authority

3. Extract the requester public key from the certificate

4. Verify the requester signature on the request message

5. Verify the certificate validity by comparing with the certificate revo cation lists (CRLS)
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6. Establish a certification path between the certification authority of the requester and
the authority that the server recognizes

7. Extract the name of the requester

8. Determine the privileges that the requester enjoys

The certificate permits the accomplishment of Tasks 1 through 7 of the preceding list. In
the case of payments, the last step consists of verifying the financial data relating to the
requester, in particular, whether the account mentioned has sufficient funds. In the
general case, the problem is more complex, especially if the set of possible queries is
large. The most direct method is to assign a key to each privilege, which increases the
difficulties of key management. This topic is currently the subject of intense
investigation.

3.22.2 Description of an X.509 Certificate

An X.509 certificate is a record of the information needed to verify the identity of an
entity. This record includes the distinguished name of the user, which is a unique name
that ties the certificate owner with its public key. The certificate contains additional fields
with which to locate its owner’s identity more precisely. Each version of X.509
introduces its allotment of supplementary information, although compatibility with
previous versions is retained. The essential pieces of information can be found in the
basic certificate (Version 1), whose content is illustrated in Table 3.7.

The certificate contains the digital signature using the private key of the certification
authority. It is usually recommended that a distinct key be used for each security function
(signature, identification, encryption, etc.). Accordingly, the same entity will have several
certificates, and certificates that conform to Version 3 of X.509 may contain details on
the security service for which they may be used, on the duration of their validity, on any
restrictions on the use of the certificates, on cross-certifications with other certification
authorities, etc.

In the initial version of X.509, the hierarchical arrangement of the distinguished names
followed the rules for X.500. These rules were inspired by the worldwide assignment of
telephone numbers in complete accordance with Recommendation X.400 for e-mail. The
directory entries are described using the keywords defined in Recommendation X.520
(2000), a partial list of which is given in Table 3.8.

So, for the National University of Benin, in Cotonou, the corresponding clear entry is

<O=Université Nationale du Bénin; L=Cotounou; C=Bénin>

Figure 3.13 shows the hierarchical naming of this example according to the rules of
X.400/X.500.
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TABLE 3.7
Content of the Basic X.509 Certificate
Field Name Description
version Version of the X.509 certificate
serialNumber Certificate serial number
signature Identifier of the algorithm used to sign the certificate and the parameters
used
issuer Name of the certification authority
validity Duration of the validity of the certificate
subject User’s references: distinguished name, unique identifier (optional), etc.

subjectPublicKeylInfo Information concerning the public key algorithm of the sender, its
parameters, and the public key

TABLE 3.8
Partial List of Keywords in X.520

Keyword Meaning
C Country
CN Common name
L Locality name
] Organization name

ou Organizational unit name
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FIGURE 3.13

Example for the tree structure of an
X.400/X.500 identifier.

The widespread use of the Internet spawned other models f or hierarchical naming.
Version 3 of X.509, which was approved in 1996, took this fact into account and
authorized the use of a variety of distinguished names, such as the network addresses,
passport or identity card numbers, social security numbers, Internet domain names, e-
mail addresses, URL (Unif orm Resource Locator) for Web applications, etc. The
certificate can include additional pointers to the certified subject (physical name, postal
address, electronic address) as well as identifiers related to specific applications, such as
e-mail address, EDI identity, or even personal details, such as profession, photo ID, bank
account number, etc. This additional flexibility requires a name registration system to
ensure that any name used unambiguously identifies a certificate subject. Without this
verification, automatic cross-checking of directory entries will be difficult, particularly on
a worldwide basis.

Starting from Version 3 of X.509 (1996), the public key certificate may contain details
on the security service for which the certified public key may be used, on the duration of
its validity, on any restrictions on the use of the certificates, on cross-certifications with
other certification authorities, etc. For example, X.509 now provides a way for a
certificate issuer to indicate how the issuer’s certificate policies can be considered
equivalent to a different policy used by another certification authority [88.2.2.7 of X.509
(2001) on policy mapping extension].

Version 4 of X.509 (2001) introduced several certificate extensions to improve the
treatment of certificate revocation and to associate privileges with the identification
public-key certificates or with attribute certificates.
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3.22.3 Certification Path

The idea behind X.509 is to allow each user to retrieve the public key of certified
correspondents so they can proceed with the necessary verifications. It is sufficient,
therefore, to request the closest certification authority to send the public key of the
communicating entity in a certificate sealed with the digital signature of that authority.
This authority, in turn, relays the request to its own certifying authority, and this permits
an escalation through the chain of authorities, or certification path, until reaching the top
of the certification pyramid, where the Root Authority (RA) resides. Depicted in Figure
3.14 is this recursive verification.

Armed with the public key of the destination entity, the sender can include a secret
encrypted with the public key of the correspondent and corroborate that the partner is the
one whose identity is declared. This is because, without the private key associated with
the key used in the encryption, the destination will not be able to extract the secret.
Obviously, for the two parties to authenticate themselves mutually, both users have to
construct the certification path back to a common certification authority.

Thus, a certification path is formed by a continuous series of certification authorities
between two users. This series is constructed with the help of the information contained
in the directory by going back to a common point of confidence. The tree structure of the
certification path can be hierarchical or nonhierarchical. Similar to the system for
telephone numbering, each country or region can have its own local root authority.
However, to ensure worldwide communication, agreements for cross-certification among
the various authorities would extend the zone of validity of their certification.

3.22.4 Hierarchical Certification Path

According to the notational convention used in X.509, a certificate is denoted by the
following:
authority<<user>>

Thus,
Xi<<Xp>>
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FIGURE 3.14

Recursive verification of certificates.
(Adapted from Ford, W. and Baum,
M.S., Secure Electronic Commerce,
Pearson Education, Inc, Upper Saddle
River, NJ, 1997.)

indicates the certificate for user X, that authority X; has issued, while
Xi<<Kp>>Xo<<X3>> L X << XK e >>

represents the certification path connecting user X;.; to authority X;. In other words, this
notation is functionally equivalent to X;<<X.;>>, which is the certificate that authority
X1 would have issued to user X,.1. By constructing this path, another user would be able
to retrieve the public key of user X,.; if that other user knows X;p the public key of
authority X;. This operation is called “unwrapping” and is represented by

Xipo X <<Xp>>



Algorithms and architectures for security 125

where ¢ is an infix operator, with a left operand that is the public key, X;p, of authority X;,
and with a right operand that is the certificate X;<< X,>> delivered to X, by that same
certification authority. This result is the public key of user X,.

In the example depicted in Figure 3.15, assume that user A wants to construct the
certification path toward another user B. A can retrieve the public key of authority W with
the certificate signed by X. At the same time, with the help of the certificate of V that W
issued, it is possible to extract the public key of V. In this manner, A would be able to
obtain the chain of certificates:

X<<W>>, W<V>> VY>> Y<Z>>, 7<<B>>

This itinerary, represented by A—B, is the forward certification path that allows A to
extract the public key B, of B, by application of the operation « in the following manner:
Bp=Xpe(A—B)=X  X<<W>>W<<V>>V<<Y>>Y<<Z>>7<<B>>

In general, A also has to acquire the certificates for the return certification path B—A, to
send them to its partner:
Z2<<Y>>, Y>>, VWS>, WL<X>>, X<<AS>>

FIGURE 3.15

Hierarchical certification path
according to X.509. (From ITUT-T.
Recommendation X.509 (2001). With
permission.)
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When B receives these certificates from A, it can unwrap the certificates with its private
key to extract the public key of A, A:
Ap=Zp*(B—A)=Z,eZ<<Y>>Y<<V>>V<KW>S WX >>X<<A>>

As previously mentioned, such a system does not necessarily impose a unique hierarchy
worldwide. In the case of electronic payments, two banks or the fiscal authorities of two
countries can mutually certify each other. In the preceding example, assume that
authorities X and Z have cross-certified their respective certificates. If A wants to verify
the authenticity of B, it is sufficient to obtain:

X<<Z>>, 7<<B>>

to form the forward certification path, and
Z<<X>>

to construct the reverse certification path. This permits the clients of the two banks to be
satisfied with the certificates supplied by their respective banks.

3.22.5 Nonhierarchical Certification Path

If certification authorities are not organized hierarchically, the users would have to
construct the certification paths. In practice, the number of operations to be carried out
can be reduced with various strategies, for example:

1. Two users served by the same certification authority have the same certification path,
and the users can exchange their certificates directly. This is the case for entities C and
A'in Figure 3.15.

2. If one user is constantly in touch with users that a particular authority has certified, that
user could store the forward and return certification paths in memory. This would
reduce the effort expended for obtaining the other users’ certificates to a query into the
directory.

3. If two users know each other’s certificates, they can mutually authenticate themselves
without querying the directory. This reverse certification is based on the confidence
that each user has in his or her certification authority.

3.22.6 Cross-Certification

As the number of electronic transactions on the Internet increases, the pressure to identify
the correspondents augments. However, given the potential number of certification
authorities, establishing a worldwide public key infrastructure faces a series of
difficulties, such as the following:

1. Harmonize practices among different root authorities to ensure mutual recognition of
their certificates

2. Establish criteria for measuring and evaluating the performance of the various
certification authorities

3. Coordinate among the various naming authorities
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4, Protect the confidential data stored in the certification warehouses

Clearly, this is a mixture of strictly technical problems with political and managerial
problems.

In the U.S., NIST published NIST Special Publication 800-15 to ensure minimum
interoperability among the components of a public key infrastructure. These
specifications are called Minimum Interoperability Specification for PKI Components
(MISPC) (Burr et al., 1997).

MISPC includes profiles for certificates and their certificate revocation lists and
describes the sequence of exchanges and the message formats in basic transactions
concerning a signature certificate. A reference implementation is also available. Several
organizations have supported this initiative through trials, such as NASP (National
Association of State Purchasing Officials) as well as state and federal governmental
agencies. An updated specification is currently being developed to take into account the
results of these trials.

In the same spirit and to facilitate electronic exchanges with suppliers of the federal
agencies by replacing handwritten signatures as a means for authentication, the Canadian
government launched the program GOCPKI (Government of Canada Public Key
Infrastructure). The objective of GOCPKI is to establish uniform criteria to manage the
keys and certificates among all Canadian federal agencies.

These efforts focus essentially on agreements about business-to-business exchanges
that are defined in interchange contracts. In the case of consumer certification, the
absence of a public service directory leaves room for enterprises to offer authentication
services. However, the following observations should be made:

* The regulatory environment for business-to-consumer e-commerce, particularly on a
worldwide level, is far from being defined. Little progress has been made on the
responsibilities of the entities, the judicial competence in case of disagreements, the
location of archived financial data, or the means for conserving electronic documents.

* Guarantees, particularly those that relate to the protection of private life or to consumer
rights, are not universally recognized. In addition, some laws f or the “war on
terrorism” weakened this protection.

» Criteria to evaluate the request for certification are arbitrary, and there is no mandatory
procedure to verify and correct the databases utilized.

* The implementation of a worldwide certification infrastructure would lead to the
construction of international networks for data manipulation, automatic treatment of
information, with neither a center nor a border, and which would not be responsible to
any specific law.

* The lifetime of the support medium and its readability were not sufficiently addressed.
This does not relate solely to the physical condition of the support but also to the
availability of software and readers. A guarantee of 30 years may seem unattainable
given the speed with which technological developments are taking place. Who today
can easily access data stored on punched cards or on 8-in. disks?
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3.22.7 Online Management of Certificates

The PKIX (X.509) working group of the IETF studied the support of X.509 certificates
on the Internet. Among its proposals are the Certificate Management Protocol (CMP) of
IETF RFC 2510 (1999) and the Online Certificate Status Protocol (OCSP) of IETF RFC
2560 (1999). The RFC 2585 (1999) describes the conventions for using the File Transfer
Protocol (FTP) and HTTP to obtain certificates and certification revocation lists from
their respective repositories.

3.22.8 Banking Applications

The difficulties related to the management and maintenance of a distributed database for
certificates are neither mastered nor fully understood. Nevertheless, by limiting the scope
of application, the task can be more easily accomplished. In particular, many banking
applications are for internal use. Accordingly, a bank can certify its clients, knowing all
their coordinates. The purpose of certification is to allow them access to their bank
accounts across the Internet. Once access is given, the operation will continue as if the
client was in front of an ATM. The interoperability of bank certificates can be achieved
with interbank agreements, analogous to those that permitted the interoperability of bank
cards. Each financial institution certifies its clients and is assured that the other
institutions will honor that certificate. In this case, the certification directory will be the
equivalent of the telephone directory.

To verify the feasibility of such an approach, the Internet Council of NACHA
(National Automated Clearing House Association) conducted an experiment using
electronic direct debits authenticated with certificates. The participants included Bank of
America, Citibank, Mellon Bank, and Zion’s Bank, as well as the certification authorities
CertCo & Digital Trust Company, Entrust, GTE CyberTrust, IBM, and VeriSign. The
experience has shown that the use of common (or interoperable) certificates among
financial institutions enables large-scale electronic payments.

As the main victims of fraud, financial institutions established certification
infrastructures. In the U.S., several banks, including Bank of America, Chase Manhattan,
Citigroup, and Deutsche Bank, formed ldentrus (http://www.identrus.com) in 2000 to
distribute digital certificates to their partners and clients.

At the same time, about 800 entities, either singly, such as BNP or Société Générale,
or through an association, such as Groupement de cartes bancaires (Association of Bank
Cards), joined forces to form a Global Trust Authority (GTA) (http://www.cartes-
bancaires.com/html/grpmnt/commZ1.html). This is a nonprofit organization with a mission
to put in place the necessary infrastructure for worldwide management of public key
certificates stored in integrated circuits (smart) cards’.

3.22.9 Example: VeriSign

VeriSign (http://www.verisign.com) established its VeriSign Trust Network®™ for
worldwide public key infrastructure for wired and wireless applications. VeriSign
certificates can be issued to individuals, Web sites, or organizations. In an enterprise, the
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service provides certificates to individuals, such as employees, suppliers, customers, or
partners, as well as devices, such as routers, servers, or firewalls.

VeriSign’s certification practice statement went through several iterations, and the
discussion below is based on Version 2.0 dated August 31, 2001, and available at
http://www.verisign.com/repository/CPS.

VeriSign produces three types of certificates according to the strength of the link
between the certificate and the owner’s identity. For each class of certificates, a primary
certification authority (PCA) certifies certification authorities or registration authorities.
Registration relates to the approval and rejection of certificate applications and the
request of revocation or renewal of certificates. Usually, certification authorities restrict
themselves to the registration functions, leaving the key management and the certificate
management to VeriSign. In enterprise applications, certification authorities may also
generate the key pairs on behalf of the end users, whose certificate applications they
approve, and transmit the key pairs to the end users via password-protected PKCS #12
files. Registration authorities perform a similar role, but their security module is
implemented in software rather than in a specialized hardware module.

The certificates for the PCAs are available to end users by their inclusion in browser
software. The key length and security level of the various

TABLE 3.9
Cryptographic Parameters for Various Entities

Entity Key Size FIPS 140-1 Security  Implementation
(bits) Level

Primary certification 1024-2048 Level 3 Hardware
authority
Other certification 1024 Level 2 Hardware
authorities
Registration authority 1024 Level 1 Browser software
End user 1024 Level 1 Browser software

entities in VeriSign architecture are shown in Table 3.9. There are now three generations
of PCAs; those of the third generation have 2048-bit RSA key pairs.

A naming authority defines the X.501 distinguished names used for the issuer of a
certificate, and its user (subject) and a repository contain various documents on the
certification policies as well as the data needed for operation of the PKI.

VeriSign implemented techniques that require the collaboration of multiple trusted
operators to activate the private key of a certification authority. The activation data are
split into m separate parts, and at least n of these parts are needed to activate the key
stored in a hardware module. For normal operations, m=12, and n=3; while for disaster
recovery, m=5, and n=3.

! For up-to-date news on public key certification, see, for example, http://www.pkiforum.com.
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Signatures for wired communications use the SHA-1 and MD5 hash function and are
encrypted with RSA. For wireless communications, the hash function used is SHA-1, and
the encryption uses the Elliptic Curve Digital Signature Algorithm (ECDSA).

During online verification of the certificates, end users or registration authorities
submit their public keys using the Certification Signing Request of PKCS #10 (IETF
RFC 2986, 2000).

3.22.9.1 Certificate Classes

Class 1 certificates are for individuals only. The validation procedure confirms that the
distinguished name the user presents is unique and unambiguous within the certification
authority’s domain, and that it corresponds to an e-mail address in the VeriSign
repository. Class 1 certificates are used for modest enhancement of security through
confidentiality and integrity verification. They cannot be used to verify an identity or to
support nonrepudiation services.

Class 2 certificates are also restricted to individuals. They indicate that the information
the user submitted during the registration process is consistent with information available
in business records or in “well known” consumer databases. In the U.S. and Canada, one
such reference database is maintained by Equifax, from Atlanta, Georgia.

Class 3 certificates are given to individuals and to organizations. To obtain a
certificate of this class, an individual has to be physically present with their public key in
possession before an authority to confirm the identity of the applicant with a formal proof
of identity (passport, identity card, electricity or telephone bill, etc.) and the association
of that identity with the given public key. If the individual is to be certified as a duly
authorized representative of an organization, then the necessary verifications have to be
made. Similarly, an enterprise will have to prove its legal existence. The authorities will
have to verify these documents by querying the databases for enterprises and by
confirming the collected data by telephone or by mail. Class 3 certificates have many
business applications, for example, in EDI.

3.22.9.2 Operational Life

The maximum operational lives, in years, for VeriSign certificates are shown in Table
3.10.

3.22.9.3 Revocation

The CPS determines the circumstances under which certification of end users as well as
various authorities can be revoked and defines who requested that revocation. To inform
all the entities of the PKI, CRLs are published at regular intervals with the digital
signature of the certification authority to ensure their integrity. Among other information,
the CRL indicates the issuer’s name, the date of issue, the date of the next scheduled
CRL, the serial numbers of the revoked certificates, and the specific times and reasons for
revocation. The CRL is published daily for authorities that certify end-user subscribers
and quarterly or whenever a certificate of an authority is revoked for other certification
authorities.
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TABLE 3.10

Maximum Operational Life for VeriSign
Certificates (years)

Certification Authority Subject of Certification Class1 Class2 Class3
Primary certification authority — Self-signed (1024 bit key length) — 30 —
Primary certification authority — Self-signed (2048 bit key length) — 50 —
Primary certification authority — Certification authority — 10 —
Certification authority End user 2 — 2-5
TABLE 3.11
Archival Period per Certificate Class
Certificate Class Duration (years)
1 5
2 10
3 30

3.22.9.4 Archival

Following certification expiration or revocation, the records associated with a certificate
are retained for at least the time periods set forth in Table 3.11. Thus, archival of Class 1
certificates lasts for at least 5 years after expiration of the certificate or its revocation. The
corresponding durations for Class 2 and 3 certificates are 10 and 30 years, respectively.

3.22.9.5 Recovery

VeriSign has implemented procedures to recover from computing failures, corruption of
data, such as when a user’s private key is compromised, as well as natural or man-made
disasters.

A disaster recovery plan addresses the gradual restoration of information services and
business functions. Minimal operations can be recovered within 24 hours. They include
certificate issuance or revocation, publication of revocation information, and recovery of
key information for enterprises’ customers. If the disaster occurs at VeriSign’s primary
site, the time to full recovery extends to a week.

3.22.9.6 Liability

According to 81.3.4.3 of the CPS, VeriSign certificates cannot be used for failsafe
applications, where failure could lead directly to death, personal injuries, or severe
environmental damages (such as the operation of nuclear facilities, aircraft navigation,
communication systems, air traffic control systems, etc.). Nevertheless, the liabilities of
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certification authorities are capped for each class of certificates, according to Table 3.12.
These liability caps limit damages recoverable outside a special protection plan. With
such a plan, the liability caps range from US$1,000 to US$1,000,000.

TABLE 3.12
Certification Authority Limitations of Liability

Certificate Class Liability ($)
1 100
2 5,000
3 100,000

3.22.10 Procedures for Strong Authentication

Having obtained the certification path and the other side’s authenticated public key,
X.509 defines three procedures for authentication, one-way or unidirectional
authentication, two-way or bidirectional authentication, and three-way or tridirectional
authentication.

3.22.10.1 One-Way Authentication

One-way authentication takes place through the transfer of inf ormation from User A to
User B according to the following steps:

« A generates a random number R” used to detect replay attacks.

« A constructs an authentication token M=(T*, R, I®, d), where T* represents the time
stamp of A (date and time), and I is the identity of B. T comprises two chronological
indications, for example, the generation time of the token and its expiration date, and d
is arbitrary data. For additional security, the message can be encrypted with the public
key of B.

A sends to B the message:
B—A, A{(TA, RA, Ig, d)}

where B—A is the certification path, and A{M} represents the message M encrypted with
the private key of A.
B carries on the following operations:

» Obtain the public key of A, A,, from B—A, after verifying that the certificate of A did
not expire

* Recover the signature by decrypting the message A{M} with A,. B then verifies that this
signature is identical to the message hash, thereby simultaneously ascertaining the
signature and the integrity of the signed message

« Verify that B is the intended recipient

* Verify that the time stamp is current
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« Optionally, verify that R* was not previously used
These exchanges prove the following:

* The authenticity of A, and that the authentication token was generated by A

* The authenticity of B, and that the authentication token was intended for B

* The integrity of the identification token

* The originality of the identification token, i.e., that it was not previously utilized

3.22.10.2 Two-Way Authentication

The procedure for two-way authentication adds similar exchanges to the previous
unidirectional exchanges but in the reverse direction. Thus:

« B generates another random number R®,

« B constructs the message M’=(T®, R®, I R*, d), where T® represents the time stamp of
B (date and time), I is the identity of A, and R* is the random number received from
A. T® consists of one or two chronological indications, as previously described. For
security, the message can be encrypted with the public key of A.

* B sends to A the message:

B{(T®, R®, 1, R®, d)}

where B{M’} represents the message M’ encrypted with the private key of B.
A carries out the following operations:

» Extracts the public key of B from the certification path, uses it to decrypt B{M’}, and
recovers the signature of the message that B produced; A verifies next that the
signature is the same as the hashed message, thereby ascertaining the integrity of the
signed inf ormation

« Verifies that A is the intended recipient

» Checks the time stamp to verify that the message is current

« As an option, verifies that R® was not previously used

3.22.10.3 Three-Way Authentication

Protocols for three-way authentication introduce a third exchange from A to B. The
advantage is the avoidance of time-stamping and, as a consequence, of a trusted third
party. The steps are the same as for two-way identification, but with TA=T®=0. Then:

« A verifies that the value of the received R” is the same that was sent to B.
* A sends to B the message:

A{R®, 15}
encrypted with the private key of A.
B performs the following operations:

« Verifies the signature and the integrity of the received information
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« Verifies that the received value of R® is the same as was sent

3.22.11 Certificate Revocation

Authentication establishes the correspondence between a public key and an identity only
for a period of time. Therefore, certification authorities must refer to revocation lists that
contain certificates that expired or were revoked. These lists are continuously updated.
Table 3.13 shows the format of the revocation list that Version 1 of X.509 defined. In the
third revision of X.509 were added other optional entries, such as the date of the
certificate revocation and the reason for revocation.

In principle, each certification authority has to maintain at least two revo cation lists: a
dated list of the certificates it issued and revoked, and a dated list of all the certificates
that the authority knows of and that it recognizes as having been revoked. The root
certification authority and each of its delegate authorities must be able to access these
lists to verify the instantaneous states of all the certificates to be treated within the
authentication system.

Revocation can be periodic or exceptional. When a certificate expires, the certification
authority withdraws it from the directory (but retains a copy in a special directory, to be
able to arbitrate any conflict that might arise in the future). Replacement certificates have
to be ready and supplied to the owner to ensure continuity of the service.

The root authority (or one of its delegated authorities) may cancel a certificate before
its expiration date, for example, if the certificate owner’s private key was compromised
or if there was abuse in usage. In the case of secure payments, the notion of solvency, i.e.,
that the user has available the necessary funds, is obviously one of the essential
considerations.

TABLE 3.13
Basic Format of the X.509 Revocation List
Field Comment
signature Identifier of the algorithm used to sign the certificates and the parameters used
Issuer Name of the certification authority
thisUpdate Date of the current update of the revocation list
nextUpdate Date of the next update of the revocation list

revokedCertificates References of the revoked certificates, including the revocation date

Processing of the revocation lists must be speedy to alert users and, in certain countries,
the authorities, particularly if the revocation is before the expiration date. Perfect
synchronization among the various authorities must be attained to avoid questioning the
validity of documents signed or encrypted before withdrawal of the corresponding
certificates.

Users must also be able to access the various revocation lists; this is not always
possible, because current client programs do not query these lists.
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In summary, when an entity has a certificate signed by a certification authority, this
means that the entry for that entity in the directory that the certification authority
maintains has the following properties:

1. It establishes a relationship between the entity and a pair of public and private
cryptographic keys.

2. It associates a unique distinguished name in the directory with the entity.

3. It establishes that at a certain time, the authority was able to guarantee the
correspondence between that unique distinguished name and the pair of keys.

3.22.12 Attribute Certificates

Some questioned the utility of an X.509-type directory for e-commerce applications. As a
consequence, authentication structures modified so that access to a private key rather than
the identity an entity would play, is the principal role. One example is the architecture of
SDSI (Simple Distributed Security Infrastructure) that Ronald Rivest and Butler
Lampson have proposed.

With Version 4 of X.509, a new type of public key certificate called an attribute
certificate was introduced to link a subject to certain privileges separately from its
authenticated identity. Attribute certificates allow for the verification of the rights or
prerogatives of their subjects, such as access privileges (Feigenbaum, 1998). Thus, once
an identity is authenticated with a public key certificate, the subject can use multiple
attribute certificates associated with that public key certificate.

Although it is possible to use public key identity certificates to define what the holder
of the certificate may be entitled to, a separate attribute certificate may be useful in some
cases, for example:

1. If the authority for privilege assignment is distinct from the certification authority

2. If a variety of authorities will be defining access privileges to the same subject

3. If the same subject may have different access permissions depending on its role

4. If there is the possibility of delegation of privileges, in full or in part

5. If the duration of validity of the privilege is shorter than that of the public key
certificate

Conversely, the public key identity certificate may suffice for assigning privileges
whenever the following occur:

1. The same physical entity combines the roles of certification authority and of attribute
authority

2. The expiration of the privileges coincides with that of the public key certificate

3. Delegation of privileges is not permitted, or if permitted, all privileges are delegated at
once

The use of attribute certificates raises the need for a new infrastructure for their
management. This is called Privilege Management Infrastructure (PMI). When a single
entity acts as both a certification authority and an attribute authority, it is strongly
recommended that different keys be used for each kind of certificate.
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The Source of Authority (SOA) is the trusted entity responsible for assigning access
privileges. It plays a role similar to the root certification authority; however, the root
certification authority may control the entities that can act as SOAs. Thus, the SOA may
authorize the holder of a set of privileges to further delegate these privileges, in part or in
full, along a delegation path. There may be restrictions on the power of delegation
capability, for example, the length of the delegation path can be bounded, and the scope
of privileges allowed can be restricted downstream. To validate the delegation path, each
attribute authority along the path must be checked to verify that it was authorized to
delegate its privileges.

Attribute certification allows for modification of the privileges of a role without
impacts on the public key identity certificates However, privilege verification requires an
independent verification of the privileges attributed to a role. This can be done by prior
agreement or through role-specification certificates. It is worth noting that hierarchical
role-based access control allows role specifications to be more compact, because higher
levels inherit the permissions accorded to subordinates.

X.509 supports role-based access control (RBAC), provided that rolespecification
certificates can be linked with the role assignments indicated in identity certificates or in
attribute certificates. In addition, X.509 supports hierarchical RBAC through a
“domination rule” that puts limits on the scope of delegated privileges. [An X.509 RBAC
policy for privilege management using XML is available at http://www.xml.org and is
based on work done at the University of Salford, U.K. (Chadwick and Ottenko, 2002).

3.22.13 Audits

The definition of accreditation criteria is beyond the scope of ITU-T Recommendation
X.509, and a code of conduct for certification authorities is not yet available. For the time
being, each operator defines its conduct, rights, and obligations in its own CPS.

Thus, it is the authority that defines the rigor with which it will verify the seriousness
of the applications supplied for accreditation and certification, as well as the procedures
to maintain the list of valid certificates. The authority operates at its own discretion and is
not accountable to anyone for its decisions and is not obliged to justify its refusal to
accredit an individual or an entity. Finally, no objective criterion today permits an
evaluation of the quality of the services that the certification authorities are offering.

VeriSign “requires” its certification authorities to keep an audit trail of all exchanges
and events, such as key generation, request for certification, validation, suspension, or
revocation of certificates. A certified public accountant with “demonstrated expertise in
computer security” or “an accredited computer security professional” is supposed to
make security audits. These efforts are voluntary because the activity is not regulated,
and a major complication is the lack of independent audits. Seeing a business
opportunity, the American Institute of Certified Public Accountants and the Canadian
Institute of Chartered Accountants announced the development of a procedure to evaluate
the risks of conducting commerce through electronic means. The CPA WebTrustSM is a
seal that is supposed to indicate that a site is subject to quarterly audits on the procedures
to protect the integrity of the transactions and the confidentiality of information.

It should be noted that nothing prevents a PKI operator from cashing in on the data
collected on individuals and their purchasing habits by passing the information to all



Algorithms and architectures for security 137

those who might be interested (merchants, secret services, political adversaries, etc.). If
the certification authority produces the pair of keys and keeps them in escrow under its
control, it will be able to decipher the messages to all the participants that it has certified
and then extract intelligence it might be able to profit from. In an environment where the
war against terrorism or on drugs is often invoked, rightly or wrongly, to justify secret
accusations and in camera courts, the danger of misuse of the data collected within a PKI
should not be minimized.

3.23 Encryption Cracks

While the role of encryption is to mask the messages, the objective of cryptanalysis is to
uncover the flaws in the cryptographic algorithms to eavesdrop on the encrypted
messages or at least to spread confusion.

Cryptanalysis consists in recovering the message without knowledge of the encryption
key. Such an offensive penetrates the shield that encryption offers. The best-known
cryptological attacks are of the following types:

1. Brute-force attacks, where the assailant systematically tries all possible encryption
keys until getting the one that will reveal the plain text

2. Attacks on the encrypted text, assuming that the clear text has a known given structure,
for example, the systematic presence of a header with a known format (this is the case
of e-mail messages) or the repetition of known keywords

3. Attacks starting with chosen plaintexts that are encrypted with the unknown key, so as
to deduce the key

4. Attacks by replaying old legitimate messages to evade defense mechanisms and to
short-circuit the encryption

5. Attacks by interception of the messages (man-in-the-middle), where the interceptor
eavesdrops at an intermediate point between the two parties; after intercepting, an
exchange of a secret key, for example, the interceptor will be able to decipher the
exchanged messages, while the participants think they are communicating in complete
security; the attacker may also be able to inject fake messages that would be treated as
legitimate by the two parties

6. Attacks by measuring the length of encryption times, of electromagnetic emissions,
etc., to deduce the complexity of the operations, and hence their forms

Other techniques depend on the communication system. For example, corruption of the
DNS can reorient packets to an address that the attacker chose. Among the recommended
measures to fend off attacks are the following (Abadi and Needham, 1996):

1. The explicit indication of the identity of the participants, if this identity is essential for
the semantic interpretation of the message

2. The choice of a sufficiently large key to discourage brute-force attacks, if the
encryption algorithm is well designed; the key size needed grows with the
computational power available to the adversaries

3. The addition of random elements, a time stamp, and other nonce values that make
replay attacks more difficult
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In some cases, the physical protection of the whole cryptographic system (cables,
computers, smart cards, etc.) may be needed. For example, bending an optical fiber
results in the dispersion of 1 to 10% of the signal power; therefore, well-placed acoustic-
optic devices can capture the diffraction pattern for later analysis.

Thus, in the real world, there are easier ways than cryptanalysis to break cryptographic
defenses. For example, when a program deletes a file, most commercial operating
systems merely eliminate the corresponding entry in the index file. This allows recovery
of the file, at least partially, with off-the-shelf software. The only means by which to
guarantee total elimination of data is to systematically rewrite each of the bits that the
deleted file was using. Similarly, the use of the virtual memory in commercial systems
exposes vulnerability, because the secret document may be momentarily in the clear on
the disk.

Errors in design, gaps in implementations, or operational deficiencies, particularly if
the encryption is done in software, augment the vulnerability of the system. It is well
known, for example, that GSM, IEEE 802.11b, 1S-41, etc. have faulty or deliberately
weakened protection schemes. A catalog of the causes of vulnerability includes the
following (Fu et al., 2001; Schneier, 1996b, 1998a):

1. Nonverification of partial computations
2. Use of defective random-number generators, because the keys and the session
variables depend on a good supply source for nonpredictable bits
. Improper reutilization of random parameters
. Misuse of a hash function in a way that increases the chances for collisions
. Structural weakness of the telecommunications network
. Nonsystematic destruction of the clear text after encryption as well as the keys used in
encryption
. Retention of the password or the keys in the virtual memory
8. No checking of correct range of operation; this is particularly the case when buffer
overflows can cause security flaws (Recently, a problem with Kerberos was
discovered through buffer overflow within a process that administers the database.)
9. Misuse of a protocol can lead to an authenticator traveling in plaintext [For example,
IETF RFC 2109 (1997) specifies that when the authenticator is stored in a cookie, the
server has to set the “secure” flag in the cookie header so that the client waits before
returning the cookie until a secure connection is established with SSL/LS.
Unfortunately, some Web servers neglect to set this flag, thereby negating that
protection. The authenticator can also leak if the client software continues to be used
even after the authentication is suecessful.]
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Clearly, the resistance of a cryptographic system depends on the theoretical properties of
the cryptographic algorithms used as well as the quality of the implementation. However,
systems for e-commerce that are for the general public must be easily accessible and
affordably priced. As a consequence, all the protective measures used in “top-secret”
computers will not be used, and many compromises will be made to improve response
time and ease of use. However, if one starts from the principle that, sooner or later, any
system is susceptible to unexpected attacks with unanticipated consequences, it would be
useful to design the system such that any possible attack will be detected. For example,
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by accumulating proof accepted by courts, the consequences would be alleviated and the
possible damages reduced.

The starting point should be to correctly define the types of expected threats and the
eventual attack plans. The model has to take into account users’ practices and the way
they will be using the system, as well as the motivations for possible attacks. Such a
realistic evaluation of threats and risks permits a precise understanding of what should be
protected, against whom, and for how long.

3.24 Summary

There are two types of attacks: passive and active. Protection can be achieved with
suitable mechanisms and appropriate policies. Recently, security leaped to the forefront
in priority because of changes in the regulatory environment and in technology. The
fragmentations of operations that were once vertically integrated increased the number of
participants in end-to-end information transfer. In virtual private networks, customers are
allowed some control of their parts of the public infrastructure. Finally, security must be
retrofitted in IP networks to protect systems from the inherent difficulties of having user
traffic and network control traffic within the same pipe.

Security mechanisms can be implemented in one or more layers of the OSI model. The
choice of the layer depends on the security services to be offered and the coverage of
protection.

Confidentiality guarantees that only the authorized parties can read the information
transmitted. This is achieved by cryptography, whether symmetric or asymmetric.
Symmetric cryptography is faster than asymmetric cryptography but has a limitation in
terms of the secure distribution of the shared secret. Asymmetric (or public key)
cryptography overcomes this problem; this is why both can be combined. In online
systems, public key cryptography is used for sending the shared secret that can be used
later for symmetric encryption. Two public key schemes used for sharing the secrets are
Diffie-Hellman and RSA. ISAKMP is a generic framework used to negotiate point-to-
point security and to exchange key and authentication data among two parties.

Data integrity is the service for preventing nonauthorized changes to the message
content during transmission. A one-way hash function is used to produce a signature of
the message that can be verified to ascertain integrity. Blind signature is a special
procedure for signing a message without revealing its content.

The identification of participants depends on whether cryptography is symmetric or
asymmetric. In asymmetric schemes, there is a need for authentication using certificates.
In the case of human users, biometric features can be used for identification in specific
situations. Kerberos is an example of a distributed system for online identification and
authentication using symmetric cryptography.

Access control is used to counter the threats of unauthorized operations. There are two
types of access control mechanisms: identity-based and role-based. Both can be managed
through certificates defined by ITU-T Recommendation X.509. Denial of service is the
consequence of failure of access control. These attacks are inherently associated with IP
networks, where network control data and user data share the same physical and logical
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bandwidths. The best solution is to authenticate all communications by means of trusted
certificates. Short of this, defense mechanisms will be specific to the problem at hand.

Nonrepudiation is a service that prevents a person who accomplished an act from
denying it later. This is a legal concept defined through legislation. The service comprises
the generation of evidence and its recording and subsequent verification. The technical
means by which to ensure nonrepudiation include electronic signature of documents, the
intervention of third parties as witnesses, time-stamping, and sequence numbering of the
transactions.

3.25 Appendix I: Principles of Symmetric Encryption

3.25.1 Modes of Algorithm Utilization for Block Encryption

The principal modes f or using symmetric algorithms of the block-cipher type are
electronic code book (ECB) mode, cipher-block chaining (CBC) mode, cipher feedback
(CFB) mode, and output feedback (OFB) mode.

The ECB mode is the most obvious, because each clear block is encrypted
independently of the other blocks. However, this mode is susceptible to attacks by replay
of blocks, which results in the perturbation of the messages, even without breaking the
code. This is the reason this mode is only used to encrypt random data, such as the
encryption of keys during authentication.

The other three modes have in common that they protect against such types of attacks
with a f feedback loop. They also have the additional property that they need an
initialization vector to start the computations. These values can be revealed. The
difference among the three feedback modes resides in the way the clear text is mixed,
partially or in its entirety, with the preceding encrypted block.

In the CBC mode, input to the encryption module is the clear text mixed with the
preceding encrypted block with an exclusive OR. This encryption operation is
represented in Figure 3.16. Represented in Figure 3.17 is the decryption. In these figures,
M; represents the i" block of the clear message, while E; is the corresponding encrypted
block. Thus, the encrypted block E; is given by
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FIGURE 3.16
Encryption in the CBC mode.

FIGURE 3.17
Decryption in the CBC mode.
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where Ex() represents the encryption with the secret key K, and @is the exclusive OR
operation. The starting value E, is the initialization vector. The decryption operation,
shown in Figure 3.17, is described by:

The CBC mode is generally useful for nonreal-time encryption of files, for example, to
calculate the signature of a message (or its MAC). In fact, this is the method indicated in
the various standards for securing financial and banking transactions: ANSI X9.9 (1986),
ANSI X9.19 (1986), 1SO 8731-1 (1987), and ISO/IEC 9797-1 (1999) as well as in the
ESP protocol of IPSec.

The CFB and OFB modes are more appropriate for the real-time encryption of a
character stream, such as in the case of a client connected to a server.

In CFB encryption, the encryption of a block of clear text of m bits is done in units of
n bits (n=1, 8, or 64 bits), with n<m, in n/m cycles. At each cycle, n bits of the clear
message, M;, are combined, with the help of an Exclusive OR, with the left most n bits of
the previously encrypted block E;_; to yield the new n bits of the new encrypted block E;.
These same n bits are then concatenated to the feedback bits in a shift register, and then
all the bits of this register are shifted n positions to the left. The n left most bits of the
register are ignored, while the remainder of the register content is encrypted, and the n
left most bits are used in the encryption of the next n bits of the clear text. The decryption
operation is identical to the roles of M; and E; transposed. Depicted in Figure 3.18 is the
encryption, and illustrated in Figure 3.19 is the decryption.

FIGURE 3.18

Encryption in the CFB mode of a
block of m bits and n bits of feedback.
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FIGURE 3.19

Decryption in the CFB mode of a
block of m bits with n bits in the
feedback loop.

It is seen that the block encryption algorithm acts on both sides. The decryption operation
is sensitive to bit errors, because one bit error in the encrypted text affects the decryption
of (m/n+1) blocks, the present one and the next (m/n). In this mode of operation, the
initialization vector needs to be changed after each message to prevent cryptanalysis.

In the case of n=m, the shift register can be eliminated, and the encryption is done as
illustrated in Figure 3.20. Thus, the encrypted block E; is given by

where Ex( ) represents encryption with the secret key K.
The decryption is obtained with another Exclusive OR operation, as follows:

which is shown in Figure 3.21.

The CFB mode can be used to calculate the MAC of a message as the last block
encrypted two consecutive times. This method is also indicated in ANSI X9.9 (1986) for
the authentication of banking messages, as well asANSI X9.19 (1986), ISO 8731-1
(1987), and ISO/IEC 9797-2 (2002). In the encryption of a telnet stream with
SKIPJACK, m=(64 bits, and n=32 or 8 bits, depending on whether integrity is provided.
These modes are denoted as CFB-8 without integrity and CFB-32 with integrity.
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FIGURE 3.20

Encryption in the CFB mode for a
block of n bits with a feedback of n
bits.

FIGURE 3.21

Decryption in the CFB mode for a
block of n bits with a feedback of n
bits.

Finally, the OFB mode is similar to the CFB mode, except that the n bits in the feedback
loop result from the encryption and are not in the ciphertext transmitted to the
destination. This is illustrated in Figures 3.22 and 3.23 for the encryption and decryption,
respectively.

The OFB mode is adapted to situations where the transmission systems insert
significant errors, because the effects of such errors are confined: a single bit error in the
ciphertext affects only one bit in the recovered text. However, to avoid the loss of
synchronization, the values in the shift registers should be identical. Thus, any system
that incorporates the OFB mode must be able to detect the loss of synchronization and
have a mechanism with which to reinitialize the shift registers on both sides with the
same value.

In the case where n=m, the encryption operation is represented in Figure 3.24 and is
described by
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FIGURE 3.22

Encryption in the OFB mode of a
block of m bits with a feedback of n
bits.

FIGURE 3.23

Decryption in the OFB mode of a
block of m bits with a feedback of n
bits.
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FIGURE 3.24

Encryption in the OFB mode with a
block of n bits and a feedback of n bits.

FIGURE 3.25

Decryption in the OFB mode for a
block of n bits with a feedback of n
bits.

The algorithm approaches a permutation of m bits that, on average, repeats itself every
2™-1 cycles. Therefore, it is recommended to utilize the OFB mode only with n=m, i.e.,
the feedback size equal to the block size, to increase the security of the operation.

The decryption is described by

and it takes place as indicated in Figure 3.25.
3.25.2 Examples of Symmetric Block Encryption Algorithms

3.25.2.1 Advanced Encryption Standard (AES)

The AES is the new symmetric encryption algorithm that will replace DES. It is
published by NIST as FIPS 197 and is based on the algorithm Rijndael that was
developed by Joan Daemen of Proton World International and Vincent Rijmen from the
Catholic University of Leuven (Katholieke Universiteit Leuven). It is a block code with
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blocks of 128, 192, or 256 bits. The corresponding key lengths are 128, 192, and 256 bits,
respectively.

The selection in October 2000 came af ter two rounds of testing f ollowing an NIST
invitation for submission to cryptographers from around the world. In the first round, 15
algorithms were retained for evaluation. In the second round of evaluation, five finalists
were retained: RC6, MARS, Rijndael, Serpent, and Twofish. All the second-round
algorithms showed a good margin of security. The criteria used to separate them related
to algorithmic performance: speed of computation in software and hardware
implementations (including specialized chips), suitability to smart cards (low memory
requirements), etc. Results from the evaluation and the rationale for the selection were
documented in a public report by NIST (Nechvatal et al., 2000).

3.25.2.2 Data Encryption Standard (DES)

The DES is one of the most widely used algorithms in the commercial world for
applications such as the encryption of financial documents, the management of
cryptographic keys, and the authentication of electronic transactions. This algorithm was
developed by IBM and then adopted as a U.S. standard in 1977. It was published in FIPS
81 and then adopted by ANSI in ANSI X3.92 (1981) under the name of Data Encryption
Algorithm. This algorithm reached the end of its useful life and is expected to be replaced
by the AES.

The DES operates by encrypting blocks of 64 bits of clear text to produce blocks of 64
bits of ciphertext. The encryption and decryption are based on the same algorithm, with
some minor differences in the generation of subkeys.

The key length is 64 bits, with 8 bits for parity control, which gives an effective length
of 56 bits. The operation of DES consists of 16 rounds of identical operations, each round
including a text substitution followed by a bit-by-bit permutation of the text, based on the
key. If the number of rounds is fewer than 16, DES can be broken by a clear-text attack,
which is easier to conduct than an exhaustive search.

3.25.2.3 Triple DES

The vulnerability of DES to an exhaustive attack encouraged the search of other, surer
algorithms until a new standard is available. Given the considerable investment in the
software and hardware implementations of DES, triple DES uses DES three successive
times with two different keys. Represented in Figure 3.26 are the schema used in triple
DES.

The use of three stages doubles the effective length of the key to 112 bits. The
operation “encryption-decryption-encryption” aims at preserving compatibility with DES,
because if the same key is used in all operations, the first two cancel each other. As there
are several ways to attack the algorithm, it is recommended that three independent keys
be used (Schneier, 1996a, pp. 359-360).
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3.25.2.4 IDEA

The International Data Encryption Algorithm (IDEA) was invented by Xuejia Lai and
James Massey circa 1991. The algorithm takes blocks of 64 bits of the clear text, divides
them into subblocks of 16 bits each, and encrypts them with a key 128 bits long. The
same algorithm is used for encryption and decryption. The IDEA is clearly superior to
DES but has not been a commercial success. The patent is held by a Swiss company,
Ascom-Tech AG, and is not subject to U.S. export control.

3.25.2.5 SKIPJACK

SKIPJACK is an algorithm developed by the NSA for several single-chip processors such
as Clipper, Capstone, and Fortezza. Clipper is a tamper-

FIGURE 3.26
Operation of triple DES.

resistant, very large scale integration (VLSI) chip used to encrypt voice conversation.
Capstone provides the cryptographic functions needed for secure e-commerce and is used
in Fortezza applications. SKIPJACK is an iterative block cipher with a block size of 64
bits and a key of 80 bits. It can be used in any of the four modes ECB, CBC, CFB (with a
feedback of 8,16, 32, or 64 bits), and OFB, with a feedback of 64 bits.
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3.26 Appendix I1: Principles of Public Key Encryption

The most popular algorithms for public cryptography are those of Rivest, Shamir, and
Adleman (1978), Rabin (1979), and ElGamal (1985). Nevertheless, the overwhelming
majority of proposed systems in commercial systems is based on the RSA algorithm.

It should be noted that RSADSI was founded in 1982 to commercialize the RSA
algorithm for public key cryptography. However, its exclusive rights ended with the
expiration of the patent on September 20, 2000.

3.26.1 RSA

Consider two odd prime numbers p and g with a product N=pxq. N is the modulus used
in the computation, which is public, while the values p and q are kept secret.

Let @(n) be the Euler totient function of N. By definition, ¢(n) is the number of
elements formed by the complete set of residues that are relatively prime to N. This set is
called the reduced set of residues modulo N.

If N is a prime, (N)=N-1. However, because N=pxq by construction, while p and g
are primes, then

o(N)=(p-1) (a-1)

According to Fermat’s little theorem, if m is a prime, and a is not a multiple of m, the
a™ =1 (mod m)

Euler generalized this theorem in the following form:
a*™=1 (mod N)

Choose the integers e, d both less than ¢(N) such that the greatest common divisor of (e,
¢(N))=1 and exd=1 mod (¢(N))=1 mod ((p—1)(g—1)).
Let X, Y be two numbers less than N:

because, by applying Fermat's theorem:
Y? mod N=(X?)? mod N=X* mod N=X*™=1 (mod N)=1 mod N

To start the process, a block of data is interpreted as an integer. To do so, the total block
is considered an ordered sequence of bits (of length, say, A). The integer is considered to
be the sum of the bits by giving the first bit the weight of 2", the second bit the weight
of 2*2, and so on, until the last bit, which will have the weight of 2°=1.

The block size must be such that the largest number does not exceed modulo N.
Incomplete blocks must be completed by padding bits with either 1 or 0 bits. Further
padding blocks may also be added.

The public key of the algorithm Pk is the number e, along with n, while the secret key
Sk is the number d. RSA achieves its security from the difficulty of factoring N. The
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number of bits of N are considered to be the key size of the RSA algorithm. The selection
of the primes p and g must make this factorization as difficult as possible.

Once the keys are generated, it is preferred that, for reasons of security, the values of p
and g as well as all intermediate values, such as the product (p—1) (g—1) be deleted.
Nevertheless, the preservation of the values of p and g locally can double or even
quadruple the speed of decryption.

3.26.1.1 Practical Considerations

To increase the speed of signature verification, suggested values for the exponent e of the
public key are 3 or 2'°+1 (65,537) (Menezes et al., 1997, p. 437). Other variants designed
to speed decryption and signing are discussed in Boneh and Shacham (2002).

For short-term confidentiality, the modulus N should be at least 768 bits. For long-
term confidentiality (5 to 10 years), at least 1024 bits should be used. Currently, it is
believed that confidentiality with a key of 2048 bits would last about 15 years.

3.26.2 Public Key Cryptography Standards (PKCS)

PKCS are business standards developed by RSA Laboratories in collaboration with many
other companies working in the area of cryptography. They are used in many aspects of
public key cryptography that are based on the RSA algorithm. At the time of writing this
section, their number reached 15.

PKCS #1 (IETF RFC 2437,1998) defines the mechanisms for data encryption and
signature using the RSA algorithm. These procedures are then utilized for constructing
the signatures and electronic envelopes described in PKCS #7. In particular, PKCS #1
defines an encryption scheme based on the Optimal Asymmetric Encryption Padding
(OAEP) of Bellare and Rogaway. PKCS #2 and #4 were incorporated in PKCS #1.

PKCS #3 defines the key exchange protocol using the Diffie-Hellman algorithm.

PKCS #5 describes a method for encrypting information using a secret key derived
from a password. For hashing, the method utilizes either MD2 or MD5 to compute the
key, starting with the password and then encrypting the key with DES in the CBC mode.

PKCS #6 is syntax for X.509 certificates.

PKCS #7 (IETF RFC 2315, 1998) defines the syntax of a message encrypted using the
Basic Encoding Rules (BER) of ASN.1 (Abstract Syntax Notation 1) (Steedman, 1993)
of ITU-T Recommendation X.209 (1988). These messages are formed with the help of
six content types:

1. Data, for clear data

2. SignedData, for signed data

3. EnvelopedData, for clear data with numeric envelopes

4. SignedAndEnvelopedData, for data that are signed and enveloped
5. DigestedData, for digests

6. EncryptedData, for encrypted data

The secure messaging protocol, S/MIME (Secure Multipurpose Internet Mail
Extensions), as well as the messages of the SET protocol, designed to secure bank card
payments over the Internet, utilize the PKSC #7 specifications.
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PKCS #8 describes a format for sending information related to private keys.

PKCS #9 defines the optional attributes that could be added to other protocols of the
series. The following items are considered: the certificates of PKCS #6, the electronically
signed messages of PKCS #7, and the information on private keys as defined in PKCS
#8.

PKCS #10 (IETF RFC 2986, 2000) describes the syntax for certification requests to a
certification authority. The certification request must contain details on the identity of the
candidate for certification, the distinguished name of the candidate, his or her public key,
and optionally, a list of supplementary attributes, a signature of the preceding information
to verify the public key, and an identifier of the algorithm used for the signature so that
the authority could proceed with the necessary verifications. The version adopted by the
IETF is called CMS (Cryptographic Message Syntax).

PKCS #11 defines a cryptographic interface called Cryptoki (Cryptographic Token
Interface Standard) between portable devices such as smart cards or PCMCIA cards and
the security layers.

PKCS #12 describes syntax for the storage and transport of public keys, certificates,
and other user secrets. In enterprise networks, VeriSign transmits key pairs to individuals
via password-protected PKCS #12 files. Microsoft utilizes this syntax in the new version
of NT Server 5.0.

PKCS #13 describes a cryptographic system using elliptic curves.

PKCS #15 describes a format to allow the portability of cryptographic credentials,
such as keys, certificates, passwords, and PINs, among applications and among portable
devices such as smart cards.

Note that even though the specifications of PKCS #1, #7, and #10 were described in
IETF documents, this organization has not accepted them as standards, because they
mandate the utilization of algorithms that RSADSI does not offer free of charge.

Also note that in PKCS #11 and #15, the word token is used to indicate a portable
device capable of storing persistent data.

3.26.3 Pretty Good Privacy (PGP)

PGP is considered to be the commercial system with security closest to the military
grade. It is described in one of the IETF documents, namely, RFC 1991 (1996). PGP
consists of six functions:

* Public key exchange using RSA with MD5 hashing

« Data compression with ZIP, which reduces file sizes and redundancies before
encryption (Reduction of size augments the speeds for processing and transmission,
while reduction of redundancies makes cryptanalysis more difficult.)

» Message encryption with IDEA

* Encryption of the user’s secret key using the digest of a sentence instead of a password

» ASCII “armor” protects the binary message for any mutilations that might be caused by
Internet messaging systems. (This armor is constructed by dividing the bits of three
consecutive octets into four groups of 6 bits each and then by coding each group using
a 7-bit character according to a given table. A checksum is then added to detect
potential errors.)

* Message segmentation
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Although the IETF worked on PGP, it has not adopted PGP as a standard yet, because it
incorporates protocols that have patent protections, such as IDEA and RSA. Current
activities in the IETF attempt to use the framework of PGP but with protocols that
circumvent these restrictions.

3.26.4 Elliptic Curve Cryptography (ECC)

Elliptic curves have been studied in algebraic geometry and number theory. They have
been applied in factoring integers, in proving primality, in coding theory, and in,
cryptography (Menezes, 1993). Elliptic curve cryptography (ECC) is a public key
cryptosystem where the computations take place on an elliptic curve. These
cryptosystems are variants of the Diffie-Hellman and DSA algorithms, thereby giving
rise to the Elliptic Curve Diffie-Hellman algorithm (ECDH) and the Elliptic Curve
Digital Signal Algorithm (ECDSA), respectively. They can be used to create digital
signatures and to establish keys for symmetric cryptography. The ECDSA algorithm is
now an ANSI standard (X9.62) (1998).

The elliptic curves are defined over the finite field of the integer numbers modulo, a
primary number p [the Gallois field GF(p)] or that of binary polynomials [GF(2™)]. The
key size is the size of the prime number or the binary polynomial in bits. Cryptosystems
over GF(2™) appear to be slower than those over GF(p), but there is no consensus on that
point. Their main advantage, however, is that addition over GF(2™) does not require
integer multiplications, which reduces the cost of the integrated circuits implementing the
computations.

The ECDSA is used for digital signing, while the ECDH can be used to secure online
key exchange. Perfect forward secrecy is achieved with the ephemeral mode of ECDH,
i.e., the key is for short-term use. Diffie-Hellman and ECDH are comparable in speed,
but RSA is much slower because of the generation of the key pair.

Typical key sizes are in the range of 160 to 200 bits. The advantage of elliptic curve
cryptography is that key lengths are shorter than those for existing public key schemes
that provide equivalent security. For example, the level of security of 1024-bit RSA can
be achieved with elliptic curves with a key size in the range of 171 to 180 bits (Wiener,
1998). This is an important factor in wireless communications and whenever bandwidth
is a scarce resource.

Given in Table 3.14 are various computation times for digital signatures with RSA,
DSA, and ECDSA on a 200-MHz Pentium Pro (Agnew, 2000).

The results show that RSA is slower for signing and much faster for signature
verification than DSA and ECDSA. Thus, from a computational speed viewpoint, RSA is
more suitable for certificate verification, while Diffie-Hellman, ECDH, and ECDSA are
more suitable for online communication.

Finally, in Table 3.15, the key lengths of RSA and elliptic cryptography are compared
for the same amount of security measured in terms of effort to break the system
(Menezes, 1993).
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TABLE 3.14

Computation Times for Digital Signatures with the
RSA, DSA, and ECDSA Algorithms

Timings in msec (on a 200-MHz Pentium Pro)

Operation RSA with N=1024 DSA with 1024 ECDSA over GF(p) with

and e=3 bits 168 bits
Sign 43 7 5
Verify 0.6 27 19
Key generation 1100 7 17
Parameter 0 6500 High

generation

Source: From Agnew, G.B., in Electronic Commerce Technology Trends: Challenges and
Opportunities, IBM Press, Toronto, Canada, 2000, 69-85.

TABLE 3.15

Comparison of Public Key Systems in Terms of
Key Length (in bits) for the Same Security Level

RSA Elliptic Curve Reduction Factor RSA/ECC
512 106 5:1
1,024 160 7:1
2,048 211 10:1
5,120 320 16:1
21,000 600 35:1

Source: From Menezes, A., Elliptic Curve Public Key Cryptosystems, Kluwer, Dordrecht, 1993.
With permission.

3.27 Appendix I11: Principles of the Digital Signature Algorithm
(DSA)

According to the DSA defined in ANSI X9.30:1 (1997), the signature of a message M is
the pair of numbers r and s computed as follows:

r=(g“ mod p) mod q and

s={k * [H(M)+x r]} mod q

where:
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2511 21024, 2159 2160

p and g are primes such that <p<
(p—1), i.e., (p—1)=mq for some integer m,

g=h®9 mod p is a generator polynomial modulo p of order g, with h any integer
1<h<(p—1) such that h® % mod p>1. By Fermat’s little theorem, g%=h®™® mod p=1
because g<p. Thus, each time the exponent is a multiple of g, the result will be equal to 1
(mod p).

x and k are randomly generated integers between 0 and g (i.e., 0<x, k<q).

x is the private key of the sender, while the public key y is given by y=g* mod p

k't is the multiplicative inverse of k mod q, i.e., (k *xk) mod q=1 , where 0<k, k *<q
and,

H() is the SHA-1 hash function

To verify the signature, the verifier computes the following:

<g<2™, and q is a prime divisor of

If v=r, the signature is valid.

To show this, we have:

l):{g[H(M)W mod q] yrw mod q) mod p} mod q

:(g[H(M)W mod q] g><rw mod q) mod p} mod q

={g[H(M)+xr]w mod q] mod p} mod q

=(g"" ™% mod p) mod q

=(g" ™% mod p) mod g

=(g* mod p) mod g, since the generator is of order g by construction,

=r

Note that the random variable k is also transmitted with the signature. This means that
if the verifier knows the signer's private key, they will be able to pass additional
information through the channel established through the value of k.

3.28 Appendix IV: Comparative Data

This appendix contains data that RSADSI publishes from time to time to illustrate the
performances of some encryption algorithms on different computational platforms.

It is important not to take these numbers strictly, because the conditions of
measurement were not completely defined, especially because RSADSI does not
maintain a permanent site for these comparative data.

3.28.1 Performance Data for JSAFE 1.1

The data in Table 3.16 through Table 3.18 were collected for the cryptographic library
JSAFE 1.1 on a Pentium microprocessor running at 166 MHz.
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TABLE 3.16
Hashing with JSAFE 1.1
Algorithm Setup Time (msec) Speed of Execution (K octets/sec)
MD5 <1 3031.530
SHA-1 <1 1565.576
TABLE 3.17
Symmetric Encryption with JSAFE 1.1
Algorithm Setup Time (msec) Speed of Execution (K octets/sec)
DES 3 370
Triple DES 4 250
RC2 3 480
RC4 2 2510.3
RC5 2 1530
TABLE 3.18

Public Key Encryption with JSAFE 1.1

Size of the Key (bits)

Algorithm 512 768 1024 2048
Duration (sec)

RSA key generation 1.899 3.536 9.370 60.826
RSA encryption 0.002 0.006 0.004 0.0012
RSA decryption 0.030 0.080 0.173 1.256
RSA signature 0.030 0.080 0.173 1.256
RSA signature verification 0.002 0.006 0.004 0.0012
Diffie-Hellman parameter generation 7.195 33.112 — —
Diffie-Hellman key exchange 0.147 0.466 — —

3.28.2 Performance for S’'WAN

Table 3.19 through Table 3.21 display performance results for S/WAN. S/WAN
implements IPSec to ensure interoperability among firewalls and other TCP/IP products.
It supports encryption at the IP level.
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TABLE 3.19

Computation Speed (in K octets/sec) of Hashing
Algorithms with S/WAN

Platform
Algorithm Intel 486 at Pentiumat90 Power MAC 8100 Sun SPARC Classic
33 MHz MHz at 80 MHz at 50 MHz
MD2 28 140 149 47
MD5 320 1100 2700 756

TABLE 3.20

Computation Speed (in K octets/sec) of Symmetric
Encryption with S/IWAN

Setup Time Computation Speed (K octets/sec)
(msec)
Platform Intel Pentium Power Sun Intel Pentium Power Sun

Algorithm 486 at 90 MAC SPARC 486 at 90 MAC SPARC
at33 MHz 8100at Classic at33 MHz 8100at Classic

MHz 80MHz at50 MHz 80MHz at50
MHz MHz
DES 2.08 0.5 0.36 0.78 32 116 197 73
RC2 0.35 0.08 0.05 0.2 121 384 770 192
RC4 0.28 0.13 0.2 0.27 931 1920 3840 1270
RC4 with 0.41 0.15 0.23 0.45 794 1530 430 200
MAC
TABLE 3.21
Computation Speed (in K octets/sec) of Public Key
Encryption with S/WAN
Duration (sec)
Size of
the
Public
Key 512 bits 1024 bits
Platform Intel Pentium Power Sun Intel Pentium Power Sun

486 at MAC SPARC 486 at MAC SPARC
at33 90MHz 8100at Classic at33 90MHz 8100at Classic
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MHz 80MHz at50 MHz 80MHz at50
MHz MHz
Generation 6.8 1.7 1.3 7.3 61 16 12 68
of the RSA
key
Speed
(octets/sec)
Size of
the
Public
Key 512 bits 1024 bits
Platform Intel Pentium Power Sun Intel Pentium Power Sun
486 at 90 MAC SPARC 486 at MAC SPARC
at 33 MHz 8100at Classic at33 90MHz 8100at Classic
MHz 80 M at 50 MHz 80 at 50
Hz MHz MHz MHz
RSA 850 3900 5100 890 470 2200 3000 490
encryption
RSA 410 2100 2100 450 230 1100 1200 240
decryption
Speed
(octets/sec)
Size of
the
Private
Key 512 bits 1024 bits
Platform Intel Pentium Power Sun Intel Pentium Power Sun
486 at 90 MAC SPARC 486 at MAC SPARC
at33 MHz 8100at Classic at33 90MHz 8100at Classic
MHz 80 at50 MHz 80MHz at50
MHz MHz MHz
RSA 97 420 580 110 36 170 230 39
encryption
RSA 47 210 320 53 17 83 100 19
decryption
Duration (sec)
Key Size 256 bits 512 bits
Platform Intel Pentium Power Sun Intel Pentium Power Sun

48R at 90 MAC. SPARC. 486 at 90 MAC SPARC
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at33 MHz 8100at Classic at33 MHz 8100at Classic

MHz 80 at50 MHz 80 at 50
MHz MHz MHz MHz

Diffie- 49 7.5 5.3 30 440 65 50 280
Hellman
parameter
generation
Diffie- 0.31 0.074 0.053 0.29 1.7 0.37 0.28 15
Hellman
key
exchange

3.28.3 Performance for BSAFE™ 3.0

BSAFE is a general purpose, low-level cryptographic tool kit that contains many industry
standard algorithms. Table 3.22 through Table 3.24 give the performance for BSAFE 3.0.

TABLE 3.22

Computational Speed (in K octets/sec) of Hashing
Algorithms with BSAFE™ 3.0

Platform
Algorithm Pentiumat  Power MAC Sun SPARC Station Digital Alpha
90MHz at 80MHz 4 at 110 MHz Station at 255 MHz
MD5 13,156 3,108 5,140 11,714
SHA-1 2,530 1,181 2,000 5,975

TABLE 3.23

Computational Speed (in K octets/sec) of
Symmetric Encryption with BSAFE™ 3.0

Setup Time Computation Speed (K octets/sec)
(Hsec)

Platform Pentium Power Sun  Digital Pentium Power Sun  Digital
Algorithm at90 MAC SPARC Alpha at90 MAC SPARC Alpha
MHz  at80 Station Station MHz  at80 Station Station

MHz 4atl110 at255 MHz 4at110 at255

MHz MHz MHz MHz

DES 19 31 24 12 963 470 667 1686
Triple DES 60 77 70 28 330 168 247 634

RC2 45 85 56 39 1017 610 806 1606
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RC4 65 110 112 54 7800 3116 2000 5390
RC5 50 66 43 19 3000 1165 1400 4192

3.28.4 Performance for BSAFE™ 4.1

Table 3.25 through Table 3.27 display results of tests conducted on the cryptographic
library BSAFE™ 4.1 on a Pentium Il processor running at 233 MHz.

Questions

1. What are the major security vulnerabilities in a client/server communication?

2. What are the services needed to secure data exchanges in e-commerce?

TABLE 3.24

Computational Speed (in K octets/sec) of Public
Key Encryption with BSAFE™ 3.0

Duration (sec)

Size of 512 bits 768 bits 1024 bits

the
Public
Key

Platfo Penti Power Sun Digi Pent Po Sun Dig Penti Power Sun Dig
rm Algor um MAC SPA tal um wer SPARC ital um MAC SPA ital
ithm at90 at80 RC Alp at90 MAC Sta Alp at90 at80 RC Alp
MHz MHz Stati ha MHz at80 tion4 ha MHz MHz at haat

on4 Sta MHz at110 Stat 110 255
at tion MHz  ion MHz MHz
110 at at
MHz 255 255
MHz MHz

Generation 0.45 11 12 026 15 4.5 4.1 059 338 13 11 1.28

of RSA
key

Duration (sec)
Key Size 512 bits 768 bits

Platfrom Pentium Power Sun  Digital Pentium Power Sun  Digital
RSA at90 MAC SPARC Alpha at90 MAC SPARC Alpha
Operation MHz  at80 Station Station MHz  at80 Station Station
MHz at at at 255 MHz 4at110 at 255
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110 MHz MHz MHz
MHz

Encryption  0.0027 0.008 0.0076  0.0098  0.0053 0.017 0.015 0.0017
Decryption  0.024 0.076  0.071 0.008 0.066 0.22 0.212 0.024
Signature  0.024 0.076  0.071 0.008 0.066 0.22 0.212 0.024
Verification 0.0027 0.008 0.0076  0.0098  0.0053 0.017 0.015 0.0017

Computational Speed (in K octets/sec) of Public key Encryption with BSAFE™ 3.0
Duration (sec)
Key Size 1024 bits 2048 bits

Platform Pentium Power Sun  Digital Pentium Power Sun  Digital
RSA at90 MAC SPARC Alpha at90 MAC SPARC Alpha
operation MHz  at80 Station Station MHz  at80 Station Station

MHz 4at110 at255 MHz 4at110 at255

MHz MHz MHz MHz

Encryption 0.0086 0.029 0.026 0.0026 0.031 0.11 0.096 0.0088
Decryption 0.14 0.534 0.461 0.043 0.93 3.6 3.4 0.29
Signature 0.14 0.534 0.461 0.043 0.93 3.6 34 0.29

Verification  0.0086 0.029 0.026 0.0026 0.031 0.11 0.096 0.0088

Duration (sec)
Key Size 512 bits 1024 bits

Platform Pentium Power Sun Digital Pentium Power Sun Digital
Diffie- at90 MAC SPARC Alpha at90 MAC SPARC Alpha
Hellman MHz  at80 Station Station MHz  at80 Station Station

Operation MHz 4atl110 at255 MHz 4at110 at255
MHz MHz MHz MHz

Parameter 11 35 — 5.2 200 733 — 67

generation

Key 0.07 0.242 0224 0.02 0.47 1.8 1.68 0.139

exchange

Duration (sec)

Key Size 512 bits 768 bits 1024 bits

Plat Pent Pow Sun Dig Penti Pow Sun Digi Penti Po Sun Digi
form ium er SPARC ital um er SPA tal um wer SP tal
MAC Alpha MAC RC Alpha MA ARC Alp

C ha
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Clock, 90 80 110 255 90 80 110
MHz

Generation 1.8 5.9 5.6 0.74 7.2 26 25
of the

DSA key

Duration (sec)

255 90 80 110

2.44 13 49 45

255

4.18

Key Size 512 bits

768 bits

Platform Pentium
DSA at 90
Operation MHz

Power Sun Digital Pentium
MAC SPARC Alpha at90

at 80 Station Station MHz
MHz 4at110 at255

MHz MHz
Signature 0.029 0.087 0.086

Verification  0.052 0.17

0.011 0.053
0.16 0.018 0.1

Duration (sec)

Power Sun Digital
MAC SPARC Alpha
at 80 Station Station
MHz 4at110 at255
MHz MHz

0.179 0.172 0.019
0.356 0.338 0.033

Key Size 1024 bits
Platform Pentium

2048 bits

Power Sun  Digital Pentium
MAC SPARC Alpha at90

at 80 Station Station MHz
MHz 4at110 at255

MHz MHz
0.29 0.028 0.3

DSA at 90
Operation MHz

Signature 0.086 0.306

Verification 0.17 0.62 0.58 0.052 0.6

TABLE 3.25

Power Sun  Digital
MAC SPARC Alpha
at80 Station Station
MHz 4at110 at255
MHz MHz

1.15 1.08 0.94
2.3 2.17 0.18

Computational Speed (in K octets/sec) of Hashing

Algorithms with BSAFE™ 4.1

Algorithm

MD5 36,250

20,428

SHA-1

Computation Speed (K octets/sec)
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TABLE 3.26

Computational Speed (in K octets/sec) of
Symmetric Encryption Algorithms with BSAFE™

4.1
Computation Speed (K octets/sec)
Algorithm Setup Time (psec)  Epcryption Decryption

DES 6.3 4,386 4,557
Triple DES 22 1,596 1,620
RC4 29.8 27,325 28,132
RC5 block of 128 bits, 12 rounds 352 4,576 4,691
RC5 block of 64 bits, 12 rounds 12.2 11,242 12,641

TABLE 3.27

Computational Speed (in K octets/sec) of Public
Key Encryption Algorithms with BSAFE™ 4.1

Key Size (bits)

512 1024 2048
RSA encryption 10.5 4.23 43.6
RSA decryption 5.28 2.87 1.4

3. What factors affect the strength of encryption?

4. What is needed to offer nonrepudiation services?

5. What conditions favor denial of service attacks?

6. Which of the following items is not in a digital public key certificate: (a) the
subject’s public key; (b) the digital signature of the certification authority; (c) the

subject’s private key; or (d) the digital certificate serial number?

7. Using the case of AES as a starting point, define a process to select a new
encryption algorithm.

8. Compare public key encryption and symmetric encryption in terms of advantages
and disadvantages. How can the strong points of each be combined?

9. What are the reasons for the current interest in elliptic curve cryptography (ECC)?
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10. In your opinion, are both the tunnel mode and transport mode needed for IPSec?

11. From your experience, give some examples for security protocols at the
application layer.

12. Speculate on the reasons that led to the declassification of the SKIP-JACK
algorithm.

13. Discuss some potential applications for blind signatures.

14. Discuss some of the vulnerabilities of biometric identification systems.

15. Speculate on the reasons that security directory services in the
Telecommunications Management Network (TMN) as defined in ANSI T1.252 are based
on X.500 and not on LDAP.

16. What are the problems facing cross-certification? How are financial institutions
attempting to solve them?






4
Business-to-Business Commerce

ABSTRACT
Business-to-business commerce is part of a set of measures to
dematerialize the exchange of electronic data to improve the integration of
different departments within the same enterprise or with commercial
partners. This need for coordination became acutely apparent after the
introduction of just-in-time production and with the emergence of global
enterprises concerned about maintaining, if not enhancing, the speed of
response as well as controlling operational cost, despite the breadth of
area of geographic coverage. The dematerialization of business-to-
business traffic started with tasks related to procurement. With the
advancements in information technology (hardware and software) and in
telecommunications, the focus expanded gradually to other technical or
managerial areas to coordinate the separate elements of data or
applications that were assembled as need arose to satisfy specific
customer requests. Currently, the efforts aim at having a uniform
architecture for the flow of information, end-to-end, along the supply
chain.

From a strictly technical viewpoint, the technology that allowed the
development of the dematerialized exchange of data relies on the
following supports:

* The protocols that manage the exchange of electronic files
« The format of messages related to the supply chain

* The nature of the telecommunication networks

« The information technology platform of the exchanges

To each of the preceding elements corresponds a set of security
techniques in the form of products and standards (de jure or de facto). In
addition, management aspects cover the following:

« Service offers (cataloging, order taking, payment, billing, logistics, etc.)

« Policies for flow control (purchase policies, traceability of orders,
merchandise reception, security)

« Management of electronic documents (archival, retrieval, backup)

» Management of legal responsibilities [In some professions (notaries,
bailiffs, etc.), it is essential to ensure integrity and to preserve the
archives for a duration defined by law. Data directly or indirectly
related to financial results must likewise be retrieved in case of
financial or legal audit.]
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The security of business-to-business commerce in its immaterial form
must take into account the ensemble of these aspects: the specific security
techniques for each element taken on its own, and the techniques to
reduce the risks affecting management of the overall service.

This chapter focuses primarily on the technical aspects of business-to-
business commerce and its security. An overview of the problem to be
solved precedes the study of the data structures, exchange protocols, and
security techniques. Data structuring can be done in two ways, either in
the form of alphanumeric strings or in the form of documents or forms.
The alphanumeric technique is historically the first and is known as
electronic data interchange (EDI), whereby commercial data are coded in
the form of alphanumeric strings based on standardized conventions. The
Internet favors the document approach, especially since the development
of the metalanguage XML (Extensible Markup Language), from which
dialects can be defined to fit specific applications. We describe these two
approaches that continue to coexist as well as harmonization efforts. We
will describe the various messaging protocols, in particular, X.400
messaging and Internet messaging. We next study the security of the
exchanges and some aspects related to the financial EDI (credit transfers,
electronic billing). In the end, we review the standardization of business-
to-business commerce in terms of main players and perspectives for
evolution.

4.1 Overview of Business-to-Business Commerce

An enterprise is the focus of convergent relationships with suppliers, partners, clients,
and banks that result in information exchanges. However, a large number of data are
reproduced from one form to another inside a given enterprise. When these data reentries
are done manually, they can be a source of errors that must later be detected and
corrected. In addition, paper documents must be organized and archived for legal and
fiscal reasons. As a result, the cost of processing contract documents in paper can reach
7% of the total transaction cost (Breton, 1994; Dupoirier, 1995). The first objective of the
dematerialization of business-to-business commerce is to eliminate this additional cost
through the exchange of structured and predefined data among the information systems
involved in the conduct of businesses, thereby streamlining the tasks of billing, account
management, inventory management, etc. (Sandoval, 1990; Kimberley, 1991; Charmot,
1997b; Troulet-Lambert, 1997). A new need emerged as a consequence of restructuring
the supply chain as enterprises focused on their core competencies and out-sourced
nonessential activities. Just-in-time management, in particular, requires unimpeded and
continuous circulation of the information to coordinate production planning with the
product delivery and market predictions in real time.

Depicted in Figure 4.1 are the exchanges related to catalog consultation, offer and
purchasing transactions, shipment notices, merchandise reception, and financial data
flowing within the banking network.
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Consider the electronic equivalent of these exchanges by assuming that a given
purchaser has identified an item on the basis of the information available online. The
purchaser puts the order in an electronic document that is sent directly to the data input
system of the supplier. The supplier’s software responds to the purchaser with a price
quotation that the program of the purchaser receives. If the quote is accepted, the
exchanges can continue, and the purchaser’s software composes, starting with the data in
the offer request and in the price quote, a purchase order that it sends to the information
system of the supplier. After its reception at the supplier side, the purchase order is then
translated into the internal formats of the supplier and then routed to the various
departments, such as accounting, the factory, or the warehouse. An electronic receipt is
also sent to the purchaser to confirm the order. Once the order is filled, a shipment
notification is constructed and transmitted to the purchaser as well as to the accounting
department of the supplier. Reception of the shipment notification or the arrival of the
invoice triggers the purchaser’s software to create a receiving file.

If the information system of the shipping company is also integrated in the same
information system, the documents originating from the transporter (freight letter,
delivery notification, etc.) will be composed in an auto matic manner on the basis of the
data from the supplier. Reception of the delivery notification automatically starts the
accounting procedures of the buyer. The receipt notification is reconciled electronically
with the initial purchase order and the invoice so as to prepare the payment instructions
for the purchaser’s bank.

If the banking settlement is done by electronic credit transfer, the banks are
responsible for carrying the payment notification to the supplier within the time frame
specified by the terms and conditions of the purchase. The information system of the
supplier must, in its turn, reconcile the payment with the invoice so as to keep the
accounting information up to date. Other back-office services include the preparation of
accounting and tax packages and archiving of the data associated with the transaction.

Note that the responsibilities of each party should be defined in inter-change agreements.
These rules are usually defined in interchange agreements that describe the rules that
govern the business transactions and the responsibilities of each party, in addition to the
rules for identification and authentication of the various entities. The agreements also
specify what is needed to ensure reception of the documents and procedures for
conserving electronic documents. Furthermore, in financial EDI, the agreements specify
the legal and technical responsibilities of the banks as well as those of the client
enterprises concerning the evidence to be presented, the procedures for conserving
electronic documents, and the opposability to third parties.
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FIGURE 4.1

Message exchanges in business-to-
business e-commerce.
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4.2 Examples of Business-to-Business Electronic Commerce

4.2.1 A Short History of Business-to-Business Electronic Commerce

The first attempts at business-to-business electronic commerce (e-commerce) took place
in the U.S. in the 1960s, with the aim of improving military supply logistics. Civilian
applications soon followed in railroad, truck transportation, civil aviation, international
payments (credit transfers, credit cards, and the management of customs). As each
industrial group was devising its rules for structuring data without consultation with the
others, the U.S. Transportation Data Coordinating Committee (TDCC) was formed to
work on the convergence of the various specifications. Its first document, published in
1975, covered transport by air, by road, by railroads, and by maritime or river transport.
A bit later, the food and warehouse industries in the U.S. issued their respective
standards, UCS (Uniform Communication Standards) and WINS (Warehouse
Information Network Standard). Finally, large automobile manufacturers, such as
General Motors, and retailers and others with wide distribution networks, such as K-
Mart, J.C.Penney, and the National Wholesale Druggists Association (NWDA), imposed
their rules to their subcontractors and their billing agents. To avoid the proliferation of
sector or proprietary rules, the American National Standards Institute (ANSI) established
in 1982 a syntax common to the different business sectors. This syntax is known as the
ANSI X12 standard, which is widely followed in North America.

In Canada, large business companies established a standard system for messages and
communications, and in 1984, they formed the EDI Canadian Council (EDICC), which
united the large distributors (stores, drugstores, warehouses, retailers). In 1986, Télécom
Canada proposed a translation service between the internal messaging format of each
organization and the X12 format, as well as a secured electronic mailbox.

In the U.K., the Department of Customs and Excise developed the first EDI for
customs, known as the London Airport Cargo EDP Scheme (LACES) at Heathrow
airport in 1971. The objective was to speed the processing of documents used in the
internal trade (Tweddle, 1988; Walker, 1988). This activity, known as the Simplification
of International Trade Procedures (SITPRO), produced the Trade Data Interchange
(TDI), which was then submitted to the United Nations (U.N.) Economic Commission for
Europe to facilitate international trade. It adopted this document as the U.N. Trade Data
Interchange (UN-TDI), which evolved into the General Purpose Trade Data Interchange
(GTDI) in 1981.

Although similar in form and function, the different syntaxes developed in North
America and in Europe diverged in several important aspects, complicating the tasks of
information systems developers as well as users (for example, the subcontractors working
for different groups on the two sides of the Atlantic). It was, therefore, necessary to
investigate the possibility of making a worldwide homogeneous system. The experts from
both sides met under the aegis of the U.N. Joint Electronic Data Interchange (UN-JEDI)
initiative to reach a consensus and harmonize both standards. This endeavor generated
worldwide agreement on the definition of the data elements and use of the EDI for
Administration, Commerce and Transport (EDIFACT) language. This agreement was
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adopted by the U.N. in 1987 and thus by the International Organization for
Standardization (ISO) as 1SO 9735 (1988). Teletransmission of customs forms using
EDIFACT is regularly used within the countries of the European Union since January 1,
1993, the date of opening the borders among member states.

4.2.2 Banking Applications

Without waiting for an agreement across sectors, the Society for Worldwide Interbank
Financial Telecommunications (SWIFT) was established in 1987 by 239 banks in 15
countries, with the objective of relaying the interbank messages related to international
fund transfers. The aim was to replace paper and telex communications with electronic
messaging. However, the installation of the system required considerable efforts, because
until the late 1990s, about half of the messages required manual correction. The SWIFT
system contains 200 messages that cover all aspects of international finance: cash, retail,
large amounts, settlements of real estate transactions, currency operations, treasury,
derivatives, international trade, etc. The SWIFT syntax contains codes with which to
identify the parties and the processing of the payment instructions in each country
(Remacle, 1996).

4.2.3 Aeronautical Applications

The SITA (Société Internationale de Télécommunications Aéronautiques—International
Society for Aeronautical Telecommunications) has a network that today connects 350
airline companies and 100 related enterprises. This network allows for the exchange of
data concerning reservations, tariffs, boardings, etc., according to the standards of the
IATA (International Air Transport Association). These are CARGO-IMP (CARGO
Interchange Message Procedures) for freight and AIR-IMP (AIR Interline Message
Procedures) for passengers. Another SITA service allows for the selection, purchase, and
localization of spare parts used in aviation. Since March 1994, SITA decided to use
EDIFACT and ANSI X12 to structure the International Forwarding and Transport
Message (IFTM) services and to employ X.400 messaging systems as well as the file
transfer protocols OFTP ODETTE® File Transfer Protocol and the FTP (file transfer
protocol) used over the Internet.

Last, in 1987, Air France, Iberia, and Lufthansa, established a centralized interactive
system for reservations of air transport (Amadeus) to link travel agents, airline
companies, hotel chains, and car rental companies. The settlement of travel documents
among airline companies (changing airline companies after the ticket was issued, trips of
several legs on different airlines) is done through the BSP (Bank Settlement Payment)
system.

4.2.4 Applications in the Automotive Industry

The worldwide automotive industry is organized around a small number of manufacturers
(General Motors, Ford, DaimlerChrysler, Toyota, Renault, etc.) that obtain automotive
components from several thousands of suppliers organized in a three-tiered pyramid, as
shown in Figure 4.2. The first tier is formed by around 100 entities that are supplied by
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the second tier of about 5,000 firms. Last, the third tier comprises about 50,000 suppliers,
generally small or medium enterprises that work simultaneously with several car
manufacturers. Without standardization of the tools, the third-tier suppliers have to invest
in training and maintenance of multiple programs for computer-aided design and
communication to be able to work with the different automobile manufacturers with
whom they partner.

In 1984, the European automobile manufacturers formed ODETTE for the exchange
of information between suppliers and car manufacturers. This program supposed
standardization of the content and the structure of the documents and use of common
transmission protocols. The 20-odd messages in ODETTE were defined according to the
syntax rules of EDIFACT by selecting data elements from those in the 1SO 7372 (1993)
data dictionary. The OFTP is the file transfer protocol used by all the partners
participating in the ODETTE organization (de Galzain, 1989).

The GALIA (Groupement pour I’Amélioration des Liens dans I’Industrie
Automobile—Group for the Improvement of Ties in the Automobile Industry) is another
automobile group with a mission to overcome the operational difficulties that distributors
face as a result of multiplicity of languages and legislation, and to improve the exchanges
among subcontractors and the general contractor. This group introduced its own
exchange procedures.

ANX® (Automotive Network eXchange) is the network of the Automotive Industry
Action Group (AAIG), which was formed in 1982 to define rules for exchanging
information among partners in the North American car industry. The ANX is based on
the Transmission Control Protocol/Internet Protocol (TCP/IP) stack. Experience has
underlined the excessive cost of encryption for small and medium enterprises,
incompatibility problems among the authentication certificates or the implementations of
the protocol IPSec (Internet Protocol Security), as well as difficulties in guaranteeing
end-

FIGURE 4.2
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Pyramidal structure of the automobile
industry as integrators and three tiers
of suppliers.

'ODETTE stands for Organization for Data Exchange and Teletransmission in Europe.

to-end quality of service or in localizing and repairing troubles (Borchers and Demski,
2000).

Finally, car manufacturers established Covisint, a virtual marketplace for the
procurement of inputs through bids, which can be integrated with the information
systems of the enterprises.

4.2.5 Other Examples

The multinationals in the area of industrial chemistry employ the procedures of the
CEFIC (Conseil Européen des Fédérations de I’Industrie Chimique—European Council
of Industrial Chemistry Federations) in Europe and the CIDX (Chemical Industry
Document Exchange) in the U.S. Retail distributors in Europe use the standard
EANCOM made by the EAN (European Article Numbering) association for the
automatic identification of items, etc.

4.2.6 Effect of the Internet

The Internet stimulated new forms of business-to-business e-commerce, especially for
fragmented markets, such as for restaurant businesses. The search for suppliers and the
localization of goods or services are particularly facilitated with online catalogs reflecting
the terms of commercial agreements among partners (preferential prices, availability
intervals, etc.). Furthermore, the integration of these catalogs with enterprise information
systems provides better management of data related to purchases (orders, delivery
notices, payments, etc.) and tighter coupling with inventory controls and management
reporting capabilities.

Harmonization efforts now proceed along two lines. The first is that of convergence of
EDIFACT/EDI and XML, which is an area of collaboration of the U.N. CEFACT (Center
for Trade Facilitation and Electronic Business) and the OASIS (Organization for the
Advancement of Structured Information Standards) consortium as well as the IETF
(Internet Engineering Task Force). The second line concerns technologies based on XML
and the activities that take place within the World Wide Web Consortium (W3C).

The Internet also contributed to the evolution of the platforms of business-to-business
commerce, as discussed in the next section.

4.3 Business-to-Business Electronic Commerce Platforms

The exchanges in business-to-business e-commerce depend on the organization of the
supply chain. This chain is called vertical if the procured goods intervene directly into the
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production and horizontal if they cover several industries, in which case, the goods are
called indirect. In the first case, the purchases are called strategic, while the purchases in
the second case are for maintenance, repair, and operations (MRO). Another criterion of
distinction is the duration of the contracts among commercial partners: long duration for
daily production or temporary for emergencies. Thus, by taking into account the two
criteria of urgency of need and the strategic aspects of goods and exchanges services,
there are four types of platforms for business-to-business e-commerce: the exchanges for
excess inventory, EDI systems, MRO hubs, and generalist catalogs.

The traditional EDI was basically for the purchase of strategic goods directly related to
the chain of production or of service creation in a specific sector (automotive, chemistry,
steel). However, nonstrategic purchases (equipment and office furniture, travels, etc.),
which often represent the large bulk of the volume purchases, remained managed in a
traditional way. With the growth of the Internet, many attempts were made to fill this gap
through e-procurement with online exchanges, MRO hubs, or yield managers (Kaplan
and Sawhney, 2000; Phillips and Meeker, 2000). In these new platforms, all participants
(suppliers and consumers) agree to open their information systems and enhance their
security infrastructures. Access to the applications is through a Web client. Figure 4.3
depicts the evolution of the traditional EDI systems into these new forms that give
different types of service. Thus, exchanges constitute a neutral platform that does not
favor

FIGURE 4.3

Platforms for business-to-business e-
commerce.

the buyer or the vendor; in contrast, MRO hubs select their suppliers according to criteria
that the buyer specifies, while yield managers bring together buyers and sellers through
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catalogs or auctions. The latter mechanism constitutes a prized method with which to link
offer and demand and to determine price. Intermediation sites had a fleeting popularity
within the deregulated sectors (telecommunications, energy, etc.).

Despite the expected benefits of automated procedures, the rate of penetration of the
traditional EDI in industrialized countries varies between 1% in the U.S. and 5% in some
European countries. Within the countries of the European Union, traditional EDI is
mostly used for intranational business, with applications directed toward intrasector
transactions, in which the risk of litigation is at a minimum. They can be found in the
banking sector, in transportation, retail distribution, aeronautical manufacturing (for
example, the Aérospatiale consortium) and, as stated earlier, the automobile industry
(Landais, 1997; del Pilar Barea Martinez, 1997). The hurdles impeding business-to-
business e-commerce are the subject of the next section.

4.4 Obstacles Facing Business-to-Business Electronic Commerce

Three main factors slowed the wide-scale use of traditional EDI systems. The first is due
to the complexity of implementation. The introduction of EDI does not come easy but
requires substantial investments in equipment, software, and training. The redesign of
internal procedures brings about major changes in the organization of work and in the
power relationships within the enterprise. The magnitude and the cost of the task often
discouraged small and medium enterprises. The second reason arises from uncertainties
regarding the performance of the transport network. The third type of difficulties, which
is not the least, relates to the legal status of contracts over electronic media and on the
evidentiary value of dematerialized documents. Large corporations use private contracts
among commercial partners (or interchange agreements) to define the framework for
bilateral electronic transactions: the responsibilities of each party, the rules for
identification and authentication of the various entities, and the ways to preserve and
archive the electronic documents. This approach may be too burdensome for small-and
medium-sized enterprises. In reality, the existing judicial systems were developed in a
context where business practice was relying on paper documents (for example, the legal
requirement for a handwritten signature). The dematerialization of the support raises the
question of the admissibility of electronic documents as evidence, their evidentiary value,
and their long-term readability and preservation. Other aspects relate to the identification
of the contracting parties, the validity of electronic signatures, the time-stamping of the
operations, and the authentication of the origins. This is why the adoption of laws
regulating the use of electronic documents and accepting the use of digital signatures in
recent years opens evidentiary law and commercial laws to technical advances (Bresse et
al. 1997, pp. 162-166).

At the height of the dot.com craze, many predicted that the novel Internet-based
platforms would soon supplant the traditional EDI in business-to-business commerce. In
fact, while the volume of enterprise purchases over the Internet expanded, use of EDI and
private value-added networks is also on the rise. The data in Figure 4.4 show that, instead
of being wiped-out IP technologies, EDI and private value-added networks continued to
thrive and increased their revenues by about 20% per year, while Internet-based
marketplaces floundered, and their numbers dwindled dramatically (Clapaud, 2002).
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The arrival of XML and its derivatives raised hopes of putting business-to-business e-
commerce within the reach of small- and medium-sized enterprises by democratizing the
EDI, for so long reserved to large firms and to government institutions. The expected
benefits, however, did not materialize. Innovations do not always meet the expectations
of their promoters, particularly if their superiority over the embedded base is not
overwhelming. The resistance of the traditional EDI can be explained by the magnitude
of the effort needed to use the new technologies and to redefine the rules of dialogue for
each commercial sector. It can be explained as well by the significance of the investments
already made in the existing technology that is capable of satisfying the expressed needs.
Finally, the installation of a new information infrastructure always faces considerable
organizational difficulties, irrespective of the technology. It calls for the reorganization of
work processes and the modification of the relationships among partners, with
concomitant revisions in the enterprise software for billing, accounting,

FIGURE 4.4

Evolution of the different approaches
of business-to-business e-commerce
(1999-2004). (From Yankee Group
and the Wall Street Journal, May 21,
2001, p. R18))

inventory management, etc. We can clearly see the origin of the hybrid architecture of the
Web EDI, where the messages of the traditional EDI are routed over IP networks. For the
user, a simple browser is sufficient to access an information infrastructure that hides the
complexities of the traditional EDI. All of this justifies the attention given in this chapter
to the traditional EDI, together with the new forms built around XML.



Protocols for secure €lectronic commerce 176

4.5 Business-to-Business Electronic Commerce Systems

The systems of business-to-business e-commerce rest on four foundations (O’Callaghan
and Turner, 1995):

1. Structuring of the exchange data according to a common format

2. Security following common procedures

3. Transmission of the data on telecommunications networks

4. Reception and reconversion to the format used internally by the receiving organization

The implementation and the management of such a system includes other aspects, such as
the internal organizations of the enterprises, the training of subjects, the follow-up of the
operations and maintenance, etc. Sketched in Figure 4.5 is the architecture of an EDI
service.

The implementation and the management of such systems include additional aspects,
such as the internal reorganization of the enterprise, user training, monitoring, and
maintenance (Jackson, 1988). This is why the evo-

FIGURE 4.5

Components of business-to-business e-
commerce systems.
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lution of systems of business-to-business e-commerce is not independent of efforts for
enterprise application integration (EAI) or for the development of collaborative
applications. As shown in Figure 4.6, the inclusion of XML and its variants in the
information infrastructure of e-commerce or collabo rative applications and the arrival of
new mechanisms for communication contributes to the large movement to federate all
applications around enterprise portals.

The purpose of this chapter is not to present the information architecture to tie a
number of applications around a common core. Nevertheless, it may be useful to keep in
mind that as far as the architecture of business-to business e-commerce is concerned, the
infrastructure used depends on what exists and the degree of heterogeneity of the systems
encountered.

4.5.1 Generation and Reception of Structured Data

This process concerns the extraction of data related to the transaction (for example,
payment instructions) from the appropriate database and the conversion of that data to the
common format shared among the different partners using specialized software. The
software performs two functions: it converts the representation of the data contained in
the internal file to the

FIGURE 4.6

Portals as the convergence point of
collaborative applications within and
outside the enterprise.

common format, and it reorganizes the data according to the specifications of the
common structure.

The traditional representation of the data exchanges relies on a standard alphanumeric
format. Yet, in many sectors, such as automobile or public construction, the exchanges
include data of different types (text, images, sound, etc.). The markups of the
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metalanguage XML assist in determining the various elements of a file so that they can
be treated in the most suitable fashions. After restructuring, the data are often secured
before transmission. At the destination, the exchanged data are deciphered and
reconverted to the “in-house” format of the recipient and then directed toward the
specific application that is capable of processing the data.

In the case of EDI, the software that implements the functions of conversion and
reorganization of data and of interfacing with internal applications is often called
“translator” or “converter” software and is positioned as illustrated in Figure 4.7.

FIGURE 4.7
Positioning of the EDI translators.

Conversion software has two interfaces: one oriented toward the human operator and the
other toward the transport network. The requirement to have an interface compatible with
the various internal messaging systems in the enterprises—such as cc:Mail from Lotus®,
MS-Exchange of Microsoft®, and others—and with the messaging systems in the
transport network increased the number of interfaces. Obviously, this increases the cost
of the software and enhances the risks of technical failures. The move to the TCP/IP
protocol stack, both internal and external to the organization, is expected to reduce the
number of interfaces in EDI systems.

4.5.2 Management of the Distribution

The distribution must be managed internally in the enterprise as well as in the external
telecommunications network. The received messages must be directed toward the
processing application, while the messages toward partners usually contain segments that
originate from many applications used in different departments. The communication
protocol can vary from X.25, to IP, SNA, or frame relay. The network can also be formed
by private lines rented from or offered by a provider of value-added network (VAN)
services.

The operator of the distribution network can also offer a protocol conversion service
among the various parties, which is of particular interest to those who do not have EDI.
Note, however, that use of the Internet as the transport network will clearly change the
nature of value-added interventions by directing them toward security services, such as
certification of the participants or to notarization of the transactions.
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4.5.3 Management of Security

Security is the third aspect of the exchanges of business-to-business commerce. It covers
the security of the network using well-established techniques (firewalls, monitoring,
passwords, etc.) as well as security of the messages. As explained in the preceding
chapter, the services are identification, confidentiality, integrity, authentication, and
nonrepudiation. In addition, surveillance of the network and monitoring of the exchanges
allow tracing of the trajectory of transactions (with the help of acknowledgments) and
collection of data that can be useful in evaluating the performance of the system.

4.6 Structured Alphanumeric Data

The objective here is not to give an exhaustive treatment of all alphanumeric EDI
systems, but rather to present the essential notions so as to understand the means of
securing the EDI and the problems of integrating with the Internet. Accordingly this
section focuses on the standard systems, namely, X12 and EDIFACT. As mentioned
earlier, X12 is the structuring method most frequently used in North America (the U.S.
and Canada), whereas EDIFACT is the norm used in Europe.

Each of these two systems defines a representation of the contents of administrative,
commercial, or transport documents as alphanumeric language strings with the help of
standardized conventions. The items mentioned in the documents are described with the
help of elementary data common to all sectors (purchase order, credit notes, instruction
for payment, freight reservation, customs form, etc.). By combining these elementary
data, it is possible to form composite data and data segments that can be organized
according to precise rules to constitute the canonical messages. The differences between
X12 and EDIFACT reside in the definitions of the data elements, the syntax rules, as well
as the procedures employed to secure the exchanges.

4.6.1 Definitions

The basic units of an alphanumeric EDI exchange are data elements that are defined in a
dictionary of elementary data. From a functional viewpoint, the data element is either a
service element or an application element. Service elements contain the information that
structures the transmission and are utilized in service segments. In contrast, application
elements relate to the heart of the end-to-end transaction, i.e., the data defined and agreed
upon by the two parties of the transaction.

A segment is a logical set that includes a series of elements, simple or compound, and
may include other segments. The order, content, the maximum number of repetitions of
the constituents, and the way these repetitions should be organized are defined in the
segment dictionary. To express a precise f unctionality, f or example, a purchase order or
a payment instruction, the segments are combined and organized in a group of segments.

There are two types of segments: segments denoted as control segments in X12 or
service segments in EDIFACT and application data segments. Control (or service)
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segments are used to structure the content and to distinguish the various parties. The
application data segments contain the application data organized by function. It is the
entity in charge of managing the application responsible for specifying the coding and the
organization of the application data segments.

A transaction set (X12) or message (EDIFACT) is the set of structured segments in
the order defined in the directory of standard messages. These messages represent
functions that are common to all activity sectors. For example, billing is based on a
universal commercial practice and does not depend on the type of activity. There are two
classes of messages:

« Service messages, formed with service segments, with the role of correcting syntax
errors or application errors
« Application messages, formed with application segments

Messages may be mandatory or optional and may be repeated.

In general, messages consist of three distinct zones: header, detail (body), and trailer.
The segment groups forming the “detail” concern different transactions that may be
included in the same message.

The functional group gives the possibility of putting several messages within the same
structure. Finally, the interchange is the external envelope of all messages originating
from the same application, although they may relate to independent transactions.

4.6.2 ANSI X12

ANSI ASC X12 was defined by the ANSI Accredited Standards Committee (ASC) X12.
The standardization of ANSI X12 is more advanced than that of EDIFACT;
unfortunately, the syntax of X12 is positional, which makes it incompatible with
EDIFACT.

Within the X12 terminology, a transaction set corresponds to the useful transmission
of the useful content of the paper document (purchase order, invoice, etc.) between the
computers of two organizations. Each transaction set consists of three parts: a header, a
detail (body), and a trailer. The header announces the characteristics of the transmission,
while the trailer contains control elements to verify the integrity of the information
transmitted.

The body is organized in lines or segments that describe one particular aspect of the
total action. In turn, a segment is composed of data elements and codes associated with
the function to be performed. The order in which the elements are arranged, their
composition, as well as the significance of the codes are defined in the data dictionary.
For example, an asterisk (*) separates two consecutive elements, and two asterisks
indicate that an optional element was eliminated. If the omitted element (or elements)
was at the end of the segment, it would be replaced by the end-of-segment (N/ L) to
indicate the return to a new line.

As mentioned earlier, there are two types of segments: control segments and data
segments. The segment headers and trailers as well as the repetition loops of segments
form the control segments. Table 4.1 gives some of the most frequently used transaction
sets.
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TABLE 4.1
Examples of X12 Transaction Sets

Code
810
820
824
827
850
855
856
997

Meaning
Invoice
Payment order/remittance advice
Application advice (results for an attempt to modify a transaction)
Financial return notice (impossibility of carrying an 820 transaction)
Purchase order
Purchase order acknowledgment
Ship notice/manifest

Functional acknowledgment (to indicate that the received message is syntactically correct)

In general, the software for translating to the EDI format (“the EDI document™) does not
support all transaction sets and is limited to those used in the target domain of activity.

Several transaction sets can be combined in an X12 interchange in the following
manner:

ISA* Interchange header

GS* Functional group header
ST* Transaction set header
Segments (i.e., Purchase Order 1)
SE* End of transaction set

ST* Transaction set header
Segments (i.e., Purchase Order 2)
SE* End of transaction set

GE* End of functional group
GS* Functional group header
ST* Transaction set header
Segments (i.e., Purchase Order 3)
SE* End of transaction set

ST* Transaction set header
Segments (i.e., Purchase Order 4)
SE* End of transaction set

GE* End of functional group
IEA* Interchange trailer

4.6.3 EDIFACT

EDIFACT is described in the following documents (Charmot, 1997a):
* The vocabulary or the data elements (1SO 7372, 1993)
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« Directives for the composition of messages (document Trade/WP 4/R.840/Rev2)

» Syntax rules for structuring the canonical messages (ISO 9735, 1988)

* Directives for using the syntax (document Trade/WP 4/R.530)

» U.N. Rules of Conduct for Interchange of Trade Data by Teletransmission (UNCID)
* Dictionary of data elements, a subset of ISO 7372

» Dictionary of composite data elements

« Dictionary of canonical messages

* U.N. Code List (UNCL), a dictionary of recognized codes

Taking into account the individual practices of each country, it is obvious that the design
of standardized messages for a given sector is a long-term effort. Messages are classified
according to progress in standardization as follows: status “0” is for messages still being
defined; status of “1” indicates that the message is undergoing trials; and stable and
standardized messages have the status of “2.”

The 1SO 9735 (1988) recognizes several character sets: Level A UNOA ensures
compatibility with telex terminals, while Level B UBOB has a richer character set
(capital and small letters for the basic Latin alphabet, numerals, as well as some special
characters); Level C UNOC for Latin alphabet Number 1 (ISO/IEC 8859-1,1998); Level
D UNOD Latin alphabet Number 2 (ISO/ IEC 8859-2,1987); Level E UNOE for
Latin/Cyrillic alphabet (ISO/IEC 8859-5,1999); and Level F UNOF for Latin/Greek
alphabet (ISO/IEC 8859-7,1999). ISO/IEC 8859-6 (1999) and ISO/IEC 8859-8 (1999),
in particular, define the representation of Latin/Arabic and Latin/Hebrew characters,
respectively, thereby associating right-to-left writing movements with left-to-right
movements.

Service segments allow for the structuring of content and the distinguishing of its
many parts. They start with a tag. The service elements are identified with the letters UN,
for example, UNH designates the header of a message, while UNT designates its trailer.
The tags are defined by the standard EDIFACT in the directory entry of the
corresponding segment. Qualifiers can be used together with tags to give specific
meaning to the functions of other data elements or segments, which is useful if several
functions are represented within the same message. If optional elements are omitted, they
will be replaced by the corresponding separator (data element or component of a
composite data element) defined for the segment at hand.

In the following sections, the details will be given that are necessary to understand the
security mechanisms of EDIFACT that will be presented later in this chapter.

4.6.3.1 UNB/UNZ and UIB/UIZ Segments

The pair of service segments (control segments) UNB/UNZ define, respectively, the
beginning and the end of a batch exchange, i.e., they bracket the envelope. The segments
UIB/UIZ are the header and trailer segments proposed to envelop the interactive
exchanges. An optional segment, service string advice UNA, is used if it is needed to
redefine the component data element separator or the data element separator or to change
the notational sign of the decimal, which is the “,” by default. The UNA consists of a
sequence of nine characters (UNA followed by six characters according to a specific
format that 1SO 9735 (1988) specified.)
The UNB defines the transmission characteristics using the following elements:
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* Syntax identifier

* Address of the sender

» Address of the recipient

* Date and time of preparation

* Unique interchange control reference

* Recipient reference or password

« Reference to the application used, or, in the case of a single message, the message type
(e.g., invoice)

* Processing priority

* Notification if acknowledgment is requested or denied

« Identifier of the communication agreement controlling the interchange

* Test indicator in the case that the interchange is a probe sent to verify the connection
between the two ends

The UNZ segment is the interchange trailer that signals the end of the exchange. It
includes two elements: the total number of messages of functional groups in the
interchange, and the same reference to the interchange as in the UNB.

These elements help check that the delivery of the interchange did not encounter
problems.

4.6.3.2 UNH/UNT Segments

The service (control) segments UNH/UNT play the equivalent role of the preceding
doubles but for the messages instead of the interchanges. Thus, each message begins with
a header segment UNH and ends with a trailer segment UNT. The structure of an
EDIFACT message is given in Figure 4.8.

The message header UNH contains control data such as follows:

FIGURE 4.8
Structure of an EDIFACT message.

* The sender’s unique message reference number

» The message type, the version number of the standard used to compose the message

* The agency that controls the message specification, maintenance, and publication

» A common access reference, for example, the name of the message file, which will be
used to cross-reference subsequent transfers of data

The segment UNT indicates the end of the message and contains the two elements for
verification: the number of segments in the message and the message reference number
present in the UNH segment.
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4.6.3.3 UNS Segment

The service segment UNS is a special segment used to separate the body or detail of a
message from the header on one side and from the trailer on the other side.

4.6.3.4 UNG/UNE Segments

The header of a functional group UNG is a service segment that contains the following
elements:

« Identifier of the message type in the functional group

« Identifier of the sender’s application (for example, the division or department of the
enterprise that prepared the functional group)

« Identifier of the recipient’s application

« Date and type of preparation

« Functional group reference number

* The controlling agency that specified the message

* The version of the standard that was used to compose the message

* Application password according to the recipient’s request (optional)

The UNE service segment closes a functional group. It contains two verification
elements: the number of messages in the functional group and the reference number for
the functional group that is included in the header.

4.6.3.5 UNO/UNP Segments

Although it is possible to encapsulate a multiformat object, difficulties may arise at the
level of handling the various objects and synchronizing them at the destination. To
resolve this problem, two new EDIFACT service segments were defined (Charmot,
1997h).

FIGURE 4.9

Encapsulation of a non-EDIFACT
object within an interchange.
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Depicted in Figure 4.9 is an object surrounded by the two segments, UNO and UNP, that
bound the object within an interchange. The UNO identifies the start of the object and
can be used to specify its nature. The UNP also gives the sizes of the objects in octets to
verify the quality at reception.

4.6.3.6 Structure of an Interchange

An interchange is structured in the following manner:

Segment Type
Service string advice UNA Optional
Interchange header UNB Mandatory
Functional group header UNG Optional
Message header UNH Mandatory
Message trailer UNT Mandatory
Functional group trailer UNE Optional
Interchange trailer UNZ Mandatory

The structure of an interchange without functional groups is given in Figure 4.10. Figure
4.11 depicts the structure of an interchange with functional groups.

4.6.3.7 Partial List of EDIFACT Messages

Table 4.2 contains some EDIFACT messages used in commercial transactions. These
examples are given for illustrative purposes and are arranged in alphabetical order.

FIGURE 4.10

Structure of an EDIFACT interchange
without functional groups.

FIGURE 4.11
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Structure of an EDIFACT interchange
with functional groups.

4.6.3.8 Interactive EDIFACT

The discussion thus far essentially relates to batch EDI that is encountered in
asynchronous and nonreal-time transactions. Yet, real-time transactions, such as
reserving plane tickets or querying catalogs, are characterized by shorter response times
and a rate of transactions that may be higher than in traditional applications. An EDI that
is open or interactive raises technical and judicial questions because the dynamic
negotiations must be either notarized or supervised by third parties. The framework for
online EDI was drawn for the first time by ISO/IEC 14662, adopted in October 1996
(TrouletLambert, 1997). I1ISO 9735-3 (1998) introduced a syntax for interactive EDI-
FACT exchanges. However, most of the current mobilization aims at the development of
the language of electronic business XML (ebXML), which mixes traditional EDIFACT
with XML.

4.6.4 Structural Comparison between X12 and EDIFACT

Figure 4.12 depicts the correspondence of the control elements of EDIFACT (ISO 9735,
1988) and ANSI X12 (Kimberley, 1991, p. 127).

Shown in Table 4.3 is the correspondence between the terms used in header segments
of the EDI interchanges in EDIFACT with those of ANSI X12, using Table K-1/X.435 of
ITU-T Recommendation X.435.

4.7 Structured Documents or Forms

Structuring the dialogues as documents or forms allows consideration of all the data
exchanged in the context of a commercial transaction, independent of their formats (text,
graphics, images, sound, audio, video) and not only

TABLE 4.2
EDIFACT Messages (in alphabetical order)

Message Name Function
CREADV Credit advice
CREEXT (CREADV+REMADV) Extended credit advice
DEBADV Debit advice
DESADV Dispatch advice
DOCADV Documentary credit advice

DOCINF Documentary credit issuance information
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IFTMAN

INVOIC

ORDCHG

ORDERS

PAYEXT (PAYORD+REMADYV)
PAYMUL

PAYORD

REMADV

Arrival notice

Invoice

Purchase order change request
Purchase order

Extended payment order
Multiple payment order
Payment order

Remittance advice

FIGURE 4.12

Comparison of the structures of
EDIFACT and ANSI X12.
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TABLE 4.3

Comparison of the Terms Utilized in the Headers of
the EDI Interchanges

EDIFACT ANSI X12

Interchange header (UNA and UNB) Interchange header (ISA)

Functional group header (UNG)
Message header (UNH)

Service string advice

Syntax identifier

Interchange sender
Interchange recipient

Date/time of preparation

Interchange control reference
Recipient’s reference, password
Application reference
Processing priority code
Acknowledgment request
Communications agreement 1D

Test indicator

Functional group header (GS)
Transaction set header (ST)
1. Data element separator

2. Segment terminator

3. Subelement separator

1. Interchange standard identifier
2. Interchange version 1D
Interchange sender 1D
Interchange receiver ID

1. Interchange date

2. Interchange time
Interchange control number

Security information

Acknowledgment requested
Test indicator

Authorization information

considering the data that can be represented by alphanumeric characters. Stimulated by
the success of the Internet, this approach requires the standardization of various elements
forming the contents of documents as well as of the organization of that content. Thus,
one can speak of Electronic Form Interchange instead of Electronic Data Interchange to
distinguish this approach from the traditional EDI.

There are several ways to structure documents, such as with SGML (Standard
Generalized Markup Language), ODA (Open Document Architecture), or CGM
(Computer Graphics Metafile) for image documents. However, the most popular
approach today is one of the descendants of SGML—XML.

SGML was adopted in 1986 to provide a systematic way to describe the logical
structure of document contents with the help of models called Document Type Definition
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(DTD). Each DTD defines the class of documents that share the same way of organizing
the information and contains the rules for interpreting and validating the exchanged
electronic documents. The automatic analysis of a DTD can be considered a way to
validate SGML.

4.7.1 SGML

SGML is a declarative metalanguage that specifies a way of describing the logical
structure of a generic document with markups. Interpretation of these markups follows
the indications of the DTD document (Dupoirier, 1995, pp. 107-120). In fact, the DTD
defines the hierarchical composition of the document in chapters and paragraphs and
serves as a reference and a model to all documents that are members of the same family.
The syntactical analysis of the SGML document in light of the associated DTD is
independent of the information processing platform, which means that SGML
simultaneously defines a methodological framework for the exchange of documents.

SGML directly inspired several efforts to develop automatic documentation,
particularly HTML. A key concept of HTML is the utilization of a uniform resource
locator (URL) to locate document sources accessible on the Internet, which was one of
the factors responsible for the enormous success of the Web.

HyTime (Hypermedia/Time-Based Document Structuring Language) is another 1SO
standard (ISO/IEC 10744, 1992) that extends the application of SGML to hypermedia
exchanges with the help of a meta-DTD that ties the elementary DTDs together.

SGML is associated with another ISO activity, namely, DSSSL (Document Style
Semantics and Specification Language), that became 1SO 10179 (1996). DSSSL aims to
prepare SGML documents that can be used directly for printing: pagination, typography,
and imposition. DSSSL has the advantage of accommodating non-Latin alphabets (for
example, Arabic, which requires mechanisms for right-to-left composition).

4.7.2 XML

In 1994, a contribution was presented to ISO/IEC JTC1/SC18/WGS8 to replace
alphanumeric EDI with SGML (ISO, 1994), but this proposal was judged to be too
radical. It was up to the W3C to define XML on the basis of SGML to facilitate the
definition of multitype files that can be shared among applications using the broadcast
possibilities of the Internet. The XML, as a subset of SGML, can be the starting point of
the definition of specialized markup languages for any types of documents (Bryan, 1998;
Michard, 1999). In Table 4.4, some of these XML derivatives for financial services are
listed.

Clearly, the development of XML stimulated new forms of business-to-business e-
commerce by enabling the exchange of commercial data coded according to commonly
admitted conventions.

4.7.3 Integration of XML with Alphanumeric EDI

The XML can contribute to enhance EDI solutions in several ways. It allows the
attachment of multimedia objects to the exchanged messages and adds interactivity to
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EDI. Furthermore, it gives recipients the possibility to interpret and process
nonstandardized segments or messages by attaching their DTDs. It also increases the
possibility of automatic translation of the data into the recipient language. Finally, it
provides a mechanism with which to

TABLE 4.4
Some Derivatives of XML for Financial Services

Acronym Title Remarks
FinXML  Fixed Income Markup Language —
FIXML Financial Information Exchange Markup — —
Language
FpML Financial Products Markup Language Over-the-counter (OTC) derivatives
FXML Financial Exchange Markup Language —
IFX Interactive Financial Exchange Synthesis of the two specifications for
online financial exchanges OFX and Gold
IRML Investment Research Markup Language —
MDDL Market Data Definition Language Description of marketing research
NewsML  Electronic News Markup Language Multimedia financial news
NTM Network Trade Model Stock and risk evaluation
OFX Open Financial Exchange Online exchange of payment messages
among financial institutions; used for
electronic billing
RIXML Research Information Exchange Markup ~ Document indexing
Language
STPML Straight-Through Processing Extensible —
Markup Language
SwiftML  Society f or Worldwide Interbank Language used by SWIFT
Financial Telecommunications Markup
Language
xBRL Extensible Business Reporting Language  Financial reporting
XFRML  Extensible Financial Reporting Markup —

Language

recall documents using their URLSs, thereby avoiding their attachments in the exchanges.
The integration of XML and EDI consists of standardizing aggregate elements (or

“classes™) that are combined to form messages, segments, or forms sent to the destination
with the necessary instructions for interpreting them. A global repository or library of
objects contains the core components of the messages sent (data structures or objects).
The sender queries the repository to define the partner’s profile and the scenarios of the
exchanges. The requests are routed to specialized libraries that contain EDIFACT/X12
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standards, the appropriate industry agreements or standards, or the elementary data and
the collaborative agreements between the two organizations involved. A glossary defines
the structures of the documents, their logical components, and the business processes, by
referring to the dictionaries of each data category. The APIs have the task of managing
the different conversions. Represented in Figure 4.13 is the architecture of the XML/EDI
convergence. Notice, however, that the use of XML increases the sizes of the files by at
least 20%.

FIGURE 4.13

Exchanges involved in the XML/EDI
integration.

The dialogue between an XML client and an EDI application takes place through an EDI
converter and an XML server (see Figure 4.14). This arrangement takes into
consideration prior investment in alphanumeric EDI and progress achieved in the
Universal Data Element Framework (UDEF), financed by the U.S. federal government
within the CALS (Continuous Acquisition and Life-Cycle Support) initiative, as well as
specification of data elements in ISOIEC 11179 (1999).

Let us now review the main efforts to achieve the convergence of XML and EDI, in
alphabetical order.

4.7.3.1 BizTalk®
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Shepherded by Microsoft®, BizTalk defines a framework called BizTalk Framework to
use XML in e-commerce. The rules for BizTalk concern the definition and the
publications of XML schemas and the use of XML messages for existing applications to
communicate.

4.7.3.2 Commerce XML (cXML)

Commerce XML (cXML) is Ariba’s initiative for standardizing access to catalogs,
including personalized catalogs.

FIGURE 4.14
EDI/XML integration.

4.7.3.3 Electronic Business XML (ebXML)

With ebXML, a complete and secured framework for commercial exchanges that can
substitue for alphanumeric EDI is defined. It was started jointly in September 1999 by the
OASIS consortium and the CEFACT. The ebXML is a variant of XML for business-to-
business e-commerce. In this framework, the central repository of the traditional EDI is
replaced by a distributed database on a network. The framework of reference gives
scenarios for typical exchanges (selection-purchase-payment-delivery) for each sector
considered (automotive, chemistry, etc.) based on which are defined the subjects of the
transactions, the messages exchanged, their order in the exchange, and the roles of each
of the participants.

One of the first applications of ebXML was in the areas of retail and logistics, such as
the project e-TEXML in the French lingerie sector.
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4.7.3.4 SAML (Security Assertion Markup Language)

The SAML (Security Assertion Markup Language) is defined by OASIS to describe,
using XML, user profiles and requests for authentication before an individual or an object
is authorized access to a given service (OASIS, 2002). When a user identifies itself to an
SAML server, the server attaches to the request a description of the user’s access rights in
SAML within a Simple Object Access Protocol (SOAP) envelope. This envelope will be
sent to the server of any Web service that the user would later invoke. The SAML
structures are transported using the POST method of HTTP or within SOAP messages
coded in XML.

With SAML, the user access profile can be propagated from one application to the
other during the same session. By ensuring the interoperability of proprietary solutions of
rights management and by establishing equivalencies among administrative domains, a
single authentication of the requester per session is possible; this is called Single Sign-On
(SSO). As a consequence, after being authenticated in one administrative domain, the
user can access the resources in other domains associated with the first without requiring
additional authentication. The need for a single authentication is tied to the development
of enterprise portals, and it requires that security policies (identification, authentication of
identity and of attributes, etc.) be strengthened.

4.7.3.5 SOAP (Simple Object Access Protocol)

The SOAP is a universal protocol for the exchange of messages and requests that relies
on HTTP and XML to structure the exchange of data among Web services (Box et al.,
2000). SOAP defines a mechanism for a structured and typed exchange of information in
a decentralized and distributed environment by generalizing the Remote Procedure Call
(RPC). This technique allows a program to start the execution of a procedure on a remote
server. Version 1.1 of 2000 has interfaces according to J2EE and Net. SOAP is
independent of the information technology platform, but suffers from a lack of service
guarantees concerning the transport of exchanges. Accordingly, it is better adapted to the
internal applications of the enterprise.

The SOAP messages are XML documents formed of three elements: an envelope,
coding rules, and conventions with which to make remote procedure calls and interpret
their responses. The envelope shows the type of message and includes declarations on the
name space or additional attributes. It consists of a header and a body. The presence of
the body is mandatory, while the header is optional—it supplies elements with which to
interpret the exchanges without prior agreements between the two parties of a
communication. In contrast, the body is a container for application data intended for the
ultimate recipient of the message.

4.7.3.6 UDDI (Universal Description, Discovery, and Integration)

The UDDI is a public or private directory service used to localize remote components or
services available online. UDDI aims to overcome difficulties due to the heterogeneity of
directories by supplying standard elements to answer requests regarding the availability
of products or services, information on the purchases (prices, delivery delays, etc.), as
well as the existence of substitute products. With UDDI, commercial offers can be



Protocols for secure €lectronic commerce 194

organized by vendors in “white pages” or by sector and geographic zone in “yellow
pages.”

4.7.3.7 WSDL (Web Services Description Language)

WSDL is a language for describing the mechanisms for invoking services available on
the Web. This way, WSDL offers a uniform method for calling services (Christensen et
al., 2001).

4.8 EDI Messaging

Enterprise networks use many proprietary messaging systems: Microsoft Exchange,
Lotus ccMail, etc. Many messaging systems were standardized, for example, X.400 of
the ITU-T (International Telecommunication Union—Telecommunication
Standardization Sector) and its continuation in F.435/ X.435, and for the Internet side,
SMTP (Simple Mail Transfer Protocol) of the IETF RFC 821 (1982), and its MIME
(Multipurpose Internet Mail Extensions) described in the IETF RFC 2045 (1996). Both
messaging systems follow the same model of a user agent and a message transfer agent,
even though the connection protocols between the components are not identical.

In the following, the messaging systems will be studied from the point of view of the
service security that they offer. For further details on each messaging system, the reader
can consult the literature on electronic messaging, for example, Palme (1995) and
Bouillant (1998), or the text of the various standards.

4.8.1 X.400

The X.400 messaging system was one of the first alternatives to proprietary messaging
systems and to third-party networks. The X.400 is often used as a generic name to
include a whole series of ITU-T recommendations. Among these recommendations,
X.420 specifies the P2 protocol to envelop messages. Therefore, P2 can be used to
encapsulate EDI messages before their transmission. Starting in 1988, messaging systems
conforming to the X.400 series of recommendations could, at least in theory, offer all the
necessary security services: identification, authentication, integrity, confidentiality, and
non-repudiation of the origin. The architecture of these security services is available in
Recommendation X.402.

An X.400 implementation is required to offer some basic security services, the most
important of which are as follows (see Table 4/X.400):

« Access management

* Time-stamping of messages

» Message sequencing to correlate later notifications with each originating message
» Message content type indication and content type of attached objects

* Nondelivery report

The following are among the optional security functions:
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* Secure access to the messaging system and mutual authentication of peer entities

» Message labeling according to the security policy

* Probes to verify end-to-end connectivity

* Proof of submission, which is the confirmation that the message transfer agents (MTAS)
located in the various network nodes received the service for delivery to the originally
specified recipient; the corresponding security service is nonrepudiation of submission

* Proof of delivery, i.e., confirmation that the message was delivered to the destination

These security services apply uniformly to all content of the EDI interchange.
Application to a part of the content (a message or a segment) requires some of the
EDIFACT security techniques that will be discussed later.

Message labeling permits each message to be treated according to the required degree
of security. Furthermore, X.400 messaging systems can announce contractual levels of
service quality, according to the degree of urgency of the traffic. These objectives are
defined in Recommendation F.410 and are reproduced in Table 4.5.

In 2000, a decree generalized the combination of EDIFACT/X.400 in the relationship
between enterprises and the government of France.

Adaptations of X.400 messaging to EDI were defined in 1991 through
Recommendation F.435/X.435. Recommendation X.435 specifies a messaging system
called “EDI messaging” capable of transporting EDI contents. New messaging
procedures, denoted as PEDI (Protocol EDI), were introduced to replace the P2 protocol
in EDI applications and to allow the formation of an EDI message from several objects.
The wide use of the Internet made this approach obsolete.

4.8.2 Internet (SMTP/MIME)

An enterprise that already uses the Internet for messaging and internal distribution of
documents is obviously interested in reusing it for its EDI applications. Unless there is a
total change, which is not likely, even with the introduction of XML, this approach will
be taken in at least two steps: a retrofit of IP to accommodate the requirements of EDI
and a long-term activity to merge the two approaches, possibly after the XML/EDI
integration is completed.

TABLE 4.5
Transfer Delay Objectives in X.400 Messaging
Systems
Grade of Time for Delivery of 95% of the Time for Forced
Delivery Messages Nondelivery
Urgent 45 minutes 4 hours
Normal 4 hours 24 hours
Nonurgent 24 hours 36 hours

Thus, the various MIME implementations will have to conform to the complete
specifications defined in IETF RFCs 2045 through 2049 (1996). The encapsulating
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protocol of RFC 2046 is compatible with the basic messaging protocol SMTP that is on
top of the TCP/IP layers. This encapsulation allows the inclusion of different object types
as well as the transmission of non-ASCII text ASCII, which makes it suitable for EDI.
MIME allows separation of the body of a message into distinct parts, separated by
delimiters. The delimiter is a demarcation line that can be defined as a sequence of
characters that does not appear anywhere else in the message. The lines that follow the
delimiter define the properties of the object for the recipient applications.

An EDI message that will use MIME will include, first, the SMTP message header, as
defined in IETF RFC 822 (1982) (the sequence of fields From, To, Date, Subject, etc.).
The header precedes a series of declarations that indicates the content type, the initial
representation of the characters, the coding used to protect the text from being mutilated
in the Internet, and finally, the succession of body parts, each separated from the other
with delimiters.

The coding type for EDI files has to be exclusively base64 to oblige the sender’s user
agent to convert the text to the 7-bit ASCII code and append a”carriage return” and a
“new line” <CR><LF> at the end of the file. The presence of the field “Content-Transfer-
Encoding: base64" in the header allows the destination user agent to perform the inverse
processing and to recover the initial content.

To illustrate with an example, and without attempting to specify all the details of
MIME, a skeleton message can take the following form:

To: < recipient’s electonic address>

Subject:

From: <sender’s electronic address>

Date:

Mime-version: 1.0

Content-Type: multipart/mixed; boundary="“abxyxms 0On”
—abxyxmsOn

Content-Type: text/plain; charset=*1S0-8859-1"
<This is preamble to an EDI message that can contain
accents>

—abxyxmsOn

Content-Type: Application/ <EDI standard>
Content-Transfer-Encoding: base64

<This is the EDI interchange coded according to the
standard indicated in the Content-Type>

—abxyxmsOn

Content-Type: Application/DRAWING; id = 260; name =
“Cost”

Content-Transfer-Encoding: base64

<Here is the graphical file Cost>

—abxyxmsOn—

The content types must be registered by IANA (Internet Assigned Numbers Authority),
the Internet registration authority. Three content types are recognized for EDI
applications: EDI-X12, EDIFACT, and EDI-CONSENT. This last category is used for
proprietary EDI applications.
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It should be noted that, contrary to X.400 messaging, the messages included with this
basic format are in the clear, and thus are easily readable. Also, there is no guarantee that
the message will reach its destination.

4.9 Security of EDI

Security of EDI includes technical and managerial aspects. The technical part has many
aspects related to the security of the exchanges as well as of network elements and
network element management systems (Kwon et al., 1997). In the following, we will
restrict ourselves to the security of the exchange, the other aspects being outside the
scope of this book.

Many security procedures for EDI messages, whether coded according to X12 or to
EDIFACT, were standardized. These procedures cover services for authentication,
message integrity, confidentiality, and nonrepudiation of the origin.

The IETF proposals are distinct from those adopted by the UN/ECE (United Nations
Economic Commission for Europe) or by ANSI. The ITEF proposed three different
security mechanisms to accommodate the various messaging protocols: PGP (Pretty
Good Privacy)/MIME, S/IMIME (Secure Multipurpose Internet Mail Extensions), and S-
HTTP (Secure HyperText Transfer Protocol).

4.9.1 X12 Security

Secure X12 transmissions use the security structures defined in X12.58 issued in
December 1997. Before then, security consisted of using a password before each
transmission and in each direction. Should a recipient want to respond, a new connection
would have to be established in the inverse direction. Value-added networks provided
security services by establishing the two unidirectional circuits instead of the two parties
transparently.

Authentication uses the DES (Data Encryption Standard) algorithm to calculate a
Message Authentication Code (MAC). For protection against replay attacks, the standard
recommends inserting in the message to be authenticated a combination of a date of
composition and a unique identifier (such as a purchase order number). Nonrepudiation
employs a public key encryption along with time-stamping.

The standard generalizes the concept of digital signature in the form of assurances that
express the business intent. An assurance is contained in newly defined segments: the
S3A or S4A segments and the SVA segments. These segments are added before
calculating the MAC or signing the message. The combination S4A/SVA frames the
unsecured transaction before encryption or authentication and offers a first level of
protection for the functional group. The combination S3A/SVA offers a second level.
Each level has its own keys. Furthermore, at each security level, the keys utilized for a
service (for example, authentication or encryption) should be different.

The standard allows an optional compression of the message before encryption in
addition to an optional filtering of the encrypted or compressed data. Filtering prevents
the occurrence of binary sequences that may incorrectly activate the control functions of
the transmission systems. Three types of filters are recognized: the conversion of each
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binary into two hexadecimal characters; the conversion of the binary data into a string of
printable ASCII characters, which produces an expansion of the required bandwidth by
about 23%; and, finally, an ASCII/Baudot filter to convert the binary data to a string of
characters that belong to ASCII and Baudot character sets, a procedure that results in an
expansion of about 86%.

A transmission secured by these segments is illustrated as follows:

ISA* Interchange header
GS* Functional group header
S3S* Security header—Level 1
S3A* Assurance header—Level 1
ST* Transaction set header
S4S* Security header—Level 2
S4A* Assurance header—Level 2
Segment details (e.g., purchase order)
SVA* Security value—Level 2
S4E* Security trailer—Level 2
SE* Transaction set trailer
SVA* Security value—Level 1
S3E* Security trailer—Level 1
GE* Functional group trailer
IEA* Interchange trailer

Note, however, that the security mechanism gives the same protection to all parts of a
transaction. This is a difference with EDIFACT services that offer finer resolution and
permit the possibility of different types of protection according to the different fields of a
transaction.

X12 can directly utilize the X.509 certificates that can be delivered by a certification
authority. Level 3 is considered to be sufficient for EDI applications (CommerceNet,
1997).

4.9.2 EDIFACT Security

Security of EDIFACT follows ISO 7498-2 (1989). This standard is the result of the
European research program TEDIS (Trade Electronic Data Interchange System) that
lasted from 1988 to 1994. The services offered are message integrity, authentication of
the origin, and nonrepudiation (at the origin and at the destination). Confidentiality is not
offered explicitly but may be constructed with the other services.

EDIFACT security services can be offered in two ways: by sending security segments
“in band” or “out-of-band.” In the in-band approach, the security segments flow jointly
with the messages to be protected, whereas in the out-of-band approach, separate security
messages are used.

ISO 9735-5 (2002) considers the first case and defines the segments that must be
inserted as well as the means to distinguish them from user traffic.

The out-of-band security measures rely on the AUTACK message, defined in I1SO
9735-6 (2002). This message contains the hash of the EDIFACT structure that is
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mentioned or the signature of this same structure. The AUTACK message can also be
used as an acknowledgment when it is sent by the recipient or by an entity that has the
authority to act on behalf of the recipient. Used in this manner, the message confirms
reception of the EDIFACT structure that was sent, confirms the integrity of its content at
destination, and helps establish nonrepudiation at the destination.

Finally, the management of EDIFACT certificates (inscription, renewal, replacement,
revocation, delivery) as well as the generation, distribution, and management of keys are
performed with the KE YMAN message defined in ISO 9735-9 (2002). The KEYMAN
messages can also refer to the certification path and the revocation list defined according
to X.509. These references are transported in a binary format between the segments UNO
and UNP.

It should be noted that the EDIFACT certificates are different from X.509 certificates
both in format and in method of management. To resolve this issue, the European
Commission sponsored the DEDICA (Directory-Based EDI Certificate Access and
Management) project to allow access to secure EDI with X.509 certificates. A DEDICA
gateway performs the necessary conversions, thereby saving the users from having to
obtain and maintain two sets of certificates.

4.9.2.1 Security of EDIFACT Documents Using In-Band Segments

Figure 4.15 shows how security segments are inserted in the initial structure. Each
USH/UST corresponds to a given security service. This permits the possibility of varying
the offered service for distinct parts of the interchange; thus, a given interchange can
include data from several transactions that do not require the same degree of protection.
The price of this flexibility is a further complication of the protocol, a complication that
may seem excessive, because the same effect could have been obtained by sending
consecutive messages instead of a single complex message.
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FIGURE 4.15

Security of EDIFACT messages with
in-band segments.

Each security structure begins with a header USH and ends with a trailer UST. It contains
the following segments: USA, USC, USH, and USR, according to the structure shown in
Table 4.6. These segments inform the recipient of the invoked level of security, of the
security mechanisms utilized and their parameters, as well as the extent of the protected
domain. These various segments will be recognized and processed by applications that
demand security functions and will be safely ignored by other applications. They will be
inserted in the interchange between the UNH and UNT segments for a message or
between the UNO and UNP segments in the case of a non-EDIFACT object.

The advantage of this selective protection is that the consequences of a security breach
would be limited to the concerned party without compromising the whole interchange.
Another advantage is to allow selective access to the different data included within the
interchange. For example, in a payment instruction, the intermediary banks do not need to
know the identities of the creditor and the debtor.

Protection against loss or duplication of messages relies on optional fields that contain
a sequential number counter and a time stamp.
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The following subsections give a more precise definition of the content of these
various segments groups.

4.9.2.1.1 Segment Group Number 1

This is a group of segments (called the security header) that defines the security services,
the security mechanisms, and the elements necessary to carry out the validation
calculations. The group can be repeated for each

TABLE 4.6
Security Structure for “In-Band” Segments

Label Segment Name  Type Maximum Number of Repetitions
Segment Group 1 O 99
USH Security header M 1
USA Security algorithm ] 3
Segment Group 2 @) 2
usc Certificate M 1
USA Security algorithm @] 3
USR Result to be validated 0] 1
Segment Group n O 99
UST Security trailer M 1
USR Result to be validated 0] 1

Note: M=mandatory; O=optional.

service offered (e.g., integrity, authentication of the origin, nonrepudiation of the origin)
to the same message or if the same security service is benefiting several messages.
The security header segment USH contains the following:

» A mandatory security reference number

« The scope of the security application

« An indication whether an acknowledgment is requested

« The role of the intermediary providing the security services (e.g., document issuer,
notary, witness, contracting party)

« Details concerning the sender and the receiver: name of the symmetrical encryption key
or of the certificate in case of a public key encryption

* A time stamp (date and time when the security services were applied)

To each security service invoked, there is a corresponding USA segment that defines the
algorithm utilized and its parameters.
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4.9.2.1.2 Segment Group Number 2

This group contains the elements pertinent to public key encryption, in particular, the
certificates. Two repetitions are allowed to communicate sender and recipient certificates.
The latter case occurs if the sender utilizes the public key of the recipient instead of his or
her private key.

If the recipient does not have the public key of the certification authority, the group
will contain references to the sender’s public key through the certificate of authenticity;
the hashing function that the certification authority employs for producing the certificate;
and the public key algorithm that the certification authority uses to sign, as well as its
public key. These references will be contained in three USA segments. The segment USR
will contain the signature of the public authority that will be used to verify the
transmission integrity.

If the recipient knows the public key of the certification authority, it will be
communicated by reference (for example, the name of the file where it resides) so that the
recipient could extract it from a secure database.

4.9.2.1.3 Segment Group n

The segment UST is the security trailer that separates the message from the security
structure. It is followed by the segment USR that contains the out-come that the
validation results should match when the computations are done according to the
specifications of the header segment USH.

4.9.2.1.4 Examples

The following two examples illustrate how the mechanisms indicated above can be used
to provide security services for the protection of EDIFACT messages.

Example 1: Nonrepudiation of the Origin and Message Integrity

There are several ways to ensure nonrepudiation of the
origin. Assume that the mechanism used is to condense the
message with a one-way hashing function, and then
encrypt the digest with a public key algorithm. Assume
also that the certification authority utilizes a different hash
function to sign the certificate of authenticity accorded to
the sender. Finally, assume that the hash function used by
the sender was already the subject of a bilateral agreement
with the recipient.

There are now four algorithms: the hash function and
the public key algorithm that the sender utilizes to
condense the messages and encrypt the digest; the hash
function and the public key algorithm that the certification
authority utilizes to calculate the digest of the certificate
and to sign it, respectively. Because the sender’s hash



Business-to-Business commerce 203

algorithm is the subject of a prior bilateral agreement, only
three USA segments will be necessary. The sender’s public
key is obviously contained in the certificate that the public
authority signed.

Two USR segments contain the data needed to verify
the integrity of the transmission, namely, the encrypted
digest of the EDIFACT message and the signature of the
certification authority.

Example 2: Nonrepudiation of the Origin and Confidentiality

For confidentiality, the EDIFACT message can be
encrypted using a symmetrical key that will then be
encrypted with the public key of the recipient. This is, in
fact, the procedure specified by the protocol ETEBACS.
This is the protocol that French banks use to secure file
exchanges with their client businesses. This method was
also adopted in the SET (Secure Electronic Transaction)
protocol for securing bankcard transactions over open
networks, which will be discussed in Chapter 7.

Two groups of Number 2 segments are needed: the first
relates to the sender’s public key certificate and the second
to the recipient’s public key that the sender will use to
encrypt the secret symmetrical key. To each group
corresponds a USR segment that contains the result to be
validated to verify the integrity of the received message.

Four USA segments are involved. The first segment,
which is within Segment Group Number 1, contains the
parameters of the symmetrical algorithm. The other three
segments, respectively, identify the public key algorithm
of the sender, the hash function utilized by the certification
authority to condense the sender’s certificate before
signing it, and, finally, the public key algorithm and the
public key that the authority uses to sign the sender’s
certificate.

4.9.2.2 Security of EDIFACT Documents with Out-of-Band Segments:
The AUTACK Message

The AUTACK message is used to provide the same levels of security as with in-band
segments, including acknowledgment of reception. Authentication is ensured by
symmetrical encryption of the digest of the structure to be protected or by exchange of
certificates. For nonrepudiation of the origin, the digest is encrypted with a public key.
Depicted in Table 4.7 is the security structure of the AUTACK message.
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TABLE 4.7
Security Structure of the AUTACK Message
Tag Segment Name Type Maximum Number of
Repetitions
UNH Message header M 1
Segment 6] 99
Group 1
USH Security header M 1
USA Security algorithm o] 3
Segment O 2
Group 2
uscC Certificate M 1
USA Security algorithm o] 3
USR Security result to confirm the validity of security O 1
as certified by the certification authority
uUsB Identification of AUTACK (type, function, time M 1
stamp, sender, recipient)
Segment M 9999
Group 3
usx Security references to what is being secured M 1
usy Security references (result to be verified) M
Segment M 99
Group 4
UST Security trailer M 1
USR Security result that verifies the security of the 6] 1
AUTACK message
UNT Message trailer M 1

Note: M=mandatory; O=optional.

Segment USX points to the EDIFACT structure to be secured and records the date and
time of its creation. Each USX segment corresponds to one or several USY segments that
contain the results to be matched to verify the validity of the message to which USX
refers.

Segment USR of Segment Group Number 4 is optional; it is only necessary when the
AUTACK message is to be verified. For example, if USY contains the encrypted digest,
USR may be omitted. However, if the AUTACK message is used as a secure
acknowledgment, USR will contain the encrypted digest of the message. The whole
structure will be enclosed in a pair of segments USH/UST (see Example 5 below).
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Segment USB identifies the sender and the recipient of the interchange to be secured.
It also contains a time stamp and indicates if the sender requested an acknowledgment.

Example 3: Authentication of the Origin of the EDIFACT Message, of
the Origin of the AUTACK Message, and of the Integrity of the
EDIFACT Message

In this example, a symmetrical algorithm is used with a
secret key that both parties already have.

Segment USH contains, among other details, references
to the symmetrical key; Segment USY contains the digest
of the EDIFACT message; and Segment USR in Group 4
contains the encrypted digest of the AUTACK message.
When the recipient verifies that the value of the computed
encrypted digest is identical to the value in the message,
this will be a verification of the authenticity of the origin
of both EDIFACT and AUTACK messages. The integrity
of the EDIFACT message is verified if the value of its
digest computed after reception is the same as the value
indicated in the USY segment.

Example 4: Nonrepudiation of the Origin

Segment USC holds the sender certificate and the public
key of the certification authority. Three USA segments are
needed to identify, respectively, the public key algorithm
that the sender uses for signature, the hashing function, and
the public key algorithm that the certification authority
employs to compute the digest of the sender certificate and
to sign the certificate.

Segment USR of Group 2 contains the signature of the
certification authority that should be verified at reception.
The USB has the security parameters and indicates if an
acknowledgment is required, the security date and time, as
well as the identity of the sender and the recipient.
Segment USX points to the secured EDIFACT message,
and the USY segment has the sender signatures that the
recipient will have to verify. The segment USR of Group 4
has the signature of the sender as applied to the AUTACK
message.

Nonrepudiation of the origin is the consequence of
authentication of the origin of the EDIFACT and
AUTACK messages, as verified with the sender ‘s
signature on both. Note that the sender’s signature is used
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twice; accordingly, the USR segment of Group 4 is
redundant and can be eliminated at the origin.

Example 5: An Interchange Comprises Two Messages—
Nonrepudiation of the Origin of the First and Authentication of the
Origin of the Second

The transmission will contain two sets of Segment Group
Number 1, one for each required service. The first service
is offered in the same manner as for Example 4.
Authentication of the origin of the second message is the
other service. A USA segment will define the symmetrical
algorithm used, its parameters, and its mode of operation.
Because the sender’s signature is verified for each
message, securing the AUTACK message is not necessary.

Example 6: Nonrepudiation of the Origin with a Request of
Acknowledgment

The transmission will contain two sets of Segment Group
Number 1, one for each required service. The first will
relate to nonrepudiation of the origin and the second to the
request of a secure acknowledgment.

Segment USC of Segment Group Number 2 contains
the sender certificate and the public key of the certification
authority. Three consecutive USA segments identify,
respectively, the public key algorithm that the sender uses,
the hash function, and the public key algorithm, both used
by the certification authority to generate the digest and
sign the sender’s certificate.

Segment USB contains the time stamp of the AUTACK
message, the credentials of both parties, and the references
to the message.

Segment USX includes references to the message to be
secured. Segment USY has the digest of the message
encrypted with the sender’s private key.

Two sets of Segment Group Number 4 are used, one for
the EDIFACT message and the other for the AUTACK
message. The USR segment of the last Segment Group
Number 4 will contain the signature of the AUTACK
message to verify that it arrived safely at the destination.
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4.9.3 IETF Proposals

By adding security services, Internet messaging systems are catching up with most of the
X.400 functions, with a few exceptions regarding authentication of the route and
guarantees on delivery times. Similar to X.400, proposals in the IETF for secure
messaging apply to all the messages of an interchange; they do not permit a finer
resolution at the level of individual messages or segments. Another limitation of this
approach is that the structure of MIME does not include referrals to different segments,
which precludes cross-referencing of segments.
The outlines of the various IETF proposals are as follows (IETF RFC 3335, 2002):

* The sending organization sends the encrypted data and the signature of the message
(message digest encrypted with the sender’s private key) in an envelope constructed
according to PGP/MIME, SIMIME, or S-HTTP, and requests an acknowledgment.

* The recipient organization recovers the symmetrical encryption key and its parameters
(for example, the initialization vector) with its private key, decrypts the message, and
checks the signature with the public key of the sender, thereby simultaneously
verifying the integrity of the data and the authenticity of the sender.

* The recipient sends back a signed acknowledgment by encrypting its digest with the
recipient’s private key; the acknowledgment, in turn, contains the digest and the
identifier of the received message.

In IETF jargon, the digest is called message integrity check (MIC) and the
acknowledgment is the message disposition notification. If the acknowledgment is
signed, it will be in the multipart format of MIME to accommodate the acknowledgment
and the signature. The sender can then verify the integrity of the acknowledgment,
thereby proving the following:

« The recipient authenticated the sender.

* The recipient recognizes having received the message that corresponds to the mentioned
identifier.

» The message was received, with its integrity intact.

» The recipient cannot deny having sent the acknowledgment.

For encryption, PGP/MIME uses PGP or OpenPGP, the first being described in IETF
RFC 1991 (1996), while the second is in IETF RFC 2440 (1998). PGP is considered to be
the closest commercial algorithm to military-grade performance (Garfinkel, 1995); its
adoption as an IETF standard floundered because of its use of patented techniques,
particularly the RSA key exchange and IDEA encryption, something that the IETF avoids
by principle. OpenPGP got around this difficulty.
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TABLE 4.8
Reference Documents for SSMIME
Document Number Title
RFC 2633 S/MIME Version 3 message specification
RFC 2632 S/IMIME Version 3 certificate handling
RFC 2634 Enhanced security services for SIMIME
RFC 2437 PKCS #1: RSA Encryption Version 2.0
RFC 2315 PKCS #7: Cryptographic Message Syntax Version 1.5

S/MIME is now in its third version, and its use is described by several RFCs; the more
important are given in Table 4.8. Its second version was not standardized by the IETF,
because it requires use of a patented key exchange mechanism that is not freely available.

S/MIME allows a choice to be made between two symmetrical encryption algorithms
DEC in the CBC mode or triple DES. The use of RC2 and RC5 is optional, but usage of
RC2 with a key of 40 bits is not recommended. Hashing is done with MD5 or SHA-1.
The digest, called MIC, and the symmetrical session keys are encrypted using the RSA
algorithm with keys of 512 or 1024 bits. Note that in a multipart MIME message,
computation of the digest takes into account the content of all parts, including the headers
(IETF RFC 2045, 1996).

The following two examples show how secured messaging is used on the Internet.

4.9.3.1 PGP/MIME Encrypted and Signed

In this case, the EDI data are processed as a multipart content that is encrypted and
signed.

The protocol stack is defined in IETF RFC 2015 (1996) for PGP and IETF RFC 3156
(2001) for OpenPGP as follows:

RFC 822/2045
RFC 1847 (multipart/encrypted)
RFC 2015/RFC 3156 (application/pgp-encrypted)
« Version 1 »
RFC 1767 (application/ <EDI type used>) (encrypted)
RFC 2015 (application/pgp-signature) (encrypted)

Thus, the message will take the following form:

To: <recipient"s electronic address>
Subject:

From: <sender®"s electronic address>
Date:

Mime-version: 1.0

Content-Type: multipart/encrypted;



Business-to-Business commerce 209

protocol = "application/pgp-encrypted"” ;boundary =
"delimiter";

—delimiter

Content-Type: application/pgp-encrypted

Version: 1

—delimiter

Content-Type: application/octet-stream

——BEGIN PGP MESSAGE—

Version 2.6.2

*Content-Type: multipart/signed; micalg = pgp-<hashing
symbol>;

protocol = "application/pgp-signature’; boundary =
"delimiter for the signature™;

*

*—delimiter for the signature

*&Content-Type: Application/<EDl standard utilized>
*&Content-Transfer-Encoding: <coding>

*&...

*&<EDI object>

*

*—delimiter for the signature
*Content-Type: Application/pgp-signature
*

*—BEGIN PGP MESSAGE—

*Version 2.6.2
*

*<signature>
*—END PGP MESSAGE—

*

*—delimiter for the signature
——END PGP MESSAGE—
—delimiter—

In this example, the signature is calculated using all the lines that begin with the symbols
*&, while all the lines that begin with the symbol * are encrypted

4.9.3.2 SIMIME Message Encrypted and Signed

The messages are put in the format that PKCS #7 specified. The PKCS #7 is a general
syntax for signing or encrypting data.

The content of an SIMIME utilized for EDI can be one of two types: SignedData and
EnvelopedData. The first content type is used to send the signatures, while the second is
reserved for encrypted messages. The signature has several attributes, among which are a
time stamp and identifiers of the algorithms used.

A secured message can be sent in several formats, for example, multipart/ signed,
application/pkcs7-mime, or signed-data. To encrypt a message, an “envelope” has to be
used with a content type of enveloped-data using the format application/pkcs7-mime.

Signing and encrypting a message is done in two steps: signing the content and
enveloping the data. The structure uses a pile of RFC specifications, as follows:

RFC 822/2045
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RFC 2633 (application/x-pkcs7-mime)

RFC 1847 (multipart/signed) (encrypted)

RFC 1767 (application/ <EDI type used>) (encrypted)

RFC 2633 (application/x-pkcs7-signature) (encrypted)
Accordingly, the message will take the following form:

To: < recipient™s electronic address>

Subject:
From: <sender®"s electronic address>
Date:

Mime-version: 1.0

Content-Type: application/pkcs7-mime; smime-type =
enveloped-data;

name = smime.p7m

Content-Transfer-Encoding: base64

Content-Disposition: attachment; filename = smime.p7m
*Content-Type: multipart/signed; boundary = "encryption
delimiter';

* micalg = shal;

* protocol = "application/x- pkcsV-signature™

*

*—encryption delimiter

*&Content-Type:Application/<EDI standard>
*&Content-Transfer-Encoding: <encoding type>

*&

*&<Here message of EDI object>

*

*—encryption delimiter

*Content-Type: multipart/signed;

* protocol = "application/x-pkcs7-signature’™ ;boundary

"signature delimiter”
*

*—signature delimiter
*Content-Type:application/pkcs7-signature; name =
smime.p7s

*Content-Transfer-Encoding: base64
*Content-Disposition:attachment; filename = smime.p7s

*

*<signature>
*

*—signature delimiter—
—encryption delimiter—

As explained earlier in the presentation of MIME, specifying a base64 coding in the field
Content-Transfer-Encoding protects the transport of binary files.

The hashing algorithm is indicated by the variable micalg. It can be either SHA-1 or
MD?5. The digest is computed for all lines that start with *& above. Note that SHA-1 is
recommended to avoid the weaknesses in MD5.
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All the lines that start with the symbol * are encrypted, and accordingly, all that lies
between the segments ISA and IEA for X12 and the segments UNA/UNB and UNZ for
EDIFACT is encrypted. However, the invisibility of the headers that ensue may stifle the
efforts of the operators of value-added networks to follow the routing of messages to
guarantee their arrival at destination.

The optional parameter name assures compatibility with previous versions. The
parameter filename is also optional, but it plays two roles: transmitting information on the
content beyond gateways that do not recognize S/MIME and facilitating file management
in the recipient’s computer. Naming conventions for the files help in the realization of
these two objectives.

4.9.4 Protocol Stacks for EDI Messaging

Figure 4.16 summarizes the different protocol stacks for EDI messaging without security,
while Figure 4.17 depicts a synthetic view of the protocol

FIGURE 4.16

Protocol stacks for EDI messaging
(without security).
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FIGURE 4.17

Synthetic view of the protocol stack
for secure EDI.

stack for a secure EDI. A more rigorous comparison of the various protocols can be
found in specialized references on electronic messaging, such as Palme (1995) or
Bouillant (1998).

4.9.5 Interoperability of Secured EDI and S/IMIME

The EDIINT (Electronic Data Interchange—Internet Integration) group of the IETF
pondered the interoperability of EDI translation software with SIMIME message systems.
The CommerceNet consortium sponsored interoperability tests that were completed in
August 1997. These tests covered the following scenarios:

» Sending and receiving a MIME message containing an unsecured EDI interchange with
a signed or unsigned acknowledgment
» Generating and exchanging a public key certificate of the following types:

* PKCS #7

* X.509 Versions 1 and 3
« Self-certification

« VeriSign or Entrust

* Sending and receiving EDI messages encrypted with the RC2 symmetrical algorithm
and with a signed or unsigned acknowledgment
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« Sending and receiving a MIME message containing an unencrypted but signed EDI
interchange

» Sending and receiving signed and encrypted EDI messages

» Sending and receiving signed and unsigned acknowledgments

The EDI data exchanged were formed from multipart EDIFACT and X12 purchase
orders with different types of segment separators, whose dimensions varied from 1.166 to
1206.193 K octets.

Six companies participated in the tests. These companies were, in alphabetical order,
Actra Business Systems, Atlas Products International, Digital Equipment Corporation
(DEC), Harbinger Corporation, Premenos, and Sterling Commerce. Premenos is the
producer of TrustedLink Templar, one of the software packages that is best positioned in
the market of secure EDI.

Not surprisingly, a few problems were uncovered. One problem involves a signed
message that comprises several parts, when the message path includes message transfer
agents that are different from SMTP (for example, X.400 or Microsoft Exchange). In this
instance, the validity of the signature may be compromised because of the successive
conversions of the message. By signing the multiple-part message before encryption,
MIME headers are part of the signed message, which would be protected from any
tampering that the messaging gateways might cause.

Since these tests were conducted, there have been many mergers and acquisitions
involving these companies. For example, Compag acquired DEC and then merged with
HP; Harbinger Corporation absorbed Premenos; and Sterling Commerce acquired a
fellow Prench company, Comfirst, a producer of messaging systems and servers for the
Internet and Minitel as well as EDI middleware, before being bought by Computer
Associates, etc.

4.9.6 Security of XML Exchanges

The security of XML exchanges is the subject of several recommendations and technical
reports from the W3C. Thus, XML Encryption allows selective encryption by identifying
the sections to be encrypted with specialized tags, while the processing of signatures is
specified in XML Digital Signature (XML-DSIG). Treatment of encryption keys is
available in a technical report entitled XML Key Management Specification (XKMS).
This document has two parts: XML Key Information Service Specification (X-KISS) and
XML Key Registration Service Specification (X-KRSS). X-KISS provides a client the
possibility of avoiding the computational load of the security tasks, such as encryption,
signature, authentication, etc., by delegating them to specialized servers with large
computational power. X-KRSS specifies the protocol to register data about public keys so
they can be made available to all secured services on the Web. Finally, the elements used
for authentication are defined with SAML within SOAP messages.
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4.10 Relation of EDI with Electronic Funds Transfer

An enterprise conducting e-commerce must track its cash flow among its various
departments as well as its accounts with its bank. The activities correspond to the
following:

1. Internal exchanges within the enterprise from the accounting department to the finance
department, concerning, for example, notification of the due date for payment to
suppliers, notification of salaries payment due date, and files for customers’ invoices

2. Exchanges between the enterprise finance department and its bank concerning the
various payment instruments, such as bills of exchange, check remittances, and credit
transfers

3. Exchanges between the bank and the finance department concerning the account
statement, unpaid invoices, and statements of drafts (bills of exchange) and
promissory notes

4. Internal exchanges within the enterprise from the finance department to the accounting
department about notification of payment to suppliers, notification of salary
settlement, and reconciliation of internal accounting ledgers and with the bank
statement

Shown in Figure 4.18 are the above exchanges, with the numbers referring to the
numbered list above.

FIGURE 4.18

Exchanges within an enterprise as well
as between the enterprise and its bank.

An enterprise carries out three types of accounts reconciliation to harmo nize the circuits
of production and distribution with accounting (Dragon et al., 1997, pp. 378-380):
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* Business reconciliation of the settlements with the invoices
» Financial reconciliation to adjust the actual cash flow with the forecast
« Account reconciliation between the bank statement and the enterprise records

The migration for paper-based to electronic support offers the possibility of joining these
loops to facilitate tracking and to reduce delays in settlements. Figure 4.19 shows the
trajectories of the financial EDI messages as well as those of the EDI control messages
are shown.

Each enterprise assembles its transaction records and presents them, in a common
format, to the settlement computer through the telecommunication network (in early
systems, messengers would carry magnetic tapes). The computer groups all valid
requests, sorts them according to the drawer bank, and then sends them to their respective
banks to debit the drawer’s account. Because all parties now share the same reference
numbers, all types of reconciliation will be easier, particularly if they are automated.
These exchanges are sketched in Figure 4.20.

Financial EDI opened the way for automatic processing of fund transfers between an
enterprise and its bank. Today, many enterprises utilize credit transfers for paying
salaries, compensations, pensions, and benefits, as well as for direct-debit notification,
because the integration of the bank settlement

FIGURE 4.19

Trajectories of the EDI financial and
control messages.
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system with the business circuits allows for better management of the settlement speed.

Manual settlements introduce three types of delays. The first type is due to the postal
service; the second is the result of the manual treatment of the check by the beneficiary
before depositing it in a bank account. Finally, the third delay comes from the bank
settlement. If D is the day that the beneficiary deposits the payment instrument into a
bank account, the settlement takes place on day D+1, but the beneficiary’s account is
only credited on day D+n, where n varies according to the banking system and to
whether the banks are in the same state, but is usually between 2 to 4 days. During this
time, the drawee’s bank has the amount working for its own account for (n—1) days.

Although the manual treatment allowed the payer to keep the funds for a longer
period, the advantages of the electronic funds transfer would be shared between both the
payer and the beneficiary. Each could take the reduction of the float as well as the faster
notifications into account in the management of cash flow, either by modifying the
payment date or by negotiating the terms for payment.

FIGURE 4.20

Exchanges involved in bank
settlements.
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4.10.1 Funds Transfer with EDIFACT

Many financial EDIFACT messages were standardized. These messages exclude
interbank exchanges and f ocus on the exchanges between banks and their clients as well
as the exchanges among businesses. This is because settlement architectures differ from
one country to another, and there is no justification to reconsider them just to conform to
EDIFACT specifications. However, normalized messages can encapsulate proprietary
messages to give a common interface among the systems of the various units.

There are three categories of messages for financial EDIFACT:

« Simple messages, such as PAYORD and REMADV, that describe a single operation
with abundant comments

* Detailed or “extended” messages, such as PAYEXT, that allow the juxtaposition of the
details to the basic operation, for example, identifications of the invoices, of the nature
of settlements, of the reasons for nonpayment, etc.

» Multiple messages, for example, PAYMUL, that include several financial transactions
of the same kind

FIGURE 4.21

Credit transfer using the messages of
financial EDIFACT.
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The diagram in Figure 4.21 represents the way that these messages can be utilized to
effect a credit transfer in response to an invoice. The two Internet “clouds” could be
either the same public network (if the exchanges are secured) or one or several private
networks or value-added networks (Cafiero, 1991; Hendry, 1993, pp. 125-131).

In this transaction, the information that was initially in PAYORD (or PAYEXT) is
copied in CREADV (or CREEXT). The client can also send REMADYV directly to the
supplier with the content of the CREEXT message.

The FINPAY message is for interbanking credit transfer through the SWIFT network
and is used for international payments.

The REMADV message is only needed when the remittance and the payment
instructions are separated in time. In such a case, the remittance advice informs the
supplier that a payment will be made at the date defined in the supply contract. The figure
sketches a bare-bones illustration of the operation and does not take into account all
potential problems, such as the lack of funds, identification errors, etc., that will trigger
the exchange of the appropriate messages.

4.10.2 Funds Transfer with X12

Fund transfers with X12 follow the preceding outline with the Transaction Set 820
replacing the messages PAYORD/PAYEXT and DEBADV. Following each exchange,
the recipient may use the Transaction Set 997 to inform the sender that the received
message is syntactically correct, thereby ensuring the regular progress of each stage of
the transaction. If the credit transfer cannot be done, the Transaction Set 827 is sent. Of
course, all of these messages can be secured with the procedures defined in X12.58 or
those that are based on S/MIME. In a pilot experiment, the time needed for the
transmission and the processing of these exchanges, assuming error-free transmissions,
varied between 12 minutes per 100 instructions and 58 minutes for 1000 instructions,
instead of the average 2 to 4 days for manual settlement (Segev et al., 1996).

The delay between the order of a stock trade and its settlement increases the
transaction costs and the financial risks. This is why the Security Industry Association
(SIA) in the U.S. set June 2005 as the date when all securities trades must be completed
by the end of the day following the trade, down from the current 3 days (the so-called
T+1 settlement). However, between 20 and 30% of all trades fail, mostly because of data
entry errors (Manchester, 2002). Thus, the ambitious target is only possible by full
automation of the end-to-end processing of the transaction. This concept of Straight -
Through Processing (STP) covers activities from the front office, including gathering
intelligence, through to the final settlement passing by order taking and execution.

4.11 Electronic Billing

Electronic billing is called Electronic Bill Payment and Presentment (EBPP) or
Electronic Invoice Payment and Presentation (EIPP). This is a logical step after the
dematerialization of commercial exchanges and has been around since the Minitel. While
this feature appeals to large bill producers (utilities and telecommunication companies), it
may also interest the public at large, because it gives subscribers the capability of
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viewing their bills on the screen and of paying them online. From a business-to-business
perspective, the electronic links among buyers, suppliers, and their respective bankers
provide firms with easier tools for financial management and inventory management.

The establishment of electronic billing on the Internet requires a larger opening of the
information systems of the parties and uniformity in the message formats used. This is to
group bills from different suppliers and consolidate them in a single bill that will be
presented to the firm in a form that is compatible with its information system. These steps
are shown in Figure 4.22.

FIGURE 4.22

Grouping and consolidation of
electronic bills.

The payment phase depicted in Figure 4.23 relies on collectors associated with credit
institutions to collect the payments (with credit transfers, electronic checks, etc.) and
deposit them in acquirer banks.

CheckFree, one of the foremost payment intermediaries in the U.S., captured 90% of
the market for online billing in this country. Other actors are consortia of banks as well as
individual entities, such as Billserv and Online Resources. In the consumer space,
MasterCard offers a special service for banks called Remote Payment and Presentment
Service (RPPS) on the basis of OFX. Finally, the operators of the settlement networks
ACH and CHIPS are pushing the idea of using their networks to deliver electronic bills
and payments.

4.12 EDI Integration with Business Processes

Depicted in Figure 4.24 is a simplified synthesis of all the EDI elements in a commercial
transaction. The basis is the real-life efforts of a telephone operator (Bell Atlantic, today
Verizon) to streamline its internal processes and reduce the processing cost of
commercial invoices by at least 20% (Sivori, 1996). Of course, in this simplified view,
many elements of a real transaction were discarded for the sake of clarity.

The integration of EDI in business processes clearly poses logistic and legal
challenges, namely, its integration with the internal processes of the corporation (the
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“back-office™) and the legal status of the EDI. Standards help to identify and track parcels
or crates in automated warehouses, particularly the Multi Industries Transport Label
(MITL) and the Serial Shipment Container Code (SSCC).

FIGURE 4.23
Online payment of electronic bills.
The problem is how to integrate these offers with existing processes in an economical and

efficient manner. Probably, solutions envisaged for large enterprises will not be identical
to those for small and medium enterprises.

4.13 Standardization of the Exchanges of Business-to-Business
Electronic Commerce

4.13.1 EDI/EDIFACT

In the U.S., DISA (Data Interchange Standards Association) has acted as the secretariat
for the ANSI accredited committee (ASC) X12 since 1987 and is responsible for the
publication and distribution of the standards. As in all ANSI committees, the technical
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activities for development and maintenance of X12 take place in subcommittees that
represent the various sectors inter-

FIGURE 4.24

Synthesis for EDIFACT and X12. The
numbers in parentheses show the
sequence of the messages.

ested in standardization (manufacturing, purchasing, finance, transportation, public
administration, health care, etc.). For example, in the health-care field, ANSI turns to the
Health Industry Business Communications Council (HIBCC). This organization groups
the various institutions interested in the use of EDI for health care, in particular, the
Healthcare EDI Coalition (HEDIC) and the National Wholesale Druggists Association
(NWDA).
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The work on EDIFACT is within the scope of the Commerce Division of the
UN/ECE. Starting in March 1997, the activities were moved to the Center for Facilitation
of procedures and practices in Administration, Commerce and Transport (CEFACT), now
called the U.N. Centre for Trade Facilitation and Electronic Business, which was attached
to the Committee for Development of Trade (CDT). To take into account the rapid
development of e-commerce, a new structure was formed in 1998 and given the name
UN/ EDIFACT Work Group (EWG). It is this structure that supports the work on
ebXML to perpetuate the legacy of traditional EDI. Figure 4.25 depicts the current
organization (Charmot, 1997b, pp. 40-42).

Although the world is divided into six regions to encourage regional activities,
participation in the standardization of EDIFACT comes primarily from Western Europe
and North America. Groups of experts associated with industry or professional
organizations initiate the propositions that

FIGURE 4.25
Standardization of EDIFACT within
the United Nations system.

will be approved at the national level before being submitted to such international
organizations such as UN/ECE and ISO to harmonize the various proposals.
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Among the main national organizations, arranged in alphabetical order by country, are
the following:

1. In France, the committees EDIFRANCE and SIMPROFRANCE (Comité Francais
pour la Simplification des Procédures du Commerce International—French
Committee for the Simplification of Procedures for International Commerce) as well
as the AFNOR (Association Francaise de Normalisation—French Association for
Standardization)

2. In Germany, DIN (Deutsches Institlt fir Normung e.V.—German Institute for
Standardization)

3. In the U.K., the committee SITPRO that represents British interests in international
bodies and promotes EDI on the national level

4. In the U.S., ANSI X12, which manages the North American EDIFACT Board

Standard development is animated by rapporteurs supported by regional “EDIFACT
Boards.” The rapporteurs meet twice a year by organizing Joint Rapporteurs Team (JRT)
meetings. Beginning in June 1998, EWG replaced the JRTS.

The West European EDIFACT Board (WEEB) was formed in 1988 to coordinate the
activities at the West European level. It included members of the European Commission,
the European Free Trade Association (EFTA), the European Committee for
Standardization [Comité Européen de Normalisation (CEN)], European industry
associations, and international organizations such as SWIFT. Simultaneously, the
European Commission started the TEDIS program to promote the utilization of EDI in
Europe. Within the framework of these activities, the European Commission played the
role of the WEEB secretariat from 1988 to 1994, when TEDIS ended.

In September 1995, CEN hosted the European Board for EDI Standardization (EBES)
(http://www.cenorm.be/ebes), where development of EDIFACT messages continued in
various fields such as commerce, transportation, customs, banking, statistics,
construction, insurance, tourism, health care, government purchases, social
administration, and employment. The work from the experts group carries the label EBES
Expert Group (EEG), although many documents in circulation still carry the older name
of Message Development Group (MDG).

The ISO committee responsible for the standardization of EDIFACT is Technical
Committee (TC) 154.

4.13.2 XML/EDI Integration

The main organizations involved in the integration of XML/EDI are mentioned below in
alphabetical order.

4.13.2.1 CEFACT

CEFACT of the U.N. promotes a generic definition for the exchanges encountered in
business-to-business e-commerce through the ebXML. This generic framework must be
further defined for each sector individually. Shown in Figure 4.25 is the position of the
CEFACT within the U.N. system.



Protocols for secure €lectronic commerce 224

4.13.2.2 CommerceNet

CommerceNet (http://www.commerce.net) is a nonprofit consortium of U.S. companies
formed to promote global solutions for e-commerce (Tenenbaum et al., 1995). Action of
this consortium takes place along three axes:

1. Development of XML catalogs and the associated DTDs
2. Demonstration of test beds of practical XML solutions
3. Interworking of XML with alphanumeric EDI

DISA collaborates with CommerceNet on the subject of the convergence of X12 and
XML.

4.13.2.3 IETF (Internet Engineering Task Force)

The EDIINT group of the IETF defined ways to secure the transmission of structured
data related to business-to-business commerce using EDI, EDI-FACT, or XML with
SMTP messaging as content types defined by the MIME extensions.

4.13.2.4 Open Buying on the Internet (OBI)

Open Buying on the Internet (OBI) is an initiative of the OBI Consortium, started in
1997, with a major push by American Express, to encourage business purchases over the
Internet. The messages are based on transaction set 850 (Purchase Order), enveloped to
form an OBI object and then sent using HTTP. Security is achieved with the Secure
Sockets Layer (SSL) protocol and with X.509 certificates that implement Version 3 of the
specifications.

4.13.2.5 Open Trading Protocol (OTP) Consortium

The OTP (Open Trading Protocol) Consortium, which started in 1997 as well, advocates
the use of the OTP, which uses XML, thereby competing head-to-head with the OBI
Consortium.

4.13.2.6 Organization for the Advancement of Structured Information
Standards (OASIS)

OASIS is a consortium grouping the main software developers and system integrators
(Sun Microsystems, IBM, Microsoft). It is developing the ebXML language in
collaboration with the CEFACT to define XML messages for commerce starting from the
existing EDIFACT. OASIS is also responsible for the development of the Universal
Business Language (UBL) to describe the content of messages stored in model libraries,
thereby facilitating the creation of XML schemas for groups of transactions (orders, bills,
etc.).

It was mentioned earlier that OASIS defined SAML to describe with XML the data
elements to be verified before authorizing access, by an individual or a group, to a given
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service. The SAML structures are typically included in HTTP forms sent with the POST
method or in SOAP messages coded in XML.

4.13.2.7 RosettaNet

The RosettaNet (http://www.rosettanet.org) consortium primarily focuses on the supply
chain for the electronics industry, where the legacy EDI is almost negligible, which
allowed a greenfield start. The application is to tie together the manufacturers of
electronic components (e.g., Intel), the equipment manufacturers (e.g., Cisco Systems,
HP, Siemens, Toshiba), the system integrators, the wholesale dealers (e.g., Ingram
Micro), and the retailers (e.g., CompUSA). By linking the information systems of all the
participants of the supply chain, it becomes much easier to know the state of the supply at
any moment and to coordinate the capacities of each sector to avoid buildups or
shortages. To align the processes used along the chain on the same reference, the
description of the business processes uses Partner Interface Processes (PIPs). These are,
in effect, DTDs, where the objects and the transaction data models are described in XML.
There are tools to verify the behavior of an XML script with the different sectorial PIPs
already available.

In 2002, the Uniform Code Council (UCC) absorbed RosettaNet. The UCC covers
some 23 industries associated with public warehousing and grocery industries.

4.13.3 XML

Standardization of XML is the work of the W3C, which started with the joint support of
the Massachusetts Institute of Technology (MIT) in the U.S., the Institut National de
Recherche en Informatique et en Automatique (INRIA) in France, and Keio, Shonan-
Fujisawa University, in Japan.

In 2002, the European Research Consortium for Informatics and Mathematics
(ERCIM) replaced INRIA as the European representative in W3C. The ERCIM was
founded in 1989 and unites 15 European research institutes specializing in information
technology (http://www.ercim.org).

4.14 Summary

Automation and dematerialization of exchanges are means to improve productivity.
However, they do not depend solely on telecommunication and information processing
technologies. By modifying the course of the information flows within the enterprise and
by establishing collaborative relations among separate organizations, business-to-
business e-commerce is causing a major reorientation in the ways information is
managed.

The magnitude of the investments that large enterprises have already committed to
EDI, in one form or another, will continue to delay the development and large-scale
adoption of XML-based solutions, as long as the legacy systems satisfy the needs. No
enterprise can afford to rethink its mode of operation every few months to follow the
latest fashion. Without stability, it is highly unlikely that a commercial network would be
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able to survive. Yet, systems using the Internet exhibited excessive ambitions or offered
incomplete solutions. Integration in a network of the internal processes of several
enterprises requires substantial prior thinking, particularly because the question of
security over open networks like the Internet is not completely resolved. Furthermore, the
cornerstone of the Internet is a network without intelligence, mere pipes connecting the
end points; yet, commercial links include many intermediaries, such as banks, that
intervene directly in the conduct of the exchanges. Time is needed for a sufficient number
of participants to accept a new networked organization and for the turnover to be
significant. It should be expected, therefore, that solutions that use XML will gradually
replace existing solutions as the infrastructure is renewed and as new requirements arise
that the legacy systems cannot meet. Some of these needs include consultation of
multimedia catalogs, multimedia exchanges, and quasi-real-time queries of inventories or
of market status. Standardization of the information flow is essential to avoid ending up
with a complicated architecture.

Questions

1. What are the possible exception conditions that can affect order fulfillment in
business-to-business e-commerce?

2. What are the main benefits and main costs related to business-to-business e-
commerce?

3. Compare the limitations and advantages of the platforms for traditional EDI as
compared to Web-based platforms.

4. Compare and contrast business-to-business and business-to-consumer e-commerce
in terms of procurement processes, order sizes, market sizes, and work flow.
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SSL (Secure Sockets Layer)

ABSTRACT

SSL (Secure Sockets Layer) protocol is a generalist protocol for securing
exchanges; however, it is widely used in electronic commerce (e-
commerce) applications (Freier et al., 1996). SSL was integrated in 1994
in Netscape Navigator to secure communication between a client and a
server over an open network such as the Internet. The first public version
of SSL was 2.0, because Version 1.0 was a test version used internally
within Netscape. Version 3.0, which is currently used, corrected some of
the weaknesses that were discovered in the preceding version. Version 3.0
served as the starting point for the protocol TLS (Transport Layer
Security) of the IETF (Internet Engineering Task Force), defined in IETF
RFC 2246 (1999). TLS was, in turn, adapted to wireless communication
in the WTLS (Wireless TLS) protocol. Both TLS and WTLS will be
described in the next chapter.

This chapter presents the SSL protocol in some detail, including
descriptions of the exchanges and an estimation of the duration of each
message during session establishment. The chapter contains an appendix
that gives the structure of SSL messages. For the interested reader, the
book by Rescorla contains abundant information concerning the
implementation of secure systems with SSL and TLS (Rescorla, 2001).

5.1 General Presentation of the SSL Protocol

SSL is a general protocol that can be applied to secure any exchanges between two
points. This explains why it surpassed the S-HTTP (Secure HyperText Transfer Protocol)
of IETF RFC 2660 (1999), which can only protect HTTP exchanges. In contrast, the SET
(Secure Electronic Transaction) protocol, which was developed by Visa and MasterCard
and which will be the subject of the Chapter 7, is exclusive to bankcard transactions.

5.1.1 Functional Architecture

SSL secures the exchanges between a client and a server in a transparent manner by
being between the application and the transport layers of the OSI (Open Systems
Interconnection) reference model. It may be possible to qualify SSL as a “presentation
protocol.” Figure 5.1 shows the location of SSL in the TCP/IP protocol stack.

Figure 5.2 shows the correspondence between SSL and other Internet protocols. SSL
does not function on top of the UDP (User Datagram Protocol), because the latter does
not offer a reliable transport, which may lead to IP packet losses. The flow interruptions
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that may result would be interpreted as security breaks that would force disconnection of
the communication.

FIGURE 5.1
Functional model of SSL.

FIGURE 5.2

Position of SSL protocol in the TCP/IP
stack. (RPC=Remote Procedure Call,
XDR=External Reference Data.)

Accordingly, SSL cannot protect the following protocols: SNMP (Simple Network
Management Protocol), NFS (Network File System), DNS (Domain Name Service), and
the voice on IP protocol ITU-T Recommendation H.323.

IANA (Internet Assigned Numbers Authority) allotted specific IP ports to some
applications for communicating with SSL. These ports are given in Table 5.1. The
applications listed in Table 5.2 use the shown port by widespread convention, although
IANA has yet to bless that usage officially.



Protocols for secure €l ectronic commerce 230

5.1.2 SSL Security Services

SSL offers three security services: authentication, integrity, and confidentiality. With the
help of a digital signature, it is possible to provide the elements necessary for a
nonrepudiation service. SSL defines a framework to use the encryption and hashing
algorithms that were negotiated between the two parties. This flexible structure is open to
the integration of new algorithms as the users adopt them.

TABLE 5.1
IP Ports Assigned to Secure Applications with SSL

Secure Protocol Port  Nonsecure Protocol Application
S-HTTP 443 HTTP Secure request-response transactions
SSMTP 465 SMTP E-mail
SNNTP 563 NNTP Network news
SSL-LDAP 636 LDAP Light version of X.500
SPOP3 995 POP3 Remote access of mailbox with message
download

Note: S-HTTP=Secure HyperText Transfer Protocol; SSMTP=Secure Simple Mail Transfer
Protocol; SNNTP=Secure Network News Transfer Protocol; LDAP=Lightweight Directory Access
Protocol; and POP=Post Office Protocol.

TABLE 5.2

IP Ports Used without Formal Attribution to Secure
Applications with SSL

Secure Port Nonsecure Application
Protocol Protocol
FTP-DATA 889 FTP File transfer
FTPS 990 FTP Control of file transfer
IMAPS 991 IMAP4 Remote access to mailbox with or without
downloading of messages
TELNETS 992 Telnet Remote access to a computer
IRCS 993 IRC Internet chat; text conf erencing

Note: IMAP=Internet Message Access Protocol; IRC=Internet Relay Chat.

5.1.2.1 Authentication

Authentication uses a certificate that conforms to ITU-T Recommendation X.509 Version
3. It takes place only at the session establishment and before the first set of data is
transmitted. This service was optional in Version 2.0 of SSL and became mandatory for
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the server in Version 3.0. This choice stimulated the usage of SSL without a complex
infrastructure to manage the keys for the general public. However, the server can require
the client to authenticate itself and may refuse to establish the session because the
certificate is lacking.

Authentication can be static or dynamic. In a static authentication, the client extracts
the public encryption key from the certificate that the server sends. In dynamic
authentication, in contrast, the server certificate contains a signature key with which to
sign a temporary encryption key. Through this ephemeral key exchange, a pair of
temporary keys can be used to protect the data exchanged to construct the symmetric
encryption key for the session. Thus, the static key contained in the server certification
allows the client to authenticate and verify the integrity of the public ephemeral key that
the server generates.

Dynamic authentication was first used to satisfy the U.S. export regulations that limit
RSA encryption key lengths to 512 bits. Accordingly, a longer (1024-bit) key extracted
from the server certificate is used to sign a temporary 512-bit key with the strong key.
Furthermore, it can be used to protect against any compromise of the server’s static key,
in which case every SSL session that was ever established with that key would be
exposed.

In addition to RSA, other algorithms for key exchange are the Diffie-Hellman
algorithm, and the previously secret algorithms that the National Security Agency (NSA)
developed for cryptographic applications on the PCMCIA card called “Fortezza” (NSA,
1994). The use of ephemeral Diffie-Hellman algorithm helps establish perfect forward
secrecy: they are the ephemeral keys that cannot be recovered once destroyed. The
Fortezza card uses a variant of the Diffie-Hellman algorithm called the Key Exchange
Algorithm (KEA) for key agreement and the block cipher algorithm called SKIPJACK
for encryption. Signatures are computed with the DSA, and message digests are derived
with the SHA-1 hash function. It should be noted, however, that the integration of SSL
with Fortezza is not without problems (Rescorla, 2001, pp. 126-128).

5.1.2.2 Confidentiality

Message confidentiality is based on the utilization of the symmetric encryption
algorithms with key size of 40 or 128 bits. The same algorithm is used on both sides, but
each side uses its own key that it shares with the other party. These keys are called the
dient_write_key on the client side and the server_write_key on the server side. The
algorithms that can be used are DES (Data Encryption Standard), triple DES (3DES),
DES40 (which is the same as DES but with a key size of 40 bits), RC2, RC4 with a key
of 128 bits (RC4-128) or of 40 bits (RC4-40) for export outside the U.S., IDEA
(International Data Encryption Algorithm), and the algorithm SKIPJACK of Fortezza.

The algorithms DES40 and RC4-40 were deliberately weakened using keys of 40 bits
to satisfy the restrictions that the U.S. government imposed on the export of
cryptographic software as defined in International Traffic in Arms Regulation (ITAR).
We have seen that according to the same regulations, the usage of the RSA for key
exchange was limited to 512 bits and not 1024 bits. Since then, the legislation was
somewhat relaxed in 1999.
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5.1.2.3 Integrity

Integrity of the data is assured with the application of hash functions; they essential
employ the HMAC (Hashed Message Authentication Code) procedure to ensure better
protection against attacks (Bellare et al., 1996). The hash functions utilized can be either
SHA (Secure Hash Algorithm) or MD5 (but the strength of the latter has been
questioned). The digest is treated by a series of operations that depend on a secret key,
and the result is called MAC (Message Authentication Code).' This operation serves as
well for authentication, because the secrets utilized in the encryption of the digest are
known only to the two parties.

5.2 SSL Subprotocols

The SSL protocol is composed of four subprotocols: Handshake, Record,
ChangeCipherSpec (CCS), and Alert. Figure 5.3 depicts the arrangement of the various
components. It shows that the protocol Record is on top of the transport layer, while the
other three protocols are between the application and the Record layer.

The Handshake protocol is responsible for the authentication of the communicating
parties, for the negotiation of the encryption and hash algorithms, and for the exchange of
a secret, the PreMasterSecret. The function of the CCS protocol is to signal to the Record
layer any changes in the security parameters. Finally, the Alert protocol indicates errors
encountered during message verification as well as any incompatibility that may arise
during the Handshake. The Record protocol applies all the negotiated security parameters
to protect the application data as well as the messages originating from the Handshake,
the CCS, or Alert protocols.

5.2.1 SSL Exchanges
The exchanges described in SSL happen in two phases:

1. During the preliminary phase, identification of the parties, negotiation of the
cryptographic attributes, and the generation and sharing of keys take place.

2. During the exchange of data, the security depends on the algorithms and parameters
negotiated in the preliminary phase.

At any moment, it is possible to signal an intrusion or an error.

! Note that SSL uses the word MAC for two different computations: a digest and the HMAC. This
book will continue to use the terminology of the SSL documents to avoid any confusion.

SSL builds and adapts to the new context of security the notion of a TCP/ IP application session.
Whenever a client connects to a server, an SSL session is started. If the client connects to another
process on the server, a new session is started without interrupting the initial session. If the client
returns later to the first process and wishes to conserve the cryptographic choices already made, the
client will ask the first server to resume the old session instead of starting a new one. Thus, in SSL,
a session is an association between two entities that have a common set of parameters and of
cryptographic attributes. To limit the risks of attacks through message interception, the text that
defines SSL suggests limiting the age of the session identifier to a maximum of
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FIGURE 5.3

Protocol stack for the SSL
subprotocols.

24 hours; however, the exact duration is at the discretion of the server. In addition, the
interrupted session can be resumed only if the proper suspension procedures are used.

The concept of a connection in SSL was introduced to allow an application to refresh
(i.e., modify) certain security attributes (e.g., the encryption key) without affecting all the
other attributes that were negotiated at the start of a session. A session can contain several
connections under the control of the applications. The concepts of SSL sessions and
connections can be illustrated with the help of their state variables and the associated
security parameters.

5.2.1.1 State Variables of an SSL Session
An SSL session is uniquely identified with the following six state variables:

« A session ID, which is an arbitrary sequence of 32 octets that the server selects to
identify an active session or a session that can be reactivated.

* The peer certificate, which is that of the correspondent, and it conforms to Version 3 of
X.509. The value of the certificate can be null if the correspondent is not certified or if
the Fortezza algorithm was used.
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 The compression method—SSL allows the possibility of negotiating a data compression
method. For the time being, no method was selected and, as a consequence, this field
remains blank.

* The cipher spec, which defines the encryption and hash algorithms used out of a
preestablished list.

» The MasterSecret, with a size of 48 octets, is shared between the client and the server.
This parameter is used to generate all other secrets; therefore, it remains valid for the
whole session.

« A flag denoted is resumable to describe whether the session can be used to open new
connections.

Five elements define a cipher suite:

* The type of encryption, whether it is a stream code or a block code.

* The algorithm of encryption—the choice can be made among RC2, RC4, DES with a
key of 40 bits or of 64 bits, or the Fortezza algorithm (at one time, a classified
algorithm in the U.S.). Note that it is also possible not to encrypt the exchanges.

* The hashing algorithm that can be either MD5 or SHA—it is also allowed to choose no
hashing at all.

* The size of the digest.

* A binary value indicating the permissibility to export the encryption algorithm
according to U.S. law on export of cryptography

Negotiation of a cipher suite is done in the open during session establishment. Table 5.3
gives the ensemble of algorithms supported by SSL. The recognized cipher suites are
presented in Table 5.4.

TABLE 5.3
Algorithms Negotiated by the Handshake Protocol

Function Algorithm

Key exchange RSA, Fortezza, Diffie-Hellman
Stream symmetric encryption RC4 with keys of 40 or 120 bits
Block symmetric encryption DES, DES40, 3DES RC2, IDEA, Fortezza
Hashing MD5, SHA

TABLE 5.4

Recognized Cipher Suites in SSL

Key Exchange Symmetric Encryption Hashing Signature
RSA Without encryption MD5 or SHA —
RC4-40 MD5 —

RC4-128 MD5 or SHA —
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RC2 CBC 40 MD5 —
IDEA CBC SHA —
DES40 CBC SHA —
DES CBC SHA —
3DES EDE CBC SHA —
Diffie-Hellman DES40 CBC SHA DSS or RSA
DES CBC SHA DSS or RSA
3DES EDE CBC SHA DSS or RSA
Diffie-Hellman ephemeral DES40 CBC SHA DSS or RSA
DES CBC SHA DSS or RSA
3DES EDE CBC SHA DSS or RSA

Note: SSL allows the exchange of keys with Diffie-Hellman without authentication of the parties
(“Anonymous Diffie-Hellman”). This mode is vulnerable to man-in-the-middle attacks, which
makes it unsuitable for commercial applications.

5.2.1.2 State Variables for an SSL Connection

The parameters that define the state of a connection during an SSL session are those that
will be “refreshed” when a new connection is established. These parameters are as
follows:

» Two random numbers (server_random and client_random) of 32 octets each: These
numbers are generated by the server and the client, respectively, at the establishment
of a session and for each new connection. The secret key will be derived using these
random numbers, which means that these numbers are exchanged in the clear at the
opening of a session. In contrast, during the establishment of an additional connection
when the session is active, the process of encryption is fully functioning, and the
numbers are transmitted encrypted. The use of these numbers protects against replay
attacks using ancient messages.

» Two secret keys, server MAC_write_secret and client_ MAC_ write_secret: These keys
will be employed within the hash functions to calculate the message authentication
code, or MAC. The size of the MAC depends on the hash algorithm used, which will
be 16 octets for SHA or 20 octets for MD5.

» Two keys for the symmetric encryption of data, one for the server side and the other for
the client side: While the same algorithm is used by both parties, each can use its own
key, server_write_key or client_ write_key, respectively, provided that they share it
with the other side. The key size depends on the encryption algorithm selected and the
legislation on cryptography.

* Two initialization vectors for symmetric encryption in the Cipher Block Chaining
(CBC) mode: One vector is for the server side and the other for the client side. Their
sizes depend on the selected algorithms.
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» Two sequence numbers, one for the server and the other for the client, each coded over
8 octets: These sequence numbers are now maintained separately for each connection
and are incremented whenever a message is sent on this connection. This mechanism
offers some protection against replay attacks because it prevents the reuse of already
emitted messages.

Each connection has its own cryptographic parameters (keys and initialization vectors),
but all connections of the same session share the MasterSecret. In addition, the
confidentiality keys for each direction remain independent of each other.

5.2.2 Synopsis of Parameters Computation

Illustrated in Figure 5.4 is the computation of MasterSecret, starting from the
PreMasterSecret and the parameters client_random and server_random. The value of the
MasterSecret will remain constant throughout the session. The parameters client_random
and server_random are exchanged in the clear, while the PreMasterSecret is exchanged
confidentially with the help of the key exchange algorithm. The computation of the key
from encrypting the hash key and the intialization vectors begins from the variables
MasterSecret, client_random, and server_random, in the manner depicted in Figure 5.5.

The opening of a new connection will lead to the recalculation of the variables
client_random and server_random, although the value of the MasterSecret remains
unchanged. As a consequence, the variables client_write_key, respectively,
server_write_key will be recomputed at the opening of a connection.

Note that for each new connection, each of the communicating entities uses a
symmetric encryption key different from its partner. Thus, a flow in one direction is
encrypted with a different key from corresponding flow in the opposite direction.

FIGURE 5.4

Construction of the MasterSecret at the
start-up of a session.
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FIGURE 5.5

Generation of the secrets and the
initialization vectors at the start-up of a
session or a connection.

5.2.3 The Handshake Protocol

5.2.3.1 General Operation

The Handshake protocol begins with the mandatory authentication of the server,
authentication of the client being optional. Once the authentication is established, both
parties move to the negotiation phase to select the cipher suite that will be used
throughout the session. Thus, the Handshake protocol conditions the whole process of
secure data transfer, which makes it a prime target for potential aggressors.

Shown in Table 5.5 is a chronological list of the messages of the Handshake protocol
and their significance. Figure 5.6 illustrates the exchanges during the establishment of a
session. The structure of the protocol messages is presented in Appendix 5.1.

5.2.3.2 Opening of a New Session

A session that the client initiates begins with the transmission of the Client-Hello
message to the server. The server can also take the initiative by sending the
HelloRequest. This message does not contain any information and is used only to alert
the client that the server is ready. The subsequent exchanges take place in the same
manner, irrespective of the way the session started.

According to SSL Version 3.0 procedures, the exchanges that take place during the
opening of a new session include the following four stages:

« Identification of the cipher suites available at each site
* Authentication of the server
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* Exchange of secrets
« Verification and confirmation of the exchanged messages

5.2.3.3 ldentification of the Cipher Suites

The first messages exchanged between the client and the server, ClientHello and
ServerHello, allow the negotiation of the encryption algorithms and the characteristic
secrets of the session. Both the client and the server must begin by choosing the version
of the SSL protocol that is common to both parties (Version 3.0 or the default, VVersion
2.0). The ClientHello message, even if it specifies Version 3.0, is encapsulated in a
Record message in the format defined by Version 2.0. This feature gives servers the
possibility of responding even if they have not been upgrades from Version 2.0 to 3.0.

After sending the ClientHello message, the client waits for the arrival of the
ServerHello message. This message must indicate the version of the protocol and the
unique session identifier that the server selected. The session identifier will be used to
resume an already established session, as will be shown later. The message also contains
the random number server_random. By exchanging the random numbers, client_random
and

TABLE 5.5

The Messages of the Handshake Protocol in
Chronological Order

Message Message Direction of Meaning
Type Transmission
HelloRequest o Server—Client Notice to the client to begin the Handshake
ClientHello M Client—Server This message contains:

The version of the SSL protocol
The random number Client_random
The session identifier: session_ID

The list of cipher suites that the client
selects

The list of compression methods that the
client selects

ServerHello M Server—Client This message contains:
The version of the SSL protocol
The random number: Server_random
The session identifier: session_ID
A cipher suite

A compression method
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Certificate (0]

ServerKeyExchange 0o

CertificateRequest 0

ServerHelloDone M

ClientKeyExchange M

CertificateVerify 0]

Finished M

Server—Client
Client—Server

Server—Client

Server—Client

Server—Client

Client—Server

Client—Server

Server—Client
Client—Server

This message contains the server’s
certificate or the client’s certificate if the
client has one and the server has requested
it

The server sends this message if it does not

have a certificate or owns only a signature
certificate

The server sends this message to request
the client’s certificate

This message informs the client that the
transmission of the ServerHello and
subsequent messages have ended

Message containing the PreMasterSecret
encrypted with the server’s public key

Message allowing the explicit verification
of the client’s certificate

This message indicates the end of the
Handshake and the beginning of data
transmission, protected with the newly
negotiated parameters

Note: M=mandatory; O=optional.
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FIGURE 5.6

Messages exchanged during the
establishment of a new session. (From
Sherif et al., Proc. ISCC’98, pp. 353—
358, ©1998 IEEE. With permission.)

server_random, each party will be able to reproduce the secrets of its correspondent,
thereby sharing the secrets.

The message must include the cipher suite that the server retained from among the
choices the client suggested. This suite will be used to ensure the confidentiality and the
integrity of the data. If no common suite is available, the server (or the client, according
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to the case) will generate the error message close notify as specified by the Alert
protocol, and the session will be dropped. Note, however, that some servers do not send
the message close_notify as required but close the TCP session without warning.

It is important to remember that this negotiation takes place in the clear. An intruder
may attempt to intercept the ClientHello message and replace it by a fake message with
less-robust algorithms. Protection against this attack can be achieved with the Finished
message that is exchanged at the end of the Handshake, as will be shown later.

5.2.3.4 Authentication of the Server

In this second phase, the server authenticates itself by sending the Certificate message
with the following:

 The Version 3 X.509 certificate of the server, which includes the public key of the
cipher suite previously selected (The protocol Alert will indicate an error if the
certificate is not included.)

* The certification path and the certificate of the certification authority

As a reminder, an X.509 certificate has the following form:
Certificate=NamesgnerrNameca+PKservert SKca{ HINamesererNameca+PKserver|

where: Namesgner=the server name;

Nameca= the name of the certification authority;

PKsener=the server public key;

SKca{x}=the signature of x with the private key of the certification authority; and

H(y)=the digest of y.

If the server does not have a certificate, then instead of the Certificate message, it
transmits the ServerKeyExchange message. However, the servers used in e-commerce
have an interest in being authenticated.

Even if a server presents a certificate, it may be obliged to transmit the
ServerKeyExchange message under the following conditions:

* The Fortezza key exchange algorithm is used: In this case, the Server-KeyExchange
message is sent without a signed key, because it is provided in the certificate. The
message contains a random value that is used as part of the KEA key agreement
process.

* The RSA key exchanged is ephemeral: The X.509 certificate is for signature and the
ServerKeyExchange message contains the ephemeral public key of the server and its
signature to verify the integrity of the exchanged key.

* The ephemeral Diffie-Hellman method is used for key exchange: In this case as well, a
signed key (usually with the DSA algorithm) is included in the ServerKeyExchange
message to verify its integrity before establishing the joint key.

Thus, for dynamic authentication (i.e., a temporary key), the server must have a signature
certificate, and the server transmits two consecutive messages: the Certificate message,
then the ServerKeyExchange message. The Certificate message includes the public key
for signature of the server. The client verifies the certificate with the public key of the
certification authority. The ServerKeyExchange message contains the public parameters
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of the algorithm used to exchange the secret key for symmetric encryption. The server
signs these parameters using the private key that corresponds to the public key already
recovered in the first step. Upon receiving this second message, the client ensures that the
public parameters of the key exchange algorithm are those of the server, by verifying the
signature using the public key already received. This message contains the digest of the
concatenation of the variables client_random and server_random, as well as the other
server parameters. Hashing is done by the chosen algorithm, either MD5 or SHA.

After authenticating itself, the server can ask the client to do the same. The server next
sends the CertificateRequest message that contains a list of the types of certificates
requested, arranged in the order of the server’s preference for the certification authorities.

Following these messages, the server sends the ServerHelloDone message that
signifies to the client that it is finished and that it is waiting for a response.

5.2.3.5 Exchange of Secrets

If the server asks the client to authenticate itself using the CertificateRequest message,
the client must respond by including its certificate, if it has one, in the Certificate
message. If the client is not able to give a certificate, the answer will be no_certificate.
This is merely a warning and not a fatal error, unless the server requires client
authentication, in which case, the connection will be interrupted. Otherwise, user
authentication will take place at the application level with a login and a password.

The client sends next the ClientKeyExchange message with the content depending on
the algorithm used f or key exchange and the type of certificate, according to the
following:

« If the RSA algorithm is used, the PreMasterSecret is encrypted, either with the public
key of the server or with a temporary key contained in the ServerKeyExchange
message, as explained earlier.

* If the key exchange is according to the Diffie-Hellman, the message
ClientKeyExchange contains the public key that the client sends to the server. Each
site can perform separately the necessary computations that will yield a shared secret,
with a value of PreMasterSecret.

« If the key exchange is based on the Fortezza algorithm, a Token Encryption Key (TEK)
is calculated from the parameters that the server sent in the ServerKeyExhange
message. This key will then be used to encrypt the client key, client_write_key, the
secret PreMasterSecret, and the initialization vectors..

If the client has a certificate for digital signature, it will then send an explicit
confirmation with CertificateVerify message. This message contains the digest of all
previous messages starting from ClientHello, with the exception of the container
message. This digest is encrypted with the client’s private key. The purpose of this
message is to give the server the ability to authenticate the client by verifying its
signature. It is not sent in Fortezza’s Handshake.

Accordingly, the content of the CertificateVerify message will be as follows:

hash{MasterSecret+pad_2+hash(messages_already sent_but_this_one+
MasterSecret+pad_1)}
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where hash is either MD5 or SHA, depending on the case. The fields pad_1 and pad__2
contain, respectively, 48 repetitions of the octets 0x36 and 0x5C in the case of MD5 and
40 repetitions for SHA.

The client then invokes the protocol ChangeCipherSpec to start the encryption of the
exchanges with the choices made in the previous two phases.

The client immediately sends the Finished message. This message is a hash of all the
Handshake messages that the client sent, starting with ClientHello; the hash uses the
cryptographic attributes just negotiated. The purpose is to foil all man-in-the-middle
attacks by verifying the integrity of the ensemble of exchanges.

The hash is calculated with the following formula:

hash{MasterSecret+pad_2+hash(handshake_messages+Sender+Master-
Secret+pad_1)}

where hash is either MD5 or SHA. The field handshake _messages contains the
exchanged messages with the exception of the ChangeCipherSpec and the current
message. Note the presence of the field Sender, which contains the identity of the sender.

Having transmitted the Finished message, the client begins sending the encrypted
application messages without waiting for an acknowledgment.

Note that the message ChangeCipherSpec is not included in the computation, because
it is not part of the Handshake protocol. For security reasons, it is preferable not to
process the received Finished message unless it follows the ChangeCipherSpec message
(Wagner and Schneier, 1996). Also, the MasterSecret is included in the MAC of
CertificateVerify, ChangeCipherSpec, and Finished.

5.2.3.6 Verification and Confirmation by the Server

Upon receipt of the Finished message, the server attempts to reproduce the same hash
with the message that it previously received. It compares the result with the content of the
Finished message that just arrived from the client. This step will allow detection of any
intruder that would have intercepted and modified the messages.

The server sends, in turn, the message ChangeCipherSpec and Finished. Here, again,
the Finished is generated from all the messages that were sent and transmitted encrypted.
The server starts to send the application data.

The transmission of the data just after sending the Finished message can open the
following security hole. An intruder can modify either the ClientHello message or the
ServerHello message to force the use of a weak cipher suite, recover the PreMasterSecret,
and divert the Finished message. In this way, the intruder can substitute for one or both
parties. To defend against this attack, it is sufficient to wait and not begin data
transmission until the Finished messages are exchanged from both sides (Mitchell et al.,
1998).

5.2.3.7 Summary: Session Establishment

Figures 5.7 and 5.8 show, respectively, the global state machines of the client and the
server during the establishment of a session. The notation used in these figures is the one
commonly used in the area of formal description techniques of communications protocol.
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Thus, “processAlmessagel” means that processA is sending messagel and
“processB?message2" shows that processB received message2. The process SSL has two
interfaces, one with the applications and the other with TCP transmission protocol; the
latter is the one represented in the figures.

5.2.3.8 Connection Establishment

Establishment of the first SSL connection is the same as the establishment of a session as
explained above. If an SSL was already established, TCP flows can transit in both
directions. Thus, establishment of a new connection consists of refreshing the parameters
client_random and server_random with the ClientHello and ServerHello messages, while
preserving the encryption and hashing algorithms already selected. A new authentication
is avoided, and, contrary to what happens for session establishment, the ClientHello and
ServerHello messages are encrypted. Figure 5.9 depicts the exchanges.

The ClientHello message contains the session identifier of the session that will carry
the connection. Should this identifier be absent from the server’s tables, either because it
is incorrect or because the session that it refers to has expired, the client is not rejected,
and the server starts a new complete Handshake to establish a new session.

The client and the server confirm their agreement by sending the Change-CipherSpec
message from each side and end the abbreviated Handshake with the Finished message as
before.
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FIGURE 5.7

Session establishment as seen by the
client’s state machine.

The specifications are not clear concerning the appropriate action if the new exchanges
introduce a new cipher suite. Similarly, it is not clear if in a
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FIGURE 5.8

Session establishment as seen by the
server’s state machine.

session previously established with Version 3.0, the new connection can be of Version
2.0. However, downgrading the version can degrade the security due to the weaknesses of
Version 2.0. Therefore, it is not recommended. In fact, some attacks can be initiated by
forcing such a downgrade (Rescorla, 2001, pp. 137, 308).



SSL (Secure Sockets Layer) 247

FIGURE 5.9

Exchanges during a connection
establishment.

5.2.4 The ChangeCipherSpec Protocol

The ChangeCipherSpec (CCS) protocol consists of a single message that has the same
name as the protocol and whose size is 1 octet. It indicates to the protocol Record that the
encryption can start with the cryptographic algorithms that were negotiated. Before this
message, the encryption was the task of the Handshake protocol. Following receipt of this
message, the protocol Record layer on the transmit side will have to modify its write
attributes, i.e., the method of encrypting the sent messages. On the receive side of the far-
end entity, the protocol Record layer will modify its read attributes to be able to decipher
the received messages.

5.2.5 The Record Protocol

As seen above, the Record protocol intervenes only after transmission of the
ChangeCipherSpec message. During the session establishment, the role of the protocol
Record layer is to encapsulate the Handshake data and to transmit them without
modification toward the TCP layer. During the data encryption phase, the Record
protocol receives data from the upper layers (Handshake, Alert, CCS, HTTP, FTP, etc.)
and transmits them to the TCP after performing, in order, the following functions:

1. Segmentation of the data in blocks of maximum size of 214 octets

2. Data compression, a function considered but not supported in the current version of the
specifications

3. Generation of the digest to ensure the integrity service
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4. Data encryption to ensure the confidentiality service

The Record protocol adds a header of 5 octets to each message received from the upper
layers. This header indicates the message type according to its origin: subprotocols
Handshake, Alert, CCS, or application data, such as HTTP and FTP. It signals, as well,
the version of the SSL protocol used and the length of the encapsulated data blocks.
Computations for the MAC associated with the integrity service code include the
sequence number for each fragment sent to detect potential replay or reordering attack. It
is not possible, however, to correct the effects of these attacks because the Record
protocol receives a field dedicated to transport these numbers.

The inverse tasks are performed on the receive side: decryption, integrity verification,
decompression, and reassembly. If the computed digest is not identical to the one that
was received, the Record protocol invokes the Alert protocol to relay the error message to
the transmit unit.

The operation of the Record layer is depicted in Figure 5.10.

5.2.6 The Alert Protocol

The role of the Alert protocol is essentially to generate alarm messages after any errors
and to signal the change of states, such as the closing of a con-

FIGURE 5.10

Functional representation of the
Record layer.
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nection. Like all the messages coming from the upper layers, the Record layer encrypts
the messages using the encryption attributes in place. Depending on the seriousness of the
threat, the alarm can be a simple warning or can cause disconnection of the session. A
warning message is for caution and does not require a specific action. In contrast, a fatal
message forces the transmit side to close the connection immediately, without waiting for
an acknowledgment from the other party. From its side, the receiver will close the
connection as soon as the alarm message arrives. Because “fatal” messages force session
disconnects, SSL is vulnerable to denial-of-service attacks should an intruder succeed in
substituting the canonical messages with nonconforming messages that would provoke
session disconnects.
The Alert protocol can be invoked in one of the following ways:

« By the application, for example, to indicate the end of a connection
* By the Handshake protocol if it encounters a problem
* By the Record protocol directly, for example, if the integrity of a message is in question

Table 5.6 lists the messages of the protocol Alert arranged in alphabetical order.

Notice that there are no messages related to differences in the choice of cipher suites
in a session and a connection that it carries or between a resumed session and the initial
session. In the TLS protocol, however, new messages are defined to cover these cases.

TABLE 5.6
Messages of the Alert Protocol

Message Context Type
bad_certificate Failure of a certificate verification Fatal
bad_record_mac Reception of an incorrect MAC Fatal
certificate_expired Expired certificate Fatal
certificate_revoked Revoked certificate Fatal
certificate_unknown Invalid certificate for other reasons than the above Fatal
close_notify Voluntary interruption of a session Fatal
decompression_failure  The decompression function received improper data (data Fatal

too long)
handshake_failure Inability to negotiate common parameters Fatal
illegal_parameter A parameter in the Handshake is out of range or is Fatal
inconsistent with other parameters
no_certificate Negative response to a certificate request Warning/Fatal
unexpected_message  Inopportune arrival of a message Fatal

unsupported_certificate The received certificate is not supported Warning/Fatal
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5.2.7 Summary

The tasks accomplished by the various SSL subprotocols are illustrated in Figure 5.11.

5.3 Example of SSL Processing

This section presents a detailed analysis of the processing of an SSL transaction to
illustrate the preceding discussion. This example will allow the

FIGURE 5.11
Functions of the SSL subprotocols.



SSL (Secure Sockets Layer) 251

evaluation of the cryptographic computation load of SLL for the following cases:

* Session establishment
» Connection establishment
* Application processing

5.3.1 Assumptions

The performance of SSL depends on several factors, particularly the performance of the
processor used, the type of cipher suite selected, as well as the length of the certification
path. Results of the benchmarks BSAFE4.0 from RSA Data Security, Inc., will be used
assuming a Pentium II™ from Intel at the clock rate of 233 MHz. The pertinent data are
presented in Table 5.7.

The following choices are made in the example on the analysis of the cryptographic
load SSL:

 The symmetric encryption algorithm for the protocol Record is DES, with 64 bits in the
CBC mode of operation.

 The asymmetric encryption algorithm is RSA, with a key of 1024 bits.

* The hash function is MD5.

* There is a level certification path. Only the server is certified, and the exchanges contain
only the certificate included in the Certificate message.

* There is only one certification authority, and it is known to the client.

* The size of the message Certificate is 500 K octets.

TABLE 5.7

Processing Time for Cryptographic Operations on a
Pentium Il at the Clock Rate of 233 MHz

Operation
DES: Key generation
DES: Encryption
DES: Decryption
MD?5: Creation of a digest
RSA: Encryption with a key of 1024 bits
RSA: Decryption with a key of 1024 bits
SHA: Creation of a digest

Duration or Speed of Execution
6.3 psec
4,386 K octets/sec
4,557 K octets/sec
36,250 K octets/sec
4.23 K octets/sec
2.87 K octets/sec
20,428 K octets/sec
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5.3.2 Establishment of a New Session

5.3.2.1 Message Size

All the Handshake messages have a header of 4 octets that describes the message type
coded over 1 octet and the length coded over 3 octets. The ClientHello and ServerHello
messages are sent in the clear during a request for session opening and are not encrypted.
These messages contain the following fields:

* The protocol version coded over 2 octets, the first of which indicates the version and the
second the subversion.

* The random numbers client_random (server_random), each with length of 32 octets.
They consist of two fields: the first has 4 octets and contains the time as indicated by
the client’s internal clock and expressed in universal time. The size of the second field
is 28 octets, and it contains a random number by a random number generator.

* The session identifier, which has a variable length between 0 and 32 octets and is
preceded by a field that defines its length. During session establishment, the total
length is 1 octet because the session identifier is null, while for connection
establishment, the total length is 33 octets.

* The cipher suite list that contains the list of suites the client can accept or that the server
selected. Every suite is coded over 2 octets. Given that SSL accepts up to 2"°-1
different cipher suites, the list length will not exceed 2'°-2 octets, and 2 octets are
sufficient to code the list length. Thus, the list is preceded by a field of 2 octets that
defines the size of the cipher list in octets. A client can propose several cipher suites at
the beginning of a session. To open a connection within an established session, the
client is confined to the cipher suite used in the session at hand.

* The list of the compression methods that the client can accept. Each of the methods
listed is coded over 1 octet. SSL can accept up to 255 distinct methods; however, no
method has yet been standardized.

Summarized in Table 5.8 are the previous sizes.

5.3.2.2 ClientHello Message

The length of the ClientHello message for the first opening of a session is
L=2+32+1+4+1=40 octets

to which the Handshake protocol overhead is added, to give a total size of
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TABLE 5.8

Field Sizes in the ClientHello and ServerHello

Messages

Field Name Maximum Payload Length  Number of Octets Total
Field Size in the Example  where the Length Length
(octets) (octets) is Coded (octets)

Session 1D 32 32 1 33
Cipher suite 65,534 2 2 4
List of 255 0 1 1
compression
methods

L'=40+4=44 octets

5.3.2.3 ServerHello Message
The size of the ServerHello message is
L=2+32+33+4+1=72 octets

With the Handshake overhead, the total length is
L'= 70+4=76 octets

Because both messages are sent in the clear, their processing times are negligible.

5.3.2.4 Certificate Message

In this example, the certification path has only one level. The client, therefore, merely has
to verify the signatures of the server and the certification authority. The X.509 certificate
takes the following form:

Certificate=Nameser,ert Nameca+PKservert RSAsica) {MD5{Nameseer+
NameCA+PkServer}}

where RSAsycay{} represents RSA encryption with the private key of the certification
authority, Sk(ca). The client has to do the following:

1. Decrypt with the public RSA key Pkac) the signature of the certification authority. The
digest of the MD5 algorithm is 16 octets; therefore, this operation will take

t1=16 octets/4.23 K octets/sec=3.78 msec

2. Calculate the hash of (Namesene+Nameca+PKksener). In the conditions of the example,
this computation will take
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t,=500 octets/20,428 K octets/sec=0.025 msec

Upon reception of the certificate from the server, the client has to verify the two
signatures, and this operation will take
t3=2x(3.78+0.025)=7.61 msec

5.3.2.5 ClientKeyExchange Message

The size of the parameter PreMasterSecret is 48 octets. Its encryption by the client with
the RSA algorithm requires
t,=48 octets/4.23 K octets/sec=11.34 msec

In contrast, the decryption by the server takes
ts=48 octets/2.87 K octets/sec=16.72 msec

The total duration is
ts=28.06 msec

5.3.2.6 Calculation of the Cipher Suite

Once the PreMasterSecret is exchanged, the client and the server will compute the
MasterSecret:

MasterSecret =

MD5 (PreMasterSecret+SHA (‘A’+PreMasterSecret+client_random
+server_random))+

MD5 (PreMasterSecret+SHA (‘BB’+PreMasterSecret+client_random
+server_random))+

MD5  (PreMasterSecret+SHA  (‘CCC’+PreMasterSecret+client_random
+server_random))

The size of the field
‘A’+PreMasterSecret+client_random-+server_random

(“A’ represents the character A) is 113 octets. As a consequence, the time necessary to
generate the digest with the SHA algorithm is
t;=113 octets/20,428 K octets/sec=0.006 msec

Next, MD5 hashing is applied to the field of length 68 octets defined by
PreMasterSecret+SHA(‘A’+PreMasterSecret+client_random
+server_random)

which requires
t;=68 octets/36,250 K octets/sec=0.002 msec
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Being repeated three times, the total time necessary to calculate the MasterSecret (by
either the client or the server) is

t,=3%(0.006+0.002)=0.024 msec

Once the MasterSecret is obtained, the encryption key is deduced from the following
encryption block:

KeyBlock=

MD5 (MasterSecret+SHA(*A’+MasterSecret+server_random
+client_random))+

MD5 (MasterSecret+SHA (‘BB’+MasterSecret+server_random
+client_random))+

MD5 (MasterSecret+SHA (*CCC’+MasterSecret+server_random

+client_random))+[...]

The computation is repeated as many times as necessary for the encryption block to be
large enough to extract the following elements:

client_MAC_write_secret[hash_size]
server_MAC_write_secret[hash_size]
client_write_key[key_length]
server_write_key[key_ length]

client_write_lV[size_of_ the initialization vector]/*
For Fortezza only. It cannot be exported from the
Uu.s.*/

server_write_lV[size_of_ the initialization vector]]/*
For Fortezza only. It cannot be exported from the U.S.
*/

As for the cipher suite, it includes the DES algorithm with a key of 64 bits and the MD5
algorithm (nonexportable version). Thus, it is necessary to have
2x(16+8+8)=64 octets

Four operations of the following type are needed:

MD5 (MasterSecret+SHA (A_+MasterSecret+server_random
+client_random))

From the results calculated during the construction of the MasterSecret, the time to create
the decryption key is, therefore,
t10=4x%0.008 msec=0.032 msec

The total time for computation of a cipher block is, therefore,
t11=ty+t10=0.024+0.032=0.056 msec
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5.3.2.7 ServerHelloDone Message

The server sends this message to the client to indicate that it is expecting a response. This
message has no content.

5.3.2.8 Finished Message

The role of this message is to verify that the key exchange and the authentication were
performed correctly. Each party verifies the integrity of the exchanges by applying a hash
function to all the transmitted and received messages in addition to the MasterSecret
parameter.

The length of the Finished message is 36 octets, and it contains two digests: the first
results from the MD5 function (16 octets) and the second from the SHA function (20
octets). Each digest is calculated with the help of the following formula:

hash{MasterSecret+pad_2+hash(handshake messages+Sender+Master-
Secret+pad_1)}

where hash is either MD5 or SHA, depending on the case. The field handshake _messages
comprises all the messages exchanged during the Handshake. These messages are shown
in Table 5.9 for the example studied. Note the absence of the ChangeCipherSpec
message, because the latter is not a message of the Handshake protocol.

Note that the total lengths of the exchanged Handshake messages are included in the
calculation of the Finished message and are different on each side. This is because the
generation of the second Finished message has to

TABLE 5.9

Length of the Handshake Messages (for the
Example under Consideration)

Message Length (octets)
ClientHello 44
ServerHello 76
ServerHelloDone 4
Server Certificate Variable, on the average 500
ClientKeyExchange 52
Total 676

take into consideration the first. For session establishment, it is the client that sends the
first Finished message (see Figure 5.6); for connection establishment, it is the server (see
Figure 5.9). This aspect was neglected in the calculations of this example because its
effect on the results is minimal.
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The sizes of the Sender and MasterSecret fields are 4 and 48 octets, respectively. The
fields pad_1 and pad_2 contain, respectively, 48 repetitions of the octets 0x36 and 0x5¢
for MD5, and 40 repetitions for SHA.

For MD5 hashing, the first hashing operation takes

t1,=(676+4+48+48)/36,250=0.021 msec

while the second corresponds to
t13=(48+48+16)/36,250=0.003 msec

Similarly, for SHA, the first hash operation corresponds to
t 1,=(676+4+48+40)/20,428=0.038 msec

while the second takes
t_13=(48+40+20)/20,428=0.005 msec

Thus, the time for forming the Finished message is
t14=(to+to+ty3+t 13)=0.067 msec

5.3.2.9 Processing at the Record Layer

The Finished message is transmitted to the Record layer, which calculates the MAC and
then encrypts the whole with the symmetric DES algorithm with a key of 64 bits.

The MAC computation for the Finished message is done with the following equation
(see 87.2.3.1 of SSL specifications in Freier et al., 1996):

MAC=hash  (MAC_write_secret+tpad = _2+hash  (MAC_write_secret
+pad_1+seq_num-+length+content))

Here, hash represents the MD5 hash function. The other elements are as follows:

* MAC_write_secret is an element extracted from the KeyBlock, with a size of 16 octets
for MD5.

e pad_1 and pad_2 are two fixed elements of 48 octets of length for MD5.

* seg_num is the sequence number of the exchanges of a connection coded over 8 octets.

« length is the length of the fragment coded on a maximum of 2 octets (in this example, 1
octet is enough).

« content is the transmitted data, of maximum length of 16,384 octets in the clear and of
17,408 octets compressed (2*4+2°) (for the message Finished, the size is 36 octets).

By applying the previous formula, the computation time for the MAC of the Finished
message is found to be

t15={(16+48+8+1+36)/36,250 K octets/sec+(16+48+16)/36,250 K
octets/sec}=0.005 msec

The Finished and its MAC are encrypted with DES in
t16=(36+16)/3241 K octets/sec+initialization time of the algorithm =0.016
msec+0.0063 msec=0.022 msec
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The total time for generating Finished is
t17=0.067+0.022=0.089 msec

In the conditions of the example, the total time necessary for the cryptographic treatment
of a session establishment is as follows:

TSession=tz+ts+2%(t1 +117)

=7.42+28.06+2x(0.056+0.089)=35.96 msec ~36 msec

This time is divided between the client and the server in the ratio 19.068 (=19.1) msec for
the client to 16.865 (=16.9) msec for the server.

5.3.3 Processing of Application Data

Once the Handshake is terminated, the application data are encrypted with the new
security parameters as negotiated. These data will be subjected to four operations at the
Record layer: fragmentation in blocks of maximum size of 16 K octets, compression,
hashing, and finally, encryption with a symmetric algorithm.

5.3.3.1 MAC Computation and Encryption

Assume a block of size 16 K octets. Just as in the previous cases, the compression
operation will not be considered because the algorithmsecaccepted by SSL were not
determined. Assume that the hashing algorithm is MD5 and that the encryption algorithm
is DES.

The computation of the MAC is done with the same formula:

MAC=hash (MAC_write_secret+pad_2+hash (MAC_write_secret
+pad_1+seq_num-+length+content))

The time taken to generate the MAC is, therefore,
t;s={(16+48+8+2+16,384)/36,250 K octets/sec+(16+48+16)/36,250 K
octets/sec}=0.452 msec

The encryption time for the fragment and its MAC is
t16=(16,384+16) octets/4386 K octets/sec=3.74 msec

The time for the protocol Record to process the application data is, accordingly,
0.452+3.74=4.192 msec.

5.3.3.2 Decryption and Verification of the Data

The time to decrypt the encrypted data fragment (with the MAC included) is
(16,384+16) octets/4557 K octets/sec=3.74 msec

The time to verify that the MAC is identical to the time for its construction, i.e., 0.45
msec.
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The time for decryption and verification of a message by the Record is, thus, 4.19
msec.

The time to process a message of 16 K octets is

T=4.192 msec+4.19 msec=8.382 msec

5.3.4 Connection Establishment
Consider two cases:

1. The connection is established in an existing session.
2. The connection establishment requires resumption of a suspended session.

5.3.4.1 Connection Establishment in an Existing Session

The lengths of the ClientHello and ServerHello messages are 44 and 76 octets,
respectively. These messages will be considered as normal data and treated as such by the
Record layer using the parameters defined for the existing session.

5.3.4.1.1 MAC Computation and Encryption

By substituting with the appropriate values in the MAC formula:
MAC=hash (MAC_write_secret+pad_2+hash (MAC_write_secret
+pad_1+seq_num-+length+content))

The computation time of the MAC for ClientHello is
t;s={(16+48+8+1+44)/36,250 @ K  octets/sec+(16+48+16)/36,250 K
octets/sec}=0.005 msec

The time for encrypting the message and its MAC is
t16=(44+16) octets/4386 K octets/sec=0.014 msec

The processing time of ClientHello as application data by the Record protocol is thus
0.019 msec. The corresponding time for the ServerHello message, with a length of 76
octets, is 0.027 msec (0.006+0.021).

5.3.4.1.2 Data Decryption and Verification
The time for message decryption and verification (MAC included) is
(44+16) octets/4557 K octets/sec=0.013 msec for ClientHello

and
(76+16) octets/4557 K octets/sec=0.02 msec for ServerHello
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The verification of the MAC takes the same time as its construction: 0.019 msec for
ClientHello and 0.027 msec for ServerHello. This gives the time for decryption and
verification as 0.032 msec for ClientHello and 0.047 msec for ServerHello.
The time for cryptographic computation for a new connection establishment is
tconnection=0.024+0.034+0.037+0.055=0.125 msec

which is distributed between the client and the server as follows: 0.066 msec for the
client and 0.059 msec for the server.

5.3.4.2 Session Refresh

Refresh of a current session is done with a simplified Handshake, as shown in Figure
5.12

The ClientHello and ServerHello messages are sent in the clear. However, in contrast
to the case of a session establishment, there is no need for authentication; as a
consequence, there is no certificate verification.

There is a need to recalculate the KeyBlock starting from the current MasterSecret and
to transmit a Finished message. This message contains all the exchanged HandShake
messages. Its size will be much smaller than during the session establishment, because it
does not contain a certificate.

To calculate the time for cryptographic processing of the Finished message, note that
the size of the message becomes 76+76=152 octets. This is because

FIGURE 5.12
Simplified Handshake.

the ClientHello message must now contain the Session_ID, which brings the size of its
content to
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L=2+32+33+4+1=72 octets

With the Handshake header, the message length is
L'=70+4=76 octets

The length of the ServerHello message is also 76 octets. In this case, the values of t;, and
t 1, become
t1,=(152+4+48+48) octets/36,250=0.007 msec

and
t 1,=(152+4+48+48) octets/20,428=0.0123 msec

The other times remain unchanged, i.e.,
t15=(48+48+16) octets/36,250=0.003 msec
t_13=(48+40+20) octets/12,962=0.005 msec

The cryptographic processing of the Finished message takes
t1a=(to+t o+ ty3+ t 13)=0.027 msec

which is an order of magnitude less than in the case of a session establishment. In
particular, this duration is less than the time needed to construct the KeyBlock, which is
always t;;=0.056 msec.

The total time to establish a connection is

tconnection=2x(0.056 msec+0.027 msec) =~ 2x0.08=0.16 msec

Shown in Figures 5.13 and 5.14 are the state machines of SSL for a session refresh from
the client side and server side, respectively.

5.3.4.3 Summary

The results in Table 5.10 show that, for the example at hand, the cryptographic load for
the client side is slightly higher than that on the server side. These computations were
done for a fairly typical case, where only the server has a certificate that the client
verifies. Even in this case, the overall load on the server will be considerable because it
processes many simultaneous requests for session establishment. In general, the load on
the server can be
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FIGURE 5.13

State machine for session resumption
as seen from the client side.

twice or three times the load on the client; when the client has an authentication
certificate, the client load will be quadrupled, while that of the server increases by about
20% (Rescorla, 2001, pp. 187-188). In particular, usage of the DSA signature algorithm
with the key exchange through ephemeral Diffie-Hellman multiplies by a factor between
five and seven the load on the server (Rescorla, 2001, p. 192).

5.4 Performance Acceleration

The performance of an e-commerce server is measured by three criteria: the number of
simultaneous encrypted sessions (the number of transactions per second), the response
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time to requests, and the throughput available for each of these sessions. However, the
SSL protocol is avid for computing resources due to the use of public key algorithms,
particularly the ephemeral Dif-

FIGURE 5.14

State machine for service resumption
from the server side.
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TABLE 5.10
Cryptographic Processing Times for SSL
Operation Computation Time Computation Time  Total
for the Client for the Server (msec)
(msec) (msec)
Establishment of a new session 19.1 16.9 36
(Handshake)
Session refresh (simplified 0.08 0.08 0.16
Handshake)
Establishment of a new connection 0.066 0.059 0.125
Computation time for 16 K octets of 4.2 4.2 8.4

data (encryption, decryption,
construction, and verification of the
MAC)

fie-Hellman algorithm; this load increases with the number of simultaneous sessions
saturating the server and leading to a substantial drop in the performance.

To protect the service quality, operators of e-commerce sites add to their servers SSL
accelerators that relieve them of the cryptographic computations. These accelerators
come either in the form of separate machines or as boards to be inserted in the server.
Separate machines act as proxies between the server and the clients and can be organized
in series or in parallel to increase the computing power by distributing the load over
several machines. A cluster arrangement has an additional advantage: it can ensure
recovery in case of failure by automatic replacement of the failed machine to another one
in reserve. To succeed in this recovery, each machine must know the instantaneous states
of all other connections involving machines of the same cluster (Rescorla, 2001, pp. 204—
209; Rescorla et al., 2002). However, inter-machine communications add another
computational surcharge that can mask the gain in speed if the number of machines per
cluster exceeds three to four machines. In addition, because SSL is a point-to-point
protocol, the proxy has to terminate the SSL link, i.e., decrypt the messages from the
client to extract the information to be distributed to the other machines (or to a mirror
machine) so as to ensure recovery in case of failure, before forwarding them to the server.
Clearly, it becomes imperative to protect all these machines against potential physical or
logical intrusions; otherwise, the whole security edifice will be affected.

The choice of an accelerator board is tricky: expected performance gains vary with the
board, the server configuration, and the traffic profile. While the average response time
improves, significant delays may remain in some situations. The occupancy rates of
CPUs and, as a consequence, their responses to unexpected traffic peaks vary. The same
can be said about their speeds, with which their performances saturate and their tolerance
to failures increases. Their use requires a good study of the service environment before
their insertions; otherwise, they may be useless if not damaging (Bontoux, 2002).
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5.5 Implementations

There are many commercial offers for SSL, most of which use Version 3.0 of SSL
(SSLv3), with RSA for key exchange and traffic encryption. In general, they comprise
two modules: the first for the cryptographic functions and the second for the SSL
protocol library. This software architecture allows modification of the properties of the
composite SSL server, according to legal restrictions or technical choices.

The OpenSSL project is a collaborative effort to develop a commercial-quality
implementation of the SSL and TLS protocols starting from the library that Eric A.
Young and Tim J.Hudson created under the name of SSLeay. Participants are all
European volunteers, mostly from Danemark, Germany, Sweden, and the U.K., which
avoid U.S. restrictions on the export of encryption software. The code is available free of
charge and can be downloaded from http://www.openssl.org.

The site http://www2.psy.uq.edu.au/~ftp/Crypto/ provides information on SSLeay and
SSL, such as a list of bugs discovered in some commercial implementations, which can
be found at http://www2.psy.ug.edu.au/~ftp/Crypto/ssleay/vendor-bugs.html.

5.6 Summary

SSL supplies a relatively simple mechanism to protect exchanges between two points
over TPC. The modular architecture of SSL allows the evolution of some parts of the
protocol without affecting the whole structure. Therefore, it is possible to introduce new
improved algorithms and to take into account the specific requirements of national
legislations. The technical evolution of SSL ended finally in TLS, a standard from the
IETF that will be presented in the next chapter.

During the Handshake, the client and the server negotiate the cipher suite and establish
a shared secret (MasterSecret) and cryptology parameters. Data are segmented using the
Record protocol; each fragment is encrypted individually with protection of its integrity.
To protect against replay attacks or reordering attacks, computation of the MAC includes
the sequence numbers of the fragments to be transmitted.

The main computational load in SSL comes from the cryptography, particularly during
session establishment. The ephemeral Diffie-Hellman algorithm for key establishment is
exceptionally costly and should be avoided if the perfect forward security is not
absolutely necessary. Among the measures used for load reduction are session
resumption to avoid a new Handshake and use of accelerators. The latter solution,
however, creates some difficulties, because SSL is not adapted to multipoint relations.
Thus, the presence of additional machines between the client and the server to carry out
the cryptographic operations adds new security risks. The same can be said for
applications that involve several actors simultaneously, such as a client, a merchant, and a
gateway with banking networks. To take into account various intermediaries in business
relations, several SSL associations must be established in parallel which would
substantially increase the complexity of the operation. Another weakness, which is
structural, is due to the fact that the encryption parameters are not necessarily updated
during a session, so that the longer the session, the higher is the chance that the keys can
be broken.
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SSL, originally proposed by Netscape, is now available in many commercial or free
offers. OpenSSL is such a free software developed in Europe to avoid the restrictions that
the U.S. imposes on encryption software produced in their territories. Note that some
countries limit the protection offered by SSL by limiting the key length or restricting the
choice of encryption algorithms.

Questions
1. What are the main limitations of SSL?

2. What are the main differences between an SSL session and an SSL connection?

3. What are the advantages and disadvantages of the ephemeral mode of operation in
SSL?

4. What makes the design of SSL accelerators so difficult?
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Appendix 5.1:
Structures of the Handshake Messages

Ab5.1 Messages of the Handshake

The SSL specifications concerning the messages of the Handshake. are pro vided here for
reference. Each message contains fields that are either simple fields of the type uint8,
uintl6, uint24, or opaque, or are compound fields made up of simple fields. The element
types uint8, uintl6, and uint24 correspond to elements of 1, 2, and 3 octets, respectively.
An element of the opaque type contains 1 octet of encrypted data.

According to the notations used in the SSL specifications, an array of constant length
of element type Type_Simple will be written as follows:

Type_Simple T[n]

where n is the number of octets of the array (and not the number of elements of type
Type_Simple that are present). Thus, if Type_Simple is of type uint16 (i.e., formed of 2
octets), an array T containing two elements of type Type_Simple, will have a value n of
4,

Variable-length arrays are denoted as

Type_Simple T<n;...n,>

where n; and n, are, respectively, the minimum and maximum number of octets in the
array T.

All the messages exchanged throughout the Handshake protocol have a header with
two fields:

» A message identifier coded over 1 octet
» A message length coded over 3 octets

A5.1.1 Header

struct {

HandshakeType msg_type;

uint24 length;

select (HandshakeType) {
case hello_request: HelloRequest;
case client_hello: ClientHello;
case server_hello: ServerHello;
case certificate: Certificate;
case server_key exchange: ServerKeyExchange;
case certificate_request: CertificateRequest;
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case server_hello_done: ServerHelloDone;
case certificate_request: CertificateRequest;
case client_key exchange: ClientKeyExchange;
case finished: Finished;
} body;
} Handshake;
enum {
hello_request(0), client_hello(l), server_hello(2),
certificate(1l), server_key exchange(12),
certificate_request(13),
server_hello_done(14), certificate_verify(15),
client_key_exchange(16),
finished (20), (255)
} HandshakeType;

Ab5.1.2 HelloRequest

struct {} HelloRequest;

Ab5.1.3 ClientHello

struct {
uint32 gmt_unix_time;
opaque random_bytes[28];
} Random
opaque SessionlD<0..32>;
uint8 CipherSuite[2];
enum {null (0), (255)} CompressionMethod;
struct {
ProtocolVersion client_version;/* The version */
Random random;/* Random number generated by the
client */
SessionlD session_id;/* Session identifier
CipherSuite cipher_suites <2..2'%-1>; /*Cipher
suite
that the client proposes */
CompressionMethod compression_methods<1..28-1> ;/
*Compression method */
} ClientHello;

A5.1.4 ServerHello

struct {
ProtocolVersion server_version;
Random random;
SessionlD session_id;
CipherSuite cipher_suite;
CompressionMethod compression_method;
} ServerHello;
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Ab.1.5 Certificate

opaque ASN. 1Cert<2**-1>
struct {

ASN.1Cert certificate list<l..2%-1>;
} Certificate;

Ab5.1.6 ServerKeyExchange

enum {rsa, diffie_hellman, fortezza_dms}
KeyExchangeAlgorithm
struct {
opaque RSA modullus<l..2%-1>;
opaque RSA_exponent<l..2%-1>;
} ServerRSAParanms;
struct {
public-key-encrypted PreMasterSecret pre_master_secret;
}EncryptedPreMasterSecret;
struct {
opaque DH_p<1..2%_1>;
opaque DH_g<1..2%-1>;
opaque DH_Ys<1..2%_1>;
} ServerDHParams;
struct {
opaque r_s [128];
} ServerFortezzaParams
struct {
select (KeyExchangeAlgorithm) {
case rsa:
ServerRSAParams params;
Signature signed_params;
case diffie_hellman:
ServerDHParams params;
Signature signed_params;
case fortezza_dms:
ServerFortezzaParams params;
} ServerKeyExchange;
enum {anonymous, rsa, dsa) SignatureAlgorithm;
digitally-signed struct{
select (SignatureAlgorithm) {
case anonymous: ;
case rsa:
opaque md5_hash[16];
opaque sha_hash[20];
case dsa:
opaque sha_hash [20];

};
} Signature;
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Ab5.1.7 CertificateRequest

enum {
RSA_sign(l), DSS_sign(2) RSA_fixed DH(3),
DSS_fixed_DH(4),
RSA_ephemeral_DH(5), DSS_ephemeral _DH(6),
Fortezza_dms(20),
(255)

} CertificateType;
opaque DistinguishedName<3. .2%-1>;
struct {

CertificateType certificate types<l..28-1>;

DistinguishedName certification_authorities<3..

1>;
}CertificateRequest;

Ab5.1.8 ServerHelloDone

struct {} ServerHelloDone;

Ab5.1.9 ClientKeyExchange

struct {
ProtocolVersion client_version;
opaque random[46];
} PreMasterSecret;
struct {
public-key-encrypted PreMasterSecret
pre_master_secret;
} EncryptedPreMasterSecret;
struct {
opaque y_c<0..128>;
opaque r_c[128];
opaque y_signature [20];
opaque wrapped_client_write_key[12];
opaque wrapped_server_write_key[12];
opaque client_write_iv[24];
opaque server_write_iv[24];
opaque master_secret_iv[24];
opaque encrypted_preMasterSecret[48];
}FortezzaKeys;
enum (implicit, explicit) PublicValueEncoding;
struct {
select (PublicValueEncoding) {
case implicit: struct {};
case explicit: opaque DH_Yc<1..2'°-1>;
} dh_public;
} ClientDiffieHellman Public;
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struct {
select (KeyExchangeAlgorithm) {
case rsa: EncryptedPreMasterSecret;
case diffie_hellman: ClientDiffieHellmanPublic;
case fortezza_dms: FortezzaKeys;
} exchange_keys;
} ClientKeyExchange;

Ab5.1.10 CertificateVerify

struct {
Signature signature;
} CertificateVerify;

A5.1.11 Finished

struct {
opaque md5_hash[16];
opaque sha_hash[20];
} Finished;



6
TLS (Transport Layer Security) and WTLS
(Wireless Transport Layer Security)

ABSTRACT

Presented in this chapter are two protocols: TLS (Transport Layer
Security) and WTLS (Wireless Transport Layer Security), both derived
from SSL. TLS arose from the need to standardize SSL, a task that the
IETF accomplished by producing RFC 2246 (1999). WTLS is the
Wireless Application Protocol (WAP) Forum’s approach to secure
transactions in mobile networks (Wireless Application Protocol Forum,
1999). Nevertheless, numerous incompatibilities persist among
implementations of SSL and TLS because of the divergence between
Netscape’s implementation of SSL, which many consider the reference
implementation, and the protocol specifications that Netscape wrote
(Rescorla, 2001, pp. 50, 79, 89). On the other side, because of constraints
on wireless communications, WTLS is, from the outset, incompatible with
TLS or SSL, which necessarily reflects itself in network planning and in
the administration of end-to-end security.

6.1 From SSL to TLS

Although TLS exchanges follow the same schemes as SSL, the two protocols differ on
several points. The main differences concern the following items:

* The instant at which the encryption of the sent data starts

* The available cipher suites

 The method of computation of the MasterSecret and derivation of the keys
 The number of Alert messages

* The reaction to Record blocks of unknown types

Let us have a closer look at these differences.

6.1.1 Start of the Encryption of Transmitted Data

In contrast to SSL, which allows one side to start transmitting encrypted data just after
having sent the message Finished, TLS requires that both Finished messages be
exchanged before authorizing that transmission. This delay allows plugging of a hole
through which an intruder could modifiy either the ClientHello message or the
ServerHello message to force the use of a weaker cipher suite, recover the
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PreMasterSecret, divert the Finished message, and undermine the security edifice
(Mitchell et al., 1998).

6.1.2 The Available Cipher Suite

The IETF RFC 2246 (1999) that defines TLS adopted all the cipher suites in the SSL
specifications with the exception of those associated with Fortezza. Nevertheless, the
coded points used by the latter were reserved to avoid,any possible collision between the
two protocols.

Just after the approval of IETF RFC 2246 in January 1999, U.S. policy with respect to
the export of encryption software was partially liberalized. It is now legal to use a key of
56 bits for symmetrical encryption or a key of 1024 bits to sign key exchanges with the
help of the RSA or ephemeral Diffie-Hellman algorithms. To take advantage of this
liberalization, it was proposed to add the cipher suites in Table 6.1 to the exportable
versions and, for internal usage in the U.S., to include RC4 at 128 bits (RC4-128) for
symmetrical encryption, SHA-1 for hashing, and ephemeral Diffie-Hellman for the
exchange of keys (Banes and Harrington, 2001). As of September 2003, the IETF had not
yet adopted these proposals, while the Internet draft in question expired in January 2000.

6.1.3 Computation of MasterSecret and the Derivation of Keys

The construction of the secrets in TLS is similar to that of SSL Version 3, but the
organizations of the computations are different. More precisely, the computation of
PreMasterSecret uses the following formula:

MasterSecret=PRF(PreMasterSecret, “master secret,” client_random ||
server_random)

where

PRF is a pseudorandom function of the form PRF (secret, label, seed) || is an operator
to indicate concatenation

The label is a series of characters, in this case, the string “master secret”

The seed is a random number formed by concatenation of client_random and of de
server_random.

TABLE 6.1

Cipher Suites Added to TLS after the Liberalization
of the Export Regulations in the U.S.

Key Exchange Symmetric Encryption  Hash Signature
RSA (1024 bits) DES CBC SHA —
RC4-56 SHA —
Ephemeral Diffie-Hellman (1024 bits) DES CBC SHA DSS

RC4-56 SHA DSS
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Thus, by a simple change of label, TLS allows the generation of new keys, without
recourse, to new random numbers. From the description of SSL, we remember that the
values client_random and server_random are produced by the client and the server,
respectively, and are exchanged with the messages ClientHello and ServerHello.

The function PRF is constructed as follows:

where

P_hash (secret, random)=HMAC _hash [secret, A(1) || random] ||

HMAC _hash [secret, A(2) || random] ||

HMAC _hash [secret, A(3) || random] ||... @is the Exclusive OR random=label || seed

P_hash represents P_MD5 or P_SHA-1, depending on whether the MD5 or SHA-1
algorithms are used

HMAC_hash indicates either HMAC_MD5 or HMAC_SHA-1 according to the
algorithm used

Note that four iterations of the function PRF are sufficient to get 64 octets. In this
case, all the octets of the output from P_MD5 will be used, but only 64 out of the 80
octets that P_SHA-1 produces will be used. In contrast, to get 80 octets, there is a need to
have five iterations from P_MDD5 and four iterations from P_SHA-1.

The values A(1), A(2), A(3),..., are computed recursively from the value of the seed
and the label, as follows:

A(0)=label || seed

A (i))=HMAC hash [A(i-1)]

The secrets S1 and S2 are formed from PreMasterSecret by dividing it into two equal
parts. Thus, we have
LS1=LS2=ceiling (LS/2)

The function ceiling (x) gives the smallest integer equal to or greater than x. LS, LS1, and
LS2 are, respectively, the lengths of the initial secret and of S1 and of S2. If LS is odd,
the equality of the sizes is achieved by adding an octet at the beginning of the second
half, where the last octet of the first half is copied.

For a secret k and a message m, the hashed message authentication code HMAC _hash
is computed with a hash function H() according to the following formula:

As explained in Chapter 3, the secret kis derived from the initial key k of L bits by
padding with a series of “0” bits to form the block size required by the hash algorithm.
The variables opad and ipad are the constants for outer padding and inner padding,
respectively, 0x36 and 0x5C. These octets are repeated 64 times to form a block for either
the MD5 or SHA-1 algorithms.

Having obtained the MasterSecret, the PRF is reapplied to form the block from which
will be extracted the symmetric encryption keys, the hash keys, and the initialization
vectors of the client and the server.
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KeyBlock=PRF  (MasterSecret, “key expansion,”  server_random||
client_random)

Here, the label is the string “key expansion,” while the seed is formed of the
concatenation of server_random and of client_random. Note that their order is the inverse
of their order in the computation of MasterSecret. The computation is repeated sufficient
times to produce all the parameters of the cipher suite chosen, i.e.,

client_write_MAC_secret (hash_size)
server_write_MAC_secret (hash_size)
client_write_key (key_length)

server_write_key (key_length

/* For nonexportable algorithms only/
client_write_lV(size_of the_initialization_vector)
client_write_lV(size_of the_initialization_vector)

Consider, for example, the nonexportable cipher suite {RSA, DES in CBC mode, MD5}.
The size of the secret to compute HMAC is 16 octets and that of each symmetric key or
each initialization vector is 8 octets, bringing the total to 64 octets. It will be obtained
after four iterations.

6.1.4 Alert Messages

The range of messages of the Alert protocol in TLS was expanded with 12 new messages,
as listed in Table 6.2 in alphabetical order.

TABLE 6.2
Additional Messages in the Alert Protocol of TLS

Message Context Type

access_denied Valid certificate received, but access was refused due to Fatal
unsatisfactory checks

decode_error Message not decoded for incorrect size or for out-of-range Fatal
parameter

decrypt_error Failure of one of the cryptographic operations in the Handshake,  Fatal or
for example, the decryption of ClientKeyExchange, signature warning
verification, or verification of the Finished message

decryption_failed Failure in decryption of a block Fatal

export_restriction Negotiation violating a U.S. export restriction Fatal

internal_error Internal error independent of the protocol or the peer Fatal

insufficient_security Cipher suite that the client proposes is less than what the server Fatal
requires

no_renegotiation Renegotiation refused following the initial contact Warning




Protocols for secure €l ectronic commerce 276

protocol_version Protocol version that the client requests is recognized but not Fatal
supported

record_overflow The size of the block used exceeds the specifications Fatal

unknown_ca Unknown certification authority Fatal

user_canceled Handshake is being canceled for some reason unrelated to a Warning

protocol failure

Just like for SSL, the messages of the Alert protocol are not authenticated, which exposes
them to a truncation attack, whereby an attacker sends false Alert messages with the same
sequence numbers as packets of encrypted data, thereby causing their removal of the
legitimate data from the stream (Saarinen, 2000).

6.1.5 Responses to Record Blocks of Unknown Type

The computational load on a server during the establishment of a SSL/TLS session can be
substantial, particularly after receiving the ClientKeyExchange message. By submerging
the server with requests, an attacker can overwhelm the processing resources of the
server. However, contrary to SSL, a TLS implementation can ignore received Record
blocks if their types are unknown (86 of IETF RFC 2246, 1999). This property allows
resistance against a denial-of-service attack during the establishment of a TLS session
(Dean and Stubblefield, 2001).

This defense consists of sending a puzzle to the client when the rate of server
occupancy exceeds a certain threshold. As a consequence, the client is obliged to space
its transmissions to resolve the puzzle, allowing the server some respite for recuperation.

The puzzle is a simple cryptographic problem. The server selects a random number X,
computes its hash h(x), and then forms a new number x’ by zeroing the n lower-order bits
of x. The triplet {n, X/, h(x)} forms the puzzle that is sent following the Certificate
message. The client has to discover the value of x by trying all the values for the missing
n bits and then comparing hash for each combination with the received hash h(x). The
average number of hashes that the client computes is 2", while the server computes only
two values: the first is part of the puzzle and the second verifies that the hash of the value
that the client discovers corresponds to the hash that was sent. These exchanges are
shown in Figure 6.1.

Thus, as long as the server congestion lasts, only the clients that will be able to react to
the puzzle will have a chance to connect; the others will ignore the puzzle. After a certain
time, the server will disconnect the connections without traffic, thereby freeing the
resources allocated to these aborted sessions. Once the congestion is cleared, the server
will have all the resources needed to respond to all connection attempts following the
normal TLS procedures, i.e., without imposing the puzzles on the clients.

6.2 WTLS

WTLS is the result of a complete revision of TLS to meet the constraints of the wireless
environment. Thus, it must do the following:



TLSand WTLS 277

« Sustain flow interruptions due to packet loss and function over transport protocols that
are not reliable, particularly UDP (User Datagram Protocol)

* Operate even when the round-trip transmission delays are important

» Take into account the reduced computation power or storage capacity of mobile
terminals

The modifications associated with these requirements made WTLS totally incompatible
with SSL and TLS, which imposes a burden on the end-to-end security of transactions.
Given the complexity raised by the potential solutions to end-to-end security, the WAP
Forum changed its course and adopted the mobile profile of TCP that the IETF is
developing for wireless links, while preserving WTLS to maintain backwards
compatibility.

6.2.1 Architecture

Depicted in Figure 6.2 is the position of WTLS in the protocol stack of WAP 1.0 and its
correspondence with the TCP/IP stack. Access pages are described

FIGURE 6.1

The TLS session establishment with
protection against denial-of-service
attacks with puzzles.
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using the Wireless Markup Language (WML), which is more adapted than HTML to the
constraints of wireless communication, such as limited bandwidth and terminals with
reduced resources (in terms of memory, computation power, battery life, narrow screen,
keyboard not suitable for text input, etc.). The WAP Forum works to consider all types of
access technologies to the air interface. For the GSM (Global System for Mobile
Communication) networks, this means the Short Message System (SMS) for bit rates of
9.6 kbit/sec and the General Packet Radio Service (GPRS) for bit rates between 28 and
56 kbit/sec. Cellular technologies of the third generation (3G) or UMTS (Universal
Mobile Telecommunication System) are considered in WAP 2.0, which supports all the
TCP/IP stack and switches for navigation on microbrowsers, and to the XHTML
(eXtensible HyperText Markup Language) of the W3C using a mobile profile called
XHTMLMP (XHTML Mobile Profile).

Use of WTLS in banking transactions requires a public-key infrastructure under the
control of financial institutions. A wireless identification module (WIM) in the smart
cards of the terminal will hold the necessary keys and the public-key identification
certificate.

6.2.2 From TLS to WTLS

Just like SSL, WTLS is composed of four protocols: Handshake, Record,
ChangeCipherSpec (CCS), and Alert. Figure 6.3 depicts its position in the protocol stack
between the WAP application called Wireless Transaction

FIGURE 6.2

Position of WTLS in the protocol stack
of WAP 1.0, and its correspondence
with the TCP/IP stack.
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FIGURE 6.3
Protocol stack for WTLS subprotocols.

Protocol (WTP) and the transport layers WDP or UDP. In contrast to SSL/ TLS, WDP,
and not Record, is responsible for data fragmentation. From the point of view of efficient
use of available bandwidth, the combination WAP/ WTP/UTP reduces by more than half
the number of packets that HTTP/ TCP/IP use to perform the same functions.

The main modifications that WTLS introduces to SSL/TSL relate to the following
elements:

. The format of the identifiers and the certificates
. The cryptographic algorithms

. The content of some Handshake messages

. The exchange protocol during the Handshake

. The calculation of secrets

. The size of the parameters

. The Alert messages

. The role of the Record protocol

CO~NOOTDh WN PP

6.2.2.1 The Formats of Identifiers and Certificates
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The WTLS identifiers are of several types: X.509 distinguished names, SHA-1 hash of
the public key, a secret binary key known only to the two parties, and a textual name in a
character set known to the two parties. Just like for SSL and TLS, the exchanges can be
anonymous, but this mode of operation is not recommended, because it is subject to man-
in-the-middle attacks.

WTLS recognizes three types of certificates:

1. Certificates defined in ITU-T Recommendation X.509 Version 3 (1996)

2. Certificates defined in ANSI X9.68 (2001) for certificates signed with the DSA over
elliptic curve (ECDSA)

3. WTLS certificates optimized to save on the wireless bandwidth

6.2.2.2 Cryptographic Algorithms

Table 6.3 contains key-exchange algorithms used by WTLS. It is seen that WTLS adds
the Elliptic Curve Diffie-Hellman (ECDH) algorithm to those used in TLS. In addition,
the key size for the RSA exchanges is 512, 768, or 1024 bits.

TABLE 6.3

Key Exchange Algorithms Negotiated by the
Handshake Protocol of WTLS

Code for the Key Description Key Size
Exchange Suite Limit
(bits)
NULL No exchange; the length of the PreMasterSecret is zero —
SHARED_SECRET The secret is exchanged by other means than WTLS, for None
example, it may be cast in smart card of the mobile
terminal
DH_anon Diffie-Hellman key exchange without authentication; each None

side sends to the other its temporary

Diffie-Hellman public key; each party calculates the
PreMasterSecret using its private key and the public key of
the counterpart

DH_anon_512 Same as DH_anon 512
DH_anon_768 Same as DH_anon 768
RSA_anon RSA without authentication; the PreMasterSecret is the None

secret value that the client generates, encrypted with the
public key of the server, appended with the server’s public

key
RSA_anon_512 Same as RSA_anon 512
RSA_anon_768 Same as RSA_anon 768

RSA RSA with authentication with certificates None
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RSA 512 RSA with authentication with certificates 512
RSA_768 RSA with authentication with certificates 768
ECDH_anon ECDH without authentication None
ECDH_anon_113 ECDH without authentication 113
ECDH_anon_131 ECDH without authentication 131
ECDH_ECDSA ECDH with certificates signed by ECDSA None
TABLE 6.4
Encryption Algorithms Used in WTLS
Representation of the ~ Exportable Effective Length of the Key  Use in SSL/

Cipher (bits) TLS
NULL Yes — Yes
RC5_CBC_40 Yes 40 —
RC5_CBC 56 Yes 56 —
RC5_CBC No 128 —
DES_CBC_40 Yes 40° Yes
DES_CBC No 56 Yes
3DES_CBC_EDE No 168 Yes
IDEA_CBC_40 Yes 40 —
IDEA_CBC_56 Yes 56 —
IDEA_CBC No 128 Yes

2 The encryption uses only 35 bits of the key, and the remaining form parity bits (Saarinen, 2000).

Table 6.4 contains the encryption algorithms used in WTLS. They all use blocks of 64
bits with an initialization vector of the same size. Notice the presence of several
variations of the RC5 protocols as well as of IDEA. Some algorithms were deliberately
weakened to satisfy the restrictions of the U.S. authorities. Similar to SSL and TLS, the
same algorithm is used by both sides, but each part generates its own key and then shares

it with its partner.

Finally, the hash functions SHA-1 or MD5 are used to verify the integrity of the
transport. However, Table 6.5 presents much weaker procedures than those used in

SSL/TLS.

6.2.2.3 The Content of Some Handshake Messages

The ClientHello message adds the following fields to those already present in SSL/TLS:
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« A list of the key-exchange methods that the client accepts, in order of decreasing
preference (In SSL/TLS, the whole cipher suite is negotiated at once.)

* The list of identifiers that the client accepts, in order of decreasing preference

* The list of certificates

* The list of compression methods

* The sequence number mode for packets

 The number of exchanged bits before the cryptographic parameters are refreshed
(key_refresh)

TABLE 6.5
Hashing Algorithms Used in WTLS
Representation of Description Key Sizeof Usein
the Hash Size the SSL/
Function (bits) Hash  TLS
(bits)
SHA 0 No hashed MAC — — —
SHA_40 Only the first 40 bits of the output are used 160 40 —
SHA_80 Only the first 80 bits of the output are used 160 80 —
SHA All output bits are used 160 160 Yes
SHA_XOR_40 The input data are divided into blocks of 5 0 40 —

octets; an Exclusive OR operation is
successfully perf ormed on different blocks;
this function is not recommended and does not
protect stream ciphers (Saarinen, 2000); it is
kept for terminals with little computing power

MD5_40 Only the first 40 bits of the output are used 128 40 —
MD5_80 Only the first 80 bits of the output are used 128 80 —
MD5 All output bits are used 128 128 Yes

The additional fields in the ServerHello message contain the following information:

* The sequence number mode for packets
* The interval in exchanged bits between two consecutive updates of the cryptographic
parameters (key_refresh)

The renewal of the cryptographic parameters (encryption key, key for hashed MAC
calculations, and initialization vectors) occurs after the exchange of 2xkey_refresh bits.
This cadence is negotiated at the beginning of a session. Modification of the encryption
parameters during a session reduces the risk due to breakage of short keys. The variables
client_random and server_random remain constant throughout the duration of the
associated connection.
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6.2.2.4 The Exchange Protocol during the Handshake
The main modifications are as follows:

1. Messages going in the same direction can be consolidated in one transmission. This
consolidation is mandatory when the transport is not reliable, and it is used for text
exchanges in SMS.

2. Retransmission of messages is allowed under some conditions.

3. The ClientKeyExchange message is no longer mandatory. In fact, it is redundant when
the key exchange uses ECDH, and the client is certified.

4. The packet sequence number mode can be selected. When the transport lay is TCP,
each side maintains the sequence numbers separately for each connection and
increments them with each message transmission for that connection. This is the same
for SSL/TLS, and the mode is called implicit. In contrast, when the transport layer is
UDP or any other unreliable protocol, the explicit mode is mandatory. In this mode,
the sequence numbers are sent in the clear in Record messages so that they can be
used to compute the hash values. A third choice is not to have any numbers, but this
mode is not recommended, because it is exposed to replay attacks, in particular when
the higher layers do not include necessary defenses.

6.2.2.5 Calculation of Secrets

6.2.2.5.1 Computation of the PreMasterSecret

In the case of a shared secret, the PreMasterSecret is stored in the terminal smart cards;
otherwise, it is exchanged using one of hte algorithms of Table 6.3.

The size of the PreMasterSecret varies according to the method used for the key
exchange.

6.2.2.5.2 Computations of MasterSecret

The PRF is constructed with one hash function only. Thus, we have
PRF (secret, label, seed)=P_hash (secret, label || seed)

where

P_hash (secret, rand)=HMAC _hash [secret, A(1) || rand] ||

HMAC _hash [secret, A(2) || rand] ||

HMAC _hash [secret, A(3) || rand] ||... rand=label || seed

P_hash represents P_MDS5 or P_SHA-1, depending on whether MD5 or SHA-1 is used

HMAC _hash indicates HMAC_MD5 or HMAC_SHA-1, depending on the case

In this case, the seed is a random number, and the label is a character string. In this
particular case, the label is the text “master secret.” Once that MasterSecret is obtained,
the encryption key can be extracted for the encryption block:

KeyBlock=PRF {MasterSecret, expansion label, sequence number ||

server_random || client_random}
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The block is recomputed at regular intervals according to the period for key refresh. On
the server side, the expansion label is server expansion, while on the client side, it is
client expansion. The operations are repeated enough times so that the output can be
divided into the required fields. From the client side, the partitions are the following:

client_write_MAC_secret[size of the hash key]
client_write_encryption_key[size of the encryption key]
client_write_lV[size of the intialization vector]

On the server side, the partitions are as follows:

server_write_MAC_secret[size of the hash key]
server_write_encryption_key[size of the encryption key]
server_write_lV[size of the intialization vector]

For the exportable encryption algorithms, the encryption key and the initialization vector
are capped according to the following formulae:

final_client_write_key = PRF(client_write_key, "client
write key", client_random || server_random)
client_write_iv = PRF(" ", “client write 1V", client
sequence number || client_random |] server_random)
final_server_write_key = PRF(server_write_key, 'server
write key", client_random || server_random)
server_write_iv = PRF(" ", "server write 1V, server
sequence number || client_random || server_random)

Thus, for these algorithms, the pseudorandom function used in the last step of the
computation of the initial vectors does not contain a secret. As a consequence, their value
depends on variables that were sent in the clear, i.e., the sequence numbers of the client
or the server and the random numbers client_random and server_random.

Finally, the initialization vector for the CBC encryption mode is formed from the
vector calculated above using an Exclusive OR operation applied on a new vector S.
Vector S is constructed by concatenating the two octets of the sequence numbers enough
times to form the number of octets needed in the initialization vector. For example, if we
start with an initialization vector 1V, of 64 bits, the initialization vector used 1V will be
calculated with the corresponding vector S according to the following formula:
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TABLE 6.6

Comparison of the Sizes of Some Variables in

SSL/TLS and WTLS

Size (octets)
Variable SSL/TLS WTLS

symmetric encryption key 5-16 5-21
client_random 32 16
session identifier 3 2
MasterSecret 48 20
sequence number 8 2
PreMasterSecret 48 Variable (20 for RSA)
server_random 32 16

6.2.2.6 Parameter Sizes

As shown in Table 6.6, WTLS parameters were shortened compared to those of
TLS/SSL.
As a result, the size of the Finished message is reduced to 12 instead of 36 octets.

6.2.2.7 Alert Messages

Table 6.7 contains an alphabetical list of the Alert messages that WTLS added to those of
the TLS. The message close notify of SSL/TLS was separated into
connection_close_notify and session_close_notifiy to distinguish between the
terminations of connections from the closure of a session. WTLS introduced another type
of message (critical message) whose significance is left for the recipient to define. As for
SSL/TLS, the Alert messages are susceptible to truncation attacks because they are not
authenticated.

6.2.2.8 Record

As was indicated earlier, in WTLS, data fragmentation is the responsibility of the WDP
and not the Record protocol, as is the case for SSL/TLS. The role of the Record is to add
an unencrypted header of 1 to 5 octets to each message arriving from the higher layers, in
order to indicate the message type and to signal the presence of optional fields. These
include 2 octets for the sequence number in the case of explicit numbering, and 2 octets
for coding the length of the block of encapsulated data.
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6.2.3 Service Constraints

WAP was designed so that mobile workers could maintain contact with the information
systems of their enterprises, banks, etc. However, we see that TLS and WTLS are
incompatible. This has two consequences. From the server side, applications equally
accessible to the mobile and sedentary workers must be written and maintained in two
formats: HTML or XML on one side

TABLE 6.7
Additional Alert Messages in WTLS

Message Context Type
connection_close_notify Voluntary termination of the connection Fatal
decompression_failure Input data for the decompression function are invalid (for Fatal

example, too long)
disabled_key id Keys that the client supplied were administratively Critical
disabled alert
duplicate_finished_received The server received a second Finished in an abbreviated =~ Warning
Handshake
key_exchange_disabled Key exchange was disabled to protect an anonymous key -2
exchange in progress
session_close_notify Voluntary termination of the session Fatal
session_not_ready Secure session not available for administrative reasons Critical
alert
unknown_key_id None of the client keys are recognized Fatal
unknown_parameter_index Server does not know the indicator that the client Critical
supplied for the available key exchange suite alert

2 Left to the appreciation of the sender.

and WML on the other. From the network side, a gateway must intervene to ensure
interoperability between TLS and WTLS. For example, the message transmitted from the
mobile terminal and secured by WTLS must be decrypted by the gateway and then
encrypted again according to TLS. This conversion is not risk-free, because for a short
interval, the message is in the clear, so end-to-end security cannot be guaranteed without
additional eff orts to protect the information in the clear during the conversion.

6.2.3.1 Possible Location of the WAP/Web Gateway

The conversion gateway can be located with respect to the WAP platform and the
enterprise firewalls according to several possibilities:
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1. The enterprise manages the access by deploying the gateway and the WAP platform
behind its firewall. In this case, the security problem related to the WTLS/TLS
conversion is resolved. This is shown as Case | in Figure 6.4. Mobile users connect to
the telephone number that their employer supplied, and the WTLS protocol is used up
to the gateway. Either the radio link extends to the enterprise network or the employer
houses its equipment in a secure location that the mobile operator provides. In either
case, the employer takes care of all the links in the security chain. The advantage for
the enterprise is that it is completely independent of the mobile network whose only
role is to supply the radio channel. However, the enterprise must be able to master all
the necessary skills to manage and maintain the system and evolve it with technology.

FIGURE 6.4

Possible locations of the WAP/Web
gateway between the mobile network
and the enterprise network.

2. The mobile operator is responsible for the radio communication, including the
conversion from WTLS to TLS, as shown in Case Il of Figure 6.4. The telephone
operator must be a trusted party and be capable of carrying out the responsibilities that
befall it.

3. The mobile operator is only responsible for the radio link. The gateway WAP/Web is
hosted at the Internet Service Provider (ISP) of the enterprise before the firewall on
the enterprise’s premises. This corresponds to Case I11 of Figure 6.5, in which the
provider controls end-to-end security.

4. Finally, as shown in Case IV of Figure 6.5, it is possible for the enterprise to rely
completely on its ISP for the whole security: the WAP/Web conversion, application
hosting, and firewall.

None of these configurations is totally satisfactory. This is why the problem was also
addressed from a protocol point of view. We present two approaches in the following.
The first is called Integrated Transport Layer Security (ITLS) and the second Network-
Assisted End-ToEnd Authentication (NAETEA).
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6.2.3.2 ITLS

The solution ITLS consists of encrypting the message twice using two different keys. The
first key is a secret shared between the mobile terminal and the WAP/Web gateway; the
second is the key between the mobile terminal and the server (Kwon et al., 2001). This
solution taxes the terminal in terms of computation power management. It requires some
modifications in the WTLS protocol at the client level to exchange a secret with the
gateway. More

FIGURE 6.5

Possible arrangements of the firewall
and the WAP/Web gateway between
the enterprise and its Internet access

provider.

precisely, the WAP gateway must transmit to the client a new message IntCertificate
following the Certificate message coming from the server, while the client responds with
another new message IntClientKeyExchange. A third message Hash_Handshake is used
to verify the integrity of the session establishment between the client and the gateway.
Finally, the gateway intervenes to modify the content of the ClientHello, ServerHello,
and Finished messages, as well as the Record exchanges with user’s data. These
modifications are depicted in Figure 6.6.

6.2.3.3 NAETEA

The NAETEA solution has the advantage of avoiding any changes to WTLS and of
saving the terminals from additional crytopgraphic computations through an intervention
of the mobile network, once the connection encrypted with WTLS is established. In this
protocol, the terminal shares a secret session key with the network (Ks) (established with
WTLS) and has a pair of public/private keys for digital signature PSKs,gr and SSKggt.
The Web server has a pair of public/private encryption keys PKy, and SKy, and a pair for
signature PLgiew and SSKgiew. The corresponding network keys are PKy/SKy and
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PSKsien/SSKsian, respectively. In the following, K{X} represents the encryption of the
content X with the key K, and || indicates concatenation:

1. The terminal produces a random number Rand and encrypts it with the public
encryption key of the Web server PKyy. This operation gives PKy, {Randr}.

2. The terminal adds to the cryptogram its certificate and encrypts the whole with the
secret key shared with the network:

FIGURE 6.6
Exchanges of the ITLS protocol.
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m1=Ks{PK, {Randr} || signature certificate of the terminal}

3. The terminal signs the message with its private signature key SKsct and a hash
function H:

sigT=SKgicr{H(m11 || identifier of the Web server)}

4. The message M1 sent to the network is formed as follows:

M1=(m1 || sigT || signature certificate of the terminal || identifier of
the Web server)

5. After receiving the message M1, the network verifies the integrity of the signature sigT
with the help of the public signature key extracted from the received certificate. Next,
it decrypts ml with the key Ks to verify that the certificate is identical to the one that
was encrypted. Once this verification is accomplished, then the network can forward
the data received in full confidence to the Web server. It makes a new message by
signing the data with its private signature key KSsgr:

m21=(KPw {Rand+} || sigT || terminal certificate || identifier of the
Web server)

sigN=KSgign {H(m21, signature certificate of the network)}

6. The message M2 is constructed as follows:

M2=m21 || sigN || network certificate

7. Having received the message M2, the Web server examines the network signature to
ensure that the message M2 really comes from the network. Once this verification is
done, it can extract the random number Randy with its private encryption key SKy.

8. The Web server generates another random number Rand,, and constructs the session
key Kwr=H(Rand+ || Rand,,) and a hash H (Rand+ || Kwr). This session key will serve
to encrypt the exchanges between the server and the mobile terminal. The

concatenation of the two random numbers and the server encryption certificate gives
m31:

m31=Randy || H(Rand~ || Kwr) || signature certificate of the Web
server

9. It computes sigW=SKgcw (H(m3)} with its private signature key SKggw. The
message M3 returned to the network is formed by concatenation as follows:



TLSand WTLS 291

m31 || sigW || signature certificate of the Web server

and the whole is encrypted with the public encryption key of the network PKy.
Thus, we have the following:

M3=PKy {m31 || sigW || signature certificate of the Web server}

10. The network decrypts the message M3 with its private key SKy, verifies the
signature, and prepares accordingly the message to the terminal. This message is
encrypted with the key Ks established with the terminal.

M4=Ks {Rand,, || H(Randr || Kwr) || encryption certificate of the
network} || encryption certificate of the network

11. The terminal proceeds to authenticate the message by comparing the certificate
received in the clear with the one encrypted with the key Ks. Once this is verified, the
terminal extracts the random number Rand,,, then calculates the encryption key Kyt
with H(Rand+ || Rand,,). Finally, it compares the value of the hash H(Rand || Kwr)
with the one enclosed in the message M4. If both values are identical, the terminal can
be confident that it is the server that received the random number Randy that it
originally sent and, therefore, that the key Ky can guarantee the confidentiality of the
exchanges with the server.

The exchanges associated with this protocol are depicted in Figure 6.7.

6.3 Summary

The success of SSL led to its normalization with TLS and its metamorphosis as WTLS
for mobile communications. Nevertheless, there are some differences between TLS and
SSL, and WTLS is totally incompatible with SSL/ TLS, because WTLS is optimized to
save bandwidth. Unfortunately, the
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FIGURE 6.7

End-to-end authentication across
WTLS and TLS with the NAETEA
protocol.

service architecture becomes complex when WTLS and SSL/TLS are associated with the
same connection. In addition, the operation of WTLS raised some concerns with respect
to the weaknesses of certain algorithms retained. Thus, the new version of the WAP
specifications returned to TLS by adopting a profile that is particular to wireless
transactions.

Questions

1. What is the advantage of delaying data transmission until both sides exchanged and
verified their Finished messages?

2. How can a denial-of-service attack be mounted against SSL/TLS/ WTLS? How can
the use of cryptographic puzzles offer some pro tection?

3. List some sources of incompatibilities between WTLS and TLS.
4. Why are some weak encryption algorithms used in WTLS?

5. Compare and contrast solutions to the problem of the unencrypted message in
WTLS/TLS conversion.

6. In the NAETEA protocol:

a. What is the function of the shared key between the terminal and the mobile
network?
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b. How is the terminal authenticated by the Web server?

c. Why is the session key between the mobile terminal and the Web server based on
two random numbers?

d. How is the session key protected from the mobile network?



7
The SET Protocol

ABSTRACT

This chapter discusses the SET (Secure Electronic Transaction) protocol
designed to secure bankcard transactions executed over open networks
such as the Internet. This protocol was sponsored jointly by Visa and
MasterCard in collaboration with the main players in the informatics
world, such as IBM, GTE, Microsoft, SAIC (Science Applications
International Corporation), Terisa Systems, and VeriSign (SET
Specification, 1997). The common objective was to encourage the use of
credit cards for online payments and to avoid market fragmentation into a
multitude of incompatible protocols.*

SET operates at the application layer, independently of the transport
layer, a property that distinguishes it from SSL. In practice, however, SET
is usually considered for securing transports that conform to the TCP
protocol. SET focuses only on the payment and excludes the search and
selection of goods. In a SET transaction, cardholders make payments
without inserting their cards in any reader; rather they present a certificate
previously awarded by a certification authority. This certificate is stored
in the hard disk of a computer or on a diskette and allows the
authentication of the cardholder with public key cryptography.

Because SET is a U.S. invention, its initial focus was on security
through software implementation. The adaptations of SET to integrated
circuit cards (chip or smart cards) originated from Europe. One of these
projects, Cyber-COMM, took into account the specific needs of French
bankcards. In addition, SETCo published two documents to adapt SET to
smart cards (SETCo, 1999a, 1999b).

7.1 SET Architecture

The fundamental principle that guided SET architects was to secure bankcard
transactions over the Internet without modifying the existing banking circuits for
authorization and remote collection.

LA fully owned subsidiary of SAIC, Tenth Mountain Systems, Inc., was the first SET Compliance
Certification Authority (SET SCCA). The SAIC also owns the InterNIC (Internet Network
Information Center), which, until 1999, was the sole administrator of Internet domain names .com,
.org, and .net. It is also the owner of Telcordia (formerly BellCore).
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As previously discussed, bankcard networks have authorization servers that filter
abusive transactions according to precise criteria, such as if an expense ceiling is reached
or if an excessive number of transactions are conducted in a given interval. Thus, before
authorizing a bankcard transaction, the merchant has to query the authorization servers of
the card scheme. Later in the settlement phase, the merchant is paid the amount that
corresponds to the goods or services. However, various bankcard systems require that
financial settlement be made only after shipment of the acquired goods. It is only then
that the merchant sends the bank a clearance request to recover the outstanding debts; this
request is then forwarded through the banking networks to the issuer bank. Note that in
some bankcard systems, the authorization and settlement requests can be combined in the
same operation for each transaction. Other systems allow the grouping of transactions, so
that several authorization and settlement requests can be sent at the same time, for
example, at the end of the workday. If the merchant is to reimburse the buyer, either
because the product was returned or was defective, the merchant gives its bank
instructions to credit the client’s account.

To allow the scheme to work on a worldwide level, SET introduced two new entities:
the certification authority to certify the actors and the payment gateway. The latter
manages the border between the Internet and the network of bankcards.

Thus, there are six participants in SET:

1.The cardholder, whose card will have to conform to the SET specifications and be
issued by an issuer institution, typically a bank affiliated with Visa or MasterCard

2. The merchant’s server

3. The payment gateway

4. The certification authority

5. The issuer institution of the cardholder’s bankcard

6. The acquirer institution, which is the merchant’s bank

Figure 7.1 depicts the functional architecture of SET. The cardholder, the merchant, the
certification authority, and the payment gateway are connected through the Internet. The
client does not establish a direct connection to the payment gateway but uses a tunnel that
goes through the merchant’s server, using the tunneling technique. Each of the
participants first must obtain a certificate from a certification authority that conforms to
the SET specifica- tions. These certificates are enclosed in each of the messages
exchanged among the cardholder, the merchant, and the payment gateway.

The issuer and acquirer institutions are linked with a closed and secure bank network.
The payment gateway is the bridge between the open and the closed networks, which
protects access to the banking network. The gateway has two interfaces, one conforming
to the SET specifications, on the Internet side, and the other to the proprietary protocol on
the secure financial network side.
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FIGURE 7.1

The various actors in a SET
transaction.

SET secures the exchanges between the client and the merchant and, at the same time,
the exchanges between the merchant and the payment gateway. The payment gateway, as
in the case of remote payments with the Minitel, manages the payments on behalf of the
banks that issue the bankcards and the acquirer banks. As a consequence, the gateway
must be approved by the banking authorities; if not, the financial institution is responsible
for carrying out these functions.

Figure 7.2 depicts the position of SET in the protocol stack TCP/IP (Sherif et al.,
1997).

SET is a transaction-oriented protocol, and it functions in the request/ response mode;
i.e., messages are in pairs. The message structure follows the DER (Distinguished
Encoding Rules) of the ASN.1 (Abstract Syntax Notation 1) (Steedman, 1993). The
ASN.1 version used dates from 1995; as described
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FIGURE 7.2

Position of SET in the TCP/IP protocol
stack.

in ISO/IEC 8824-1 (1998), 8824-2 (1998), 88243 (1998), and 8224—4 (1998); whereas
the DER rules are in ISO/IEC 8825-1 (1998). The messages are encapsulated with
MIME as described in PKCS #7 (IETF RFC 2315, 1998). In particular, SET uses the
following PKSC #7 structures:

« SignedData, for data that are signed
« EnvelopedData, for clear data that are in a digital envelope
« DigestedData, for digests
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* EncryptedData, for encrypted data

7.2 Security Services of SET

SET transactions provide the following services:

* Registration of the cardholders and merchants with the certification authority

* Delivery of certificates to the cardholders and merchants

» Authentication, confidentiality, and integrity of the purchase transactions

 Payment authorization

» Payment capture to initiate the request for financial clearance on behalf of the
merchants

SET employs the techniques of public key cryptography to simultaneously guarantee the
following:

« Confidentiality of the exchanges, i.e., that they cannot be read online by an entity
external to the transactions

« Integrity of the data exchanged among the client, the merchant, and the acquirer bank

« Identification of the participants

« Authentication of the participants

A necessary but not sufficient condition for nonrepudiation of the transactions is that the
cardholder be certified. Other conditions include a trusted time-stamping mechanism and
an irreproachable certification authority. Finally, because it is the payment gateway that
verifies the exactness of the payment instructions and not the merchant, the gateway will
be called upon to arbitrate disputes. Note that, however, to facilitate deployment of the
SET protocol, buyer certification is optional in Version 1.0 of the specifications.

Message confidentiality is achieved with symmetric encryption algorithms (also called
secret key encryption algorithms). The secret key is distributed with public-key
cryptography algorithms. For instance, when the payment gateway wants to send
confidential inf ormation to the merchant, it generates a symmetric encryption key with
which it encrypts the data. This same key is encrypted with the public key of the
merchant, who, being the only entity with the corresponding private key, is the only party
capable of retrieving the symmetric key and decrypting the data.

Message integrity aims at guaranteeing that the received data are exactly what the
sender transmitted and that they were not corrupted by mischief or error during their
transit on the network. SET uses the digital signature of the sender to ensure message
integrity, i.e., the digest of the message encrypted with the private key of the sender. Any
entity having access to the corresponding public key is able to verify the message
integrity by comparing the calculated digest of the message with the one obtained by
decrypting the signature. In this way, if the public/private key pair is unique and attempts
to steal the sender’s identity were not successful, the digital signature simultaneously
guarantees the sender’s identity and the data integrity.

The identification of the participants in a SET transaction corresponds to a
preestablished relation between an encryption key and an entity. Each entity attaches to
its message, whether encrypted or not, a digital signature that only that entity could have
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generated but that can be verified by the peer entities. As seen above, in SET, the sending
entity constructs this signature by encryption with its private key using a public-key
algorithm; this signature is verified with the corresponding public key

In SET, the certificate signed by the certification authority gives credence to the
association of a public key with its owner, thus providing authentication. The
authentication procedures of SET are based on Version 3 of ITU-T Recommendation
X.509 (1996). Each certificate contains the identity of its owner, a public key related to
the public-key encryption algorithm used, and the signature of the authority that issued
the certificate. For mutual authentication, two parties have to go backward along the
certification path until they encounter a common authority.

7.2.1 Cryptographic Algorithms

As shown in Table 7.1, SET employs existing cryptographic algorithms. It is seen that
SET uses SHA-1 for ordinary hashing as well as HMAC-SHA-1 for keyed hashing.

TABLE 7.1
Cryptographic Algorithms Used in SET

Algorithm Services
DES Confidentiality
RSA Authentication, identification, and integrity
SHA-1 Hashing

HMAC-SHA-1 Keyed hashing
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FIGURE 7.3

Processing of a typical message in
SET.

In a SET transaction, some participating entities, such as the merchants, have two pairs of
public encryption keys: one for signing documents and the other for exchanging keys
during the identification phase. The first pair is called the signature key, and the second is
called the key-encryption key (or key for key exchange). Figure 7.3 summarizes the main
steps for processing a typical message to implement the services of authentication,
confidentiality, and integrity. The private key used for signature is from the pair of
signature keys, whereas the public key for encrypting the symmetric key comes from the
pair of encryption keys.

Once created, the digest is coded according to the DER rule and then arranged to
conform to the content type DigestedData and to a digest with the various fields, as
shown in Table 7.2. As stated earlier, this syntax is based on the PKCS #7 (IETF RFC
2315, 1998) syntax as redefined in Book 2 of the SET specifications. The digest length
then jumps from 20 to 46 octets, which corresponds to an increase in the transmission
overhead of more than 100%.

The ensemble formed with the digest and the clear message is encrypted with the Data
Encryption Standard (DES) algorithm using as a symmetric key a random number of 8
octets (64 bits) generated anew for each message. This key is then sent to the recipient
within a digital “envelope” with the format
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TABLE 7.2
Digest for the PKCS #7 Format in SET
Field Length (octets)

Header of DigestedData 2
Version 3
Header of DigestAlgorithm 2
Algorithm 7
Parameters of the algorithm 2
ContentInfo 2
ContentType 6
Header of hash 2
The hash proper 20
Total 46

specified in PKSC #7. This envelope is, in turn, encrypted with the public RSA key of the
message’s recipient. The length of the RSA key is 1024 bits.

To give additional protection to the symmetric DES key, before encrypting the DES
key with the public key of the recipient, the numerical envelope is processed with the
OAEP (Optimal Asymmetric Encryption Padding) technique that Bellare and Rogaway
(1995) proposed. The OAEP processing makes all bits of the cryptogram equally resistant
to attack. The cryptogram is formed of 128 octets that include the symmetric key, the
buyer’s PAN (Primary Account Number), and other variables that are combined with
padding, random numbers, and the like, to offer enhanced resistance to brute-force
attacks (SET, 1997, Book 3, pp. 15-23). Thus, the SET protocol uses the private key of
the sender for the digital signature and the public key of the recipient to encrypt the
digital envelope that contains the DES key used to encrypt the clear text. If the cardholder
is certified for signature, the certificate is attached to the message encrypted with the
symmetric key, as shown in Figure 7.4. In this case, each message is authenticated.

7.2.2 The Method of the Dual Signature

One innovation that SET introduced is the procedure for dual signature. This procedure
links the elements of two messages, each sent to a different recipient with the same
signature to avoid unnecessary exchanges. With this procedure, each recipient can read
the message that is addressed to him or her and verify the integrity of the other message
without knowing its content. For example, suppose that a buyer simultaneously sends the
purchase order to the merchant and the payment instructions to the bank (through the
payment gateway). Of course, the buyer would like the payment instructions to be
executed only after the merchant accepted the purchase order.
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FIGURE 7.4

Cryptographic processing of SET
messages sent by the buyer.

Let m1 be the message destined to the merchant and m2 be the message for the payment
gateway (by way of the merchant), respectively. The buyer concatenates the digests of
both messages to construct a new m3:

m3=H(m1) || H(m2)

The buyer then applies the hashing function H() to the new message m3. Accordingly, the
message sent to the merchant is composed from the following elements:
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where PKg is the public key of the payment gateway, SK¢ is the private key of the buyer,
and @is the Exclusive OR operation.

The merchant reads the message m1 that is addressed to him and verifies its integrity
by comparing the received H(m1) with the recalculated value. Following verification, the
merchant decrypts H(m3) with the client’s public key, PK¢, and extracts H(m2) by the
Exclusive OR operation H(m1) @ (H(m1) @ H(m2)}. This allows it to concatenate the
computed digest H(m1) with the extracted digest H(m2) to reconstitute m3=H(m1) ||
H(m2). If H(m3) gives the result obtained by decrypting {H(m3)} SKc with the client’s
public key, then the integrity of the message m2 to the payment gateway was established
without accessing the content of m2. If the merchant accepts the integrity of the message,
it sends to the gateway

{m2, H(m2)} PK¢ (H(m3)} SK¢ H(m1)

As a consequence, the gateway can extract H(m2) and, by concatenating H(m1), it
verifies that the quantity H(m3) is the same as that obtained with the client’s public key,
which is an indication that the merchant accepted the offer, because it is the merchant
who relays the client’s offer to the payment gateway.

Thus, the payment is not executed unless the merchant accepts the offer, whereas the
sale is effective only if the bank approves the payment instruction. At the same time, the
payment gateway cannot access the purchase order, and the payment instructions remain
opaque to the merchant.

7.3 Certification

In this section, SET procedures for the certification of the cardholder and of the merchant
are presented. It is important to note that this “certification” has a different meaning than
that of the “certification” of SET components. The objective of the latter is to verify the
conformance of a SET implementation to the specifications.

7.3.1 Certificate Management

The architecture for certificate management is shown in Figure 7.5. This figure shows the
nine elements that intervene in the certification path, starting from the root certification
authority and ending with the participants in a SET transaction.

The root certification authority is at the top of the SET certification structure. It is the
ultimate verifier of the authenticity of the participants and controls the delivery of the
electronic certificates. CertCo & Digital Trust
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FIGURE 7.5
Hierarchy of certificate management.

Company was selected to fulfill this role. It is responsible for issuing the root key for
public key cryptography of length 2048 bits that serves to generate the necessary
certificates to authenticate all the other actors. CertCo was founded in December 1996 as
a subsidiary of Bankers Trust, which merged in 1998 with the Deutsche Bank. However,
CertCo was not supposed to be the sole guardian of the key, as the key was intended to be
divided into fragments, with each fragment probably being owned by one of the large
card issuers.

The brand certificate authorities are in the next level of the certification hierarchy.
This is the level of the various organizations for management of bankcards, principally
Visa and MasterCard, or credit cards, such as American Express. These authorities can
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delegate their responsibilities in a given zone to geopolitical certification authorities
whose role is to accredit local authorities. It should be noted that, for all of these
authorities, the size of the keys for public key cryptography is 1024 bits.

Figure 7.5 shows that end entities in SET have two types of certificates: signature
certificates and key encryption certificates. Signature certificates are used to verify the
signatures, while key encryption certificates are used when the secret key used for the
symmetric encryption is encrypted. A pair of keys corresponds to each type of certificate,
so that there are signature keys and key encryption keys; for legal reasons, the signature
keys are larger. Because the cardholder is not allowed to have a certificate other than a
signature certificate, cardholders have to use the keys that the other parties send them to
encrypt and exchange symmetric keys.

The merchant and the payment gateway, in contrast, can have the two types of
certificates. Local certification authorities own a third type of certificate to show that they
are allowed to certify end entities. The authority that certifies the payment gateway needs
to have the additional certificate to sign the certificate revocation list. In general, the
acquirer bank certifies the payment gateway. Authorities of the three higher hierarchical
levels have only two certificates: the first authorizes them to certify the lower hierarchical
levels, while the second gives them the right to sign the revocation lists. Although the
protocol specifies the procedures for certification, the procedures for -certificate
revocation are left to the individual authorities.

7.3.1.1 Cardholder Certificate

By registering with a certification authority, the cardholder can obtain a signature
certificate with the authority’s signature. This cardholder certificate guarantees
correspondence between a pair of signature keys and the attributes of the cardholder
[name, account number, expiration date of the card, personal identification number (PIN),
etc.]. According to Version 1.0 of SET specifications, the requirements on cardholder
certification depend on the policy of the issuer bank.

The certificate does not contain the name of the cardholder but instead contains an
encrypted value that acts as a pseudonym. Similarly, the certificate does not contain the
financial references of the payment but contains their digest calculated with a one-way
hash function starting with the account number, the expiration date, and the PIN:

Hash=H(account number || expiration date || PIN)

where || represents the concatenation operation.
Because the bank knows the financial references, it is able to ascertain whether the
certificate really belongs to the cardholder.

7.3.1.2 Merchant Certificates

The merchant needs two pairs of keys: one for message encryption and the other for
signature. To reduce the processing needed to deduce the certification path, the merchant
may stock on its computer the certificates of the payment gateway. The time savings are
important, particularly if the merchant is in touch with several acquirer institutions,
because there is a need to reconstruct the certification path for each one of them at every
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exchange. This is the case, for example, for international commerce. As a consequence,
the total number of certificates that a merchant needs may depend on the number of
gateways with which it is dealing.

7.3.1.3 Certificate of Financial Agents

The payment gateway is usually certified by the acquirer bank. The certificate for key
encryption contains a public encryption key that is used to encrypt the DES key used for
encrypting the messages, such as the payment instructions.

If the acquirer bank expects to play the role of a certification authority, it has to own
four certificates: a signature certificate, a key encryption certificate, a certificate for
signing certificates, and a certificate to sign the certificate revocation list. The acquirer
bank, in turn, is certified, either by a geopolitical certification authority, should there be
one, or by the brand certification authority that is situated in the next level.

The financial institution that issues the cardholders’ cards must have a certificate from
the brand certification authority that allows it to certify its clients.

7.3.1.4 Certificates of the Root Authority

The certificates of the root authority are self-signed and are accessible by all end entities
of SET. The signature certificate contains the digest of the master key as well as a
replacement key. This replacement key assures service continuity, because each time the
master key is renewed, new certificates are issued with the replacement key as the master
key. The validity of a new certificate is verified by comparing the digest of the new key
in the new certificate with its digest in the old certificate.

An end entity can, at any time, verify the validity of the certificate of the root authority
by querying its own certification authority. The latter is supposed to know the digest of
the certificate of the root authority and, theref ore, can verify if the two digests are
identical. If the comparison shows that the root certificate is not valid, the user can
request a new certificate.

TABLE 7.3
Schedule for Certificate Renewal
Entity Signature Key Certificate for  Certificate for
Certificate Encryption Signature Signature
Certificate Certificate CRL?
Cardholder 3 years
Merchant 1 year 1 year
Payment gateway 1 year 1 year
Cardholder 1 year 1 year 4 year
certification
authority

Merchant 1 year 1 year 2 years
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certification
authority

Payment gateway 1 year 1 year 2 years 2 years
certification
authority

Geopolitical 5 years 2 years
certification
authority

Brand certification 6 years 2 years
authority

Root authority 7 years 2 years

& CRL=Certificate Revocation List.

7.3.1.5 Certificate Durations

SET specifications (Book 2, Appendix T, pp. 566-569) suggest that various certificates
be renewed according to the schedule shown in Table 7.3. The private keys of all entities
are renewed annually, except that of the cardholder, which lasts 3 years.

7.3.2 Registration of the Participants

7.3.2.1 Cardholder Registration

Registration can be by e-mail or on the Web by clicking on a special button. Registration
of the cardholder comprises the three phases shown in Figure 7.6: initialization, request
for the registration form, and presentation of the filled-in form. Listed in Table 7.4 are the
SET messages exchanged between the certification authority and the cardholder during
registration.

TABLE 7.4
Messages for Registering the Cardholder
Message Direction of Transmission Significance
CardCInitReq Cardholder—Certification Request to initiate a registration
authority
CardClInitRes Certification Response to the request to initiate a registration
authority—Cardholder transaction
RegFormReq Cardholder—Certification Request for a registration form
authority
RegFormRes Certification Response to the request for a registration form

authority—Cardholder

CertReq Cardhonlder—Certification Certificate request
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authority

CertRes Certification Response to a certificate request
authority—Cardholder

FIGURE 7.6

Messages exchanged during cardholder
registration.

Details of cardholder registration are presented as follows.

7.3.2.1.1 Initialization

The registration starts when the cardholder software sends a CardClnitReq to the
certification authority to begin the certification procedure. The certification authority
responds with the message CardClnitRes, which is signed with the authority’s private
signature key and which contains the certification authority’s certificates for key
exchange and signature. Figure 7.7 depicts the composition of the CardClInitRes message.
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FIGURE 7.7

Formation of the CardClInitRes
message.

Upon reception of this message, the cardholder software verifies the authority’s
signature, either by using the public key that was obtained in a safe manner or by
following the certification path to the root authority.

After verification of the certificate, the cardholder is able to protect the confidentiality
of the subsequent exchanges. Each message is encrypted with a secret encryption key
using the DES algorithm. This secret key will be encrypted with the public key of the
authority, so that only the latter is able to decrypt. This processing is identical to that
depicted in Figure 7.2.

7.3.2.1.2 Request for the Registration Form

The cardholder must complete a registration form to which the issuer of the bankcard has
agreed. To obtain this form, two sets of exchanges between the cardholder software and
the certification authority are needed. The first message is RegFormReq and is used to
request the registration form. It contains the identity of the financial institution or the
issuer bank and the cardholder’s payment data, particularly the PAN. The message is
encrypted with a random secret key by applying the symmetric encryption algorithm
DES. Next, the secret key and the card number are encrypted with the public key of the
authority. Figure 7.8 depicts the formation of the RegFormReq message. Note that the
messages originating from the cardholder are not signed as yet, because the requested
signature was not yet awarded. [Also, note that the first four numbers of the PAN form
the BIN (Bank Identification Number). They identify the issuer bank and the card brand
(Visa, MasterCard, etc).]

After receiving and processing the RegFormReq message, the certification authority
extracts the pertinent registration form from its archives, if it already has it, or retrieves it
from competent sources. It then signs it with its private signature key and encloses its
response in the RegFormRes message.
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7.3.2.1.3 Completing and Sending the Form

The cardholder’s software verifies the authority’s signature, following the certification
path all the way back to the root authority, if necessary. Once the authenticity of the
response is verified, the cardholder’s software extracts the registration form and verifies
its integrity by decrypting the signature with the certification authority’s public key and
comparing the decrypted digest with the digest recalculated on the basis of the received
form. If everything is correct, the cardholder enters the required data in the form to
request the certificate. The cardholder’s software generates the pair of private and public
keys and three random numbers. The first random number is the secret key that will serve
to encrypt the message before its transmission with the symmetric algorithm DES. The
second random number is the symmetric key that the certification authority will use to
encrypt the certificate. The third random number is attached to the registration form and
will be used by the certification authority as explained below.

FIGURE 7.8

Processing of the RegFormReq
message by the cardholder’s software
and the certification authority.
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Thus, the CertReq that the cardholder transmits contains the registration form, the
cardholder’s public key for signature that was just generated, and the second secret key.
The whole message is hashed and the digest encrypted with the cardholder’s private
signature key to produce the message signature. Next, the message is encrypted with the
first secret key, which, in turn, is encrypted with the public key of the certification
authority. Figure 7.9 summarizes the processing steps used to form the CertReq message.

FIGURE 7.9
Formation of the CertReq message.

At this stage, the authority has all the information necessary to check the certification
request according to the regulations of the card issuer institution; these rules are
independent of SET. Once the verification is done, the authority proceeds to issue the
certificate. The authority uses the third random number it received from the cardholder to
construct another secret that it keeps to itself. It then computes the hash of this new
secret, the PAN, and the card expiration date, i.e., H(PAN, expiration date, random
number). This hash is included in the certificate in order to establish a protected link
between the certificate and the user’s data.

Note that the use of the random number, or salting, defends against dictionary attacks
on the account number. In fact, the possible values for the expiration date are limited and
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could be guessed on the basis of the certificate expiration dates. Similarly, the number of
issuing banks is limited. Without the random number (or salt), it would be relatively easy
to construct a dictionary of all possible numbers formed of the concatenation of account
numbers and expiration dates and then systematically compare the calculated hash values
with the value in the certificate. When the two numbers match, the PAN would be
obtained.

The authority signs the certificate with its private signature key and assigns it an
expiration date, according to the operating rules. The third random number that the
cardholder generated will be resent to the cardholder (to protect against replay attacks).
The CertRes is encrypted with the symmetric DES that the cardholder included in the
CertReq message. After receiving and processing the CertRes message, the cardholder
stores the certificate in order to be able to participate in SET transactions.

7.3.2.2 Merchant Registration

Merchants must be registered by a certification authority before they can exchange SET
messages with buyers and payment gateways. In a manner similar to the client’s
registration, the merchant engages in a series of exchanges of SET messages with its
certification authority to obtain a signature certificate and a key encryption certificate.
Table 7.5 contains the set of messages that the merchant’s server exchanges with the
certification authority during the merchant’s registration and certification. These
exchanges are depicted in Figure 7.10.

The merchant’s software starts the conversation by sending the MeAqCInitReq
message. This command is simultaneously a request for registration and for the
registration form. The authority responds by attaching the form to the Me-AqClnitRes
message that also contains the authority’s signature certificate so that the merchant can
verify the signature by following the certification path all the way back to the root
authority.

According to SET, the merchant is obliged to have two certificates: the first is for
signatures, whereas the second is for encryption of the symmetric keys. As a
consequence, the merchant’s software has to produce two pairs of public/private keys: the
first for signature and the second for encryption. Thus, the merchant’s software transmits
the filled-out registration form with the two public keys attached, as well as a signature
calculated over the whole

TABLE 7.5
Messages for Merchant’s Registration

Message Direction of Transmission Significance
Me-AqClnitReq  Merchant — Certification authority Initialization request for certification
Me-AqClnitRes  Certification authority — Merchant Response to the initialization request
CertReq Merchant — Certification authority Certificate request

CertRes Certification authority — Merchant ~ Answer to the certificate request
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FIGURE 7.10

Merchant’s registration and
certification.

transmission with the private key for signature. The whole message is encrypted with the
secret key according to the DES algorithm. This secret key and the merchant’s account
number next are put in a digital envelope and then encrypted with the public key for key
encryption of the certification authority. The whole set constitutes the CertReq message.
However, this is different from the case of the client, because the message contains only
one secret key for encryption, namely, the one that was used to encrypt the message
during the processing indicated in Figure 7.11.

Following reception of the CertReq message, the authority decrypts the envelope to
extract the secret key and then to decipher the certification request. Once the signature is
successfully checked, the request is submitted for approval by the acquirer bank
according to the rules established by the financial institution; these rules are outside the
scope of SET. Once the authorization is obtained, the authority constructs the certificates
that the merchant requested, signs them with its private signature key, and then transmits
them in the CertRes message, joining its signature certificate. Figure 7.12 shows how this
message is prepared and then transmitted to the merchant.

Upon receipt of the CertRes, the merchant’s software verifies the signature with the
public key for signature of the authority to prevent fraud. After this check, the software
extracts the certificates and saves them for later use.

7.4 Purchasing Transaction

In a purchasing transaction, SET intervenes after the client chooses the desired item and
selects the means of payment. SET is responsible first for securing the transport of the
payment authorization over the network. Next, SET confirms the transaction in a
protected manner. Finally, SET is responsible for securing the reimbursement of the
merchant through the financial
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FIGURE 7.11

Processing of the CertReq message at
the merchant’s site.

clearance process. SET can also secure other operations, for example, payment
adjustment, but the principles are the same as for the straightforward case of purchasing
and clearance. Therefore, these additional operations will not be discussed, and the reader
is invited to refer to SET specifications or to books on SET (Loeb, 1998).

7.4.1 SET Payment Messages

There are two types of payment messages: mandatory and optional. Mandatory messages
occur in every purchasing and payment transaction, whereas the optional messages are
for complementary services that are not
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FIGURE 7.12

Composition of the CertRes message
by the certification authority.
(MC=merchant’s certificate;
AC=authority’s certificate.)

TABLE 7.6

Mandatory Payment Messages in SET

Messages Direction of Transmission Meaning
PReq Cardholder — Merchant Purchase request
PRes Merchant — Cardholder Response to the purchase request
AuthReq Merchant — Gateway Authorization request
AuthRes Gateway — Merchant Response to the authorization request
CapReq Merchant — Gateway Capture request
CapRes Gateway — Merchant Response to the capture request

needed in each implementation. Table 7.6 lists the obligatory payment messages, and
Table 7.7 lists the optional messages.

Mandatory messages can be grouped into three categories of request/ response pairs
related to purchase orders, payment authorizations, and financial settlements. The basic
exchange for a payment includes the following messages: PReq, AuthReq, AuthRes,
PRes, CapReq, and CapRes (Figure 7.13).
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TABLE 7.7

Optional Payment Messages in SET

Messages

PinitReq

PlInitRes

AuthRevReq

AuthRevRes
IngReq
IngRes
CapRevReq
CapRevRes
CredReq
CredRes
CredRevReq
CredRevRes
PCertReq

PCertRes

BatchAdminReq

BatchAdminRes

Error

Direction of
Transmission

Cardholder —
Merchant

Merchant —
Cardholder

Merchant —
Gateway

Gateway —
Merchant

Cardholder —
Merchant

Merchant —
Cardholder

Merchant —
Gateway

Gateway —
Merchant

Merchant —
Gateway

Gateway —
Merchant

Merchant —
Gateway

Gateway —
Merchant

Merchant —
Gateway

Gateway —
Merchant

Merchant —
Gateway

Gateway —
Merchant

All

Meaning
Initialization message to allow the cardholder to obtain
the merchant and the payment gateway certificates

Response to the PInitReq message

Message used by the merchant to cancel an authorization
and to reduce the amount of a transaction already
authorized

Response to the AuthRevReq message

Inquiry on the status of the transaction in progress
Response to the inquiry in IngReq

Message used to cancel a capture

Response to the CapRevReq message

Message used to claim credit on a transaction already
captured

Response to the CredReq message

Request to cancel a CredReq message

Response to the CredRevReq message

Request by the merchant for the payment gateway
certificate

Response to the PCertReq message

Message for administering capture request

Response to the BatchAdminReq message

Error message

Note: The Frror messane is sent when the received messane is of a tvne that is not recoanized or if



The set protocol 317

the message content is ambiguous and requires clarification.

The PReq and PRes messages are exchanged between the merchant and the cardholder,
whereas the other messages are exchanged between the merchant and the payment
gateway.

The messages from the cardholder toward the payment gateway pass by the
merchant’s server. To preserve the confidentiality of the client’s banking data from the
merchant, the client has to have the gateway certificate for key encryption to establish an
encrypted link with it.

7.4.2 Transaction Progress

7.4.2.1 Initialization

With the optional PInitReq message, the cardholder requests the certificates from the
merchant and the payment gateway. This message is transmitted in the clear on the
network. The response is the PInitRes message that

FIGURE 7.13

Mandatory messages in a SET
purchase transaction. (From Sherif,
M.H. etal., Proc. ISCC’98, 1998, pp.
353-358, ©1998 IEEE. With
permission.)
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contains the merchant’s signature certificate, the gateway’s key-encryption certificate,
and a transaction identifier, TransID. This message is signed with the merchant’s private
signature key.

Upon reception of the PInitRes message, the cardholder verifies the merchant’s
signature and the merchant’s signature certificate, as well as the key encryption
certificate of the gateway by following the trust chain backward to the first trusted
authority or even back to the root authority. Once authenticity is proven, the merchant
may store the certificates to avoid going back on the itinerary for any new transaction.

7.4.2.2 Order Information and Payment Instruction

The order information (Ol) and the payment instructions (PI) are transmitted in the PReq
message. The order information identifies the goods to be purchased, whereas the
payment instructions contain the PAN, the price of the items, and the transaction
identifier TransID, if it was supplied by the merchant. Otherwise, the cardholder software
creates the transaction identifier.

The digests of the order information and the payment instructions are concatenated,
then encrypted with the private signature key of the cardholder to construct the dual
signature of the PReq message. Next, this message is signed with the private signature
key of the cardholder. Illustrated in Figure 7.14 is the construction of the dual signature
of the PReq message.

The payment instructions, together with the digest and the dual signature, are
transmitted after their encryption with a secret key generated with a random number
generator. This key, in turn, is encrypted with the publickey encryption key of the
payment gateway before transmission, which puts it beyond the merchant’s reach. When
the cardholder has a signature certif-

FIGURE 7.14
Dual signature of the PReq message.
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icate, this certificate is transmitted as well. Figure 7.15 depicts the components of the
PReq message, and it is seen that this is one of the most complex messages of the
protocol.

More details on the PReq message are given below to convey an idea of the
complexity of the SET protocol and the redundancies that it introduces as a way to
guarantee security. Keep in mind that the content of the PReq message depends on
whether the cardholder has a signature certificate. If the cardholder is certified, the PReq
will be comprised of two parts as indicated in Figure 7.16.

The symbols used in Figure 7.16 are those used in the SET specification.

Thus:

* The operator DD(A) designates the digest of A reorganized according to the DigestData
content type of PKCS #7 and denoted as digest of A.

* The operator L(A, B) is a linkage operator that represents a link or reference pointer to
B attached to A, produced by concatenation of A to the digest of B.

L(A, B)={A, DD(B)}

* The operator SO(s, t) represents the signature of participant s on message A of type
PKCS #7 SignedData.

* The operator EX(r, t, p) represents the following sequence of operations: encryption of
message t with a DES key, K; insertion of this key and the variable p in the PKCS #7
envelope with OAEP to form OAEP{(k, p)}; and the encryption of this envelope with
r, the public RSA key of the recipent.

« Finally, fields between the square brackets [ ] are optional.

FIGURE 7.15
Construction of the PReq message.
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The first component of the PReq message, PIDualSigned, contains the payment
instructions and is directed to the acquirer bank with all the necessary indications to
identify the cardholder. The second part of the message, OlDualSigned, contains the
order information, signed and encrypted, as indicated earlier. Listed in Table 7.8 are the
mandatory fields shown in Figure 7.16 and their contents. For more details, the reader is
invited to refer to Book 3 of the SET specifications.

FIGURE 7.16
Composition of the PReq message.
TABLE 7.8
Content of the Mandatory Fields of PReq
Field Name Contents
Inputs Digest of the data included in the order information and the purchase amount
OlData Digest of the order information, the challenge to the merchant to ensure the

freshness of the cardholder signature, the card brand, and the issuer bank identifier

OIDualSigned OlData and digest of PIData
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PANData Card number, expiration date, secret code, nonce to protect against dictionary
attacks

PIDualSigned PISignature and linkage with the order information

PIHead Merchant identifier, hashed digest HMAC? of the global transaction identifier XID
and the cardholder secret code, identifier of the software provided, data on the
algorithm of the acquirer bank indicated in the gateway certificate

PlISignature  Digest of the cardholder signature

TransID Transaction identifiers

* HMAC=Hashed Message Authentication Code.

7.4.2.3 Authorization Request

The authorization request initiates a dialogue between the merchant server and the
payment gateway on one side, and between the gateway and the issuer bank on the other
side. The merchant server treats the PReq differently depending on whether it contains a
signature certificate of the cardholder. If a certificate is available, the server verifies it by
going back to the certification path and checking the signature on the order information
using the public key of the cardholder mentioned in the certificate. Then, the server
verifies the dual signature, and when the security checks are met, it sends back an
acknowledgment to the cardholder with the PRes message. This message is transmitted as
a clear text and is signed to verify the integrity of transmission upon receipt. The message
must contain the merchant’s signature certificate.

The merchant’s server next relays the payment instructions to the gateway in the
AuthReq message. This request is signed with the private signature key of the merchant,
and the whole message is encrypted with a symmetric DES key. Next, this key is
enveloped electronically, together with the merchant’s signature and encryption
certificates and, if available, the signature certificate of the cardholder. The envelope then
is encrypted with the public encryption key of the payment gateway. Figure 7.17 depicts
the different elements that constitute the AuthReq message.

7.4.2.4 Granting Authorization

Upon receiving the AuthReq message, the gateway checks the received certificates by
going back along the certification path. It decrypts the envelope of the request for
payment authorization with the help of the private key of the pair of key-encryption keys
to extract the symmetric encryption key. This symmetric key is then used to decrypt the
request. The integrity of the request is verified by the public signature key of the
merchant.

The payment gateway performs similar verifications for the payment instructions,
extracts the symmetric key used by the cardholder and the cardholder’s PAN, and then
verifies the dual signature with the public signature key of the cardholder. Furthermore,
the gateway must check the consistency of the request for payment authorization with the
payment instructions, for example, that the transaction identifier is the same in both parts.
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Once this stage is successfully terminated, the payment gateway prepares an
authorization request and sends it to the issuer bank through the bankcard network. The
steps are not part of SET and will not be explained here. Suffice it to say that bankcards
have a spending cap, so if the expense ceiling of a cardholder is reached, a referral
procedure kicks in with an attendant intervention by phone before authorizing the
payment (Dragon et al., 1997, pp. 171-179). The merchant software is supposed to take
care of these eventualities.

FIGURE 7.17

AuthReq message transmitted to the
payment gateway by the merchant.
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Once the authorization arrives, the gateway sends the response message AuthRes. This
message is encrypted with the DES algorithm with a secret random number, which is put
in an envelope that is encrypted with the public key of the key-encryption pair of the
merchant. The AuthRes message comprises two distinct parts:

» One mandatory part is the response of the issuer bank authorizing the payment.

* One optional part contains a capture token signed with the private signature key of the
payment gateway. This token must accompany any capture request associated with
this transaction to facilitate daily remote collections. The token is encrypted with a
second secret key that the gateway generates. As before, the secret key will be inserted
in an envelope that is encrypted with the public encryption key of the payment
gateway. Thus, this envelope can only be opened by the payment gateway.

When it receives the AuthRes message, the merchant server extracts from this message
the response of the issuer bank to the request for authorization as well as the encrypted
token. The server decrypts, with its private encryption key, the first envelope to recover
the secret key and to decipher the response of the issuer banks to the authorization
request.

In contrast, the merchant server cannot recover the capture token, because the DES
encryption key remains in the envelope encrypted with the public encryption key of the
payment gateway. The envelope containing the DES key and the encrypted token is
stored as is and then used to accompany capture requests.

7.4.2.5 Capture

This is the procedure whereby the merchant claims the credit that was implicitly accorded
during transaction authorization. The financial settlement is initiated by sending the
CapReq message to the payment gateway to request capture or collection. This message
includes, among other information, the amount of the transaction, the transaction
identifier, the reference to the authorization, the encrypted and signed capture token, and
the envelope containing the encryption key previously saved. Similar to all other SET
messages, the capture request is encrypted with a secret key that is inserted in an
envelope encrypted with the public encryption key of the payment gateway.

This request can take place directly after the purchase or at regular intervals, by
grouping several purchases for efficiency reasons. One capture message can thus include
several capture tokens from several transactions. The requests are given a sequence
number to distinguish among them and to associate a response with its associated request.

Upon receipt of the message, the payment gateway extracts the secret key from the
envelope to decrypt the capture request. It then proceeds to check the signature, as
indicated previously. The gateway then extracts the envelope that contains the symmetric
key used to encrypt the capture token and decrypts it with its private-key encryption key.
Thus, it will be the only entity capable of extracting this symmetric key to decrypt the
capture token. The payment gateway sends a clearance request using all the collected
information to the acquirer bank.

To conclude, the gateway responds to the merchant with the CapRes message. This
message contains the response of the acquirer bank with the amount finally credited to
the merchant account. This message is signed with the private signature key of the
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payment gateway. The CapRes message is encrypted with a secret key that is included in
the envelope encrypted with the public-key encryption key of the merchant. Verification
of the message by the merchant’s server proceeds according to the procedures explained
several times earlier.

7.5 Optional Procedures in SET

The merchant can initiate several procedures by sending optional requests to the payment
gateway. These procedures are as follows:

1. Modification or cancellation of a previous authorization with the help of the exchange
of AuthRevReq and AuthRevRes messages. The merchant can place a request at any
moment after the authorization is obtained but before the capture request.

2. Modification or cancellation of a capture with the messages CapRevReq and
CapRevRes.

3. Refund of the cardholder with the messages CreditReq and CreditRes (This exchange
occurs after reconciling the accounts of the merchant with the issuer bank. The
response message confirms or rejects the request for refund.)

4. Cancellation of a refund. The optional message CredRevReq gives the merchant the
option to request cancellation of a refund already accepted. The message from the
gateway CredRevRes contains the decision of the issuer bank regarding the
cancellation.

5. Request for the gateway’s key encryption certificate. The merchant request is in the
PCertReq, whereas the response of the payment gateway is in the PCertRes message.

6. Grouped settlement of a batch of capture tokens. The merchant sends the AdminReq
intended to the acquirer bank through the payment gateway by joining the
accumulated capture tokens, usually every 24 hours. The message can indicate the
start or the end of the processing of a batch of tokens, or an inquiry on the status of a
batch. The response from the bank is relayed through the gateway within the
AdminRes message.

7.6 SET Implementations

SET is modular in the sense that each phase has its own set of messages, which facilitates
segmentation of implementations according to design requirements. For example, with a
JAVA platform, the deployment of SET can be done through downloadable JAVA
applets.

SET promoters, particularly Visa and MasterCard, funded development of a reference
implementation, SETREF (Secure Electronic Transaction Reference Implementation).
The SETREF is written in C and operates on UNIX, the various Windows releases, and
Windows NT. SETREF is also distributed in a CD with the book by Loeb (1998). SET
Secure Electronic Transaction LLC (SETCo) (http://www.setco.org/) maintains SET
specifications, manages SET compliance and interoperability testing, and issues licensing
agreements.



The set protocol 325

SETREF utilizes the cryptographic toolkit BSAFE, which is produced by RSADSI,
but is subject to U.S. export restrictions. Accordingly, the tests cover symmetric
encryption with DES with keys of 40 and 56 bits, and asymmetric encryption with RSA
with keys up to 2048 bits. Furthermore, the conformance tests cannot be exported or
reexported to Cuba, Iran, Irag, Libya, North Korea, Sudan, or Syria. Even though it is
possible to use SETREF without using the cryptographic modules, this gap is a major
inconvenience. To overcome this drawback, the worldwide academic community
developed an interface compatible with BSAFE with the use of the CAPI of SSLeay,
already mentioned in Chapter 5.

SETREF comprises seven applications: three payment applications and four
registration applications. The software architecture is shown in Figure 7.18.

FIGURE 7.18
Software architecture of SETREF.

The main modules of SETREF are as follows:

» A2c, a module of conversion from ASN.1 to the DER format

* Alloc_ctx, for memory allocation

« Asnl, a module for definition of the ASN.1 types

« Cache_ctx, which creates a cache to replicate the data from one message to the other
and to know the state of a transaction

« Certs, a module handling the operations of certification as per X.509

« Crypto, which is the cryptographic module that cannot be exported from the U.S.

* Error_ctx, a module that gives explicit error messages

* lo_ctx, which handles the input/output interfaces

* Log_ctx, which logs the operations
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* Set_msg, the module that acts as the interface between the application program and SET
« Util, which provides generic tools for applications programming

SETREF has internal operating modules that the application program does not deal with
directly:

* Glue, for internal operations

* Kdb, a database

* Ops, a module of cryptographic operators

* Pkcs7, to implement the PKCS #7 functions
* Setcert, to process X.509 certificates

« Setref_util, a set of generic utilities for SET
» Store, a cache database

RSADSI produced S/PAY, a toolbox with demonstration software to show how to
integrate SET with payment software.

7.7 Evaluation

To ensure the security of all bankcard payments on the Internet, SET designers attempted
to overcome the fundamental weakness of IP Networks (where management and control
information are mixed with users’ traffic) by requiring strong authentication of each
message exchange. This decision increased the complexity of the protocol and the
computational overload (Inza, 2000; Schneier, 1998b). Thus, a certification infrastructure
must be established, and

TABLE 7.9
Comparison between SET and SSL

SSL SET
Simple and easy to use Complex and requires a certification infrastructure
Generalist protocol Banking payment protocol
Distributed with browsers A wallet has to be installed on the client side
Authentication infrastructure is not Infrastructure for authentication is mandatory
mandatory
Authentication is at the beginning of the Each exchange is authenticated
session
Point-to-point protocol Several parties participate in a transaction

The merchant receives all the details of the ~ With the dual signature, access to information is
order and the payment restricted to those who need it
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users have to install software (or wallet) of 4 to 6 M octets on their machines. In contrast,
SSL is much simpler, and its distribution accompanies a browser. Summarized in Table
7.9 are the main points of contrast between SET and SSL.

The comparative information in Table 7.9 will help us to understand the resistance to
SET. In addition, other factors contributed to slowing its utilization, such as the
following:

* Legal aspects, particularly when the legislation limits the use of encryption

« Secrets on the cardholder side stored on the hard disk of a computer, which may not
give sufficient security (This is one of the f actors that stimulated the development of
C-SET as an extension of SET, adapted to smart cards, and which is treated in the next
chapter.)

Some attempts to simplify SET (from the client’s point of view) by using SSL will be
presented in the next chapter. Inversely, SET facil (Easy SET)—a solution that the
Spanish bank Banesto from the Santander Central Hispano group as well as IBM
advocate. It consists of including the Payment intermediary in the bank’s domain. As a
consequence, the server takes care of all operations that need intense computations, such
as processing of a client’s certificate. Because of its reduction in computational loads, the
software installed on the client’s post is called a thin wallet (Inza, 2000).

7.8 Summary

The principal characteristics of SET are as follows:

» The merchant keeps the order information that is signed with the private signature key
of the client. The merchant also retains the response of the gateway (in the AuthRes
message) signed with the private signature key of the gateway. If the client is certified,
the merchant has a copy of the cardholder certificate and the public key that it cites.
Nevertheless, the merchant does not have the details of the client’s bankcard.

* The cardholder receives a response to the purchase order, which is signed by the private
signature key of the merchant. The cardholder receives a copy of the merchant
signature certificate but not the encryption certificate, which is used for financial
settlement.

* The payment gateway knows the financial details of the transaction between the
merchant and the cardholder without being aware of the subject of the transaction.

» Each of these transactions has a unique transaction number that is encrypted, which
prevents replay attacks.

Nevertheless, the security offered uses complicated means, which translates into a
computation overload, and, consequently, the response time may not be adequate.

Questions

1. What is 